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Abstract: In this article, we consider a delayed system of first-order hyperbolic differential equations.
The presence of the delay term in first-order hyperbolic delay differential equations poses significant
challenges in both analysis and numerical solutions. The delay term also makes it more difficult to use
standard numerical methods for solving differential equations, as these methods often require that the
differential equation be evaluated at the current time step. To overcome these challenges, specialized
numerical methods and analytical techniques have been developed for solving first-order hyperbolic
delay differential equations. We investigated and presented analytical results, such as the maximum
principle and stability results. The propagation of discontinuities in the solution was also discussed,
providing a framework for understanding its behavior. We presented a fractional-step method using
a backward finite difference scheme and showed that the scheme is almost first-order convergent
in space and time through the derivation of the error estimate. Additionally, we demonstrated an
application of the proposed method to the problem of variable delay differential equations. We
demonstrated the practical application of the proposed method to solving variable delay differential
equations. The proposed algorithm is based on a numerical approximation method that utilizes a
finite difference scheme to discretize the differential equation. We validated our theoretical results
through numerical experiments.

Keywords: linear 2D hyperbolic equation; delay partial differential equation; fractional-step method;
implicit method; finite difference scheme; bilinear interpolation

MSC: 65M15; 65M12; 35F10; 35B50; 65M06

1. Introduction

Modelling a variety of phenomena using delay partial differential equations (DPDEs)
has drawn considerable attention in a number of fields, including those of biology, engi-
neering control, and transportation scheduling [1,2]. The delay partial differential equation
is a type of partial differential equation in which the solution depends not only on the
current value of the unknown function, but also on its values at previous times. Therefore,
the initial conditions must be specified over an initial segment or domain rather than just
at a set of finite points. The domain in which the initial conditions are defined is called
the initial set. If the delay argument is presented in the time variable, then the initial
set segment is typically a time interval, and the initial conditions specify the value of
the solution and its derivatives over this interval. The behavior of solutions of partial
differential equations with delay can be complex and difficult to predict, even with simple
initial conditions. In general, the solutions may exhibit oscillations or instability, which can
be difficult to analyze mathematically. There are various numerical methods for solving
partial differential equations with delay, including finite difference methods, finite element
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methods, and spectral methods. These methods can be used to approximate the solutions
of partial differential equations with delay and analyze their behavior over time. However,
these methods may require special treatment to handle the delay term in the equation.
The theory of ordinary differential equations with delay terms is highly developed, but
an analogous level of understanding does not exist for partial differential equations with
time and space-dependent unknowns. While there have been several numerical methods
proposed for solving these types of problems, the lack of a comprehensive theoretical
framework hinders our ability to fully understand and optimize these methods. Bellen and
Zennaro [3] provided a comprehensive introduction to the analysis and numerical compu-
tation of ordinary differential equations with delay terms, making it an ideal starting point
for researchers and practitioners interested in this field. Their book covers the fundamental
theory of delay differential equations, including stability analysis and numerical methods
for their solutions. Due to delay terms, analytical solutions are difficult to obtain [4–7],
whereas the numerical method can greatly compensate for the lack of analytical work.
Stein [8] proposed a differential equation model that included stochastic effects owing
to neuron stimulation. Afterwards, Stein expanded the work to include the postsynaptic
potential amplitude distribution [9]. Stein transformed neuron variability into a numerical
form in order to study the variability of neurons in a quantitative manner, by determining
the characteristic function of the distribution and analyzing its mean and variance. The
authors of ref. [10] proposed an explicit numerical scheme utilizing the finite difference
method. This scheme can be applied when the delay and advance arguments are relatively
small, and the authors employed Taylor series approximations to handle the difference
arguments. In [11], the authors considered only point-wise delays of advection equations
with shifts on the right side in space. The linear hyperbolic delay differential equations
(DHDEs) in high dimensions have been studied by a limited number of researchers. An in-
vestigation of a hyperbolic delay partial differential equation was carried out by the author
of [12–15]. They proved that the difference schemes were stable and consistent. The authors
of [16] delved into a detailed discussion of the stability analysis of a hyperbolic equation
with delay, which was formulated in a more general and encompassing manner. This work
provided valuable insights into the stability properties of the equation, shedding light on its
behavior in scenarios where delays come into play. The literature has addressed numerical
treatments for hyperbolic partial differential equations and convergence analysis [17–23].
In the study of hyperbolic partial differential equations, maximum principles play a crucial
role in analyzing the behavior of the solutions. The maximum principle is a powerful
tool that provides a bound on the solution of a hyperbolic partial differential equation by
comparing it to its initial and boundary conditions. Maximum principles for hyperbolic,
parabolic, and elliptical differential equations(DE) were extensively studied in [24]. Exis-
tence results for hyperbolic systems of equations are concerned with showing that there
exists a unique solution to the system under certain initial and boundary conditions. To
prove the existence of solutions, one typically starts by defining a suitable function space for
the solutions of the system. This function space should be equipped with a norm or metric
that allows one to measure the size or regularity of the solutions. Once a function space
has been defined, one can use various techniques to establish the existence of solutions. In
some cases, one can use energy estimates and maximum principles to show that a solution
exists and is unique. These methods involve using the physical properties of the system
to derive inequalities that constrain the behavior of the solutions. A detailed description
of the existence results for a hyperbolic system of equations was given by [25]. Peaceman
and Rachford [26] first introduced the alternating direction implicit (ADI) method in 1955
as a numerical technique based on finite difference approximations. This property makes
the ADI method a popular choice for solving a wide range of problems in computational
science and engineering. Thomas et al. [27] described the alternating direction implicit
(ADI) scheme as a cost-effective numerical technique for solving partial differential equa-
tions. They demonstrated the stability and accuracy of the ADI method, comparing it with
other standard finite difference methods using analytical solutions for two problems that
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approximate different stages. The paper emphasized the computational advantages of the
ADI method, particularly in terms of reducing the computational effort required to obtain
accurate solutions for two-dimensional problems, which are often more challenging to
solve than one-dimensional problems. Aderito et al. [28] utilized the alternating direction
implicit (ADI) method for solving a two-dimensional hyperbolic partial differential equa-
tion (PDE), which encompasses both convection and diffusion phenomena. The authors
approach provided an efficient and accurate solution to the hyperbolic PDE, making it
useful for modeling various physical and engineering systems. Their work demonstrated
the importance of applying efficient numerical methods to solving complex PDEs in order
to obtain accurate and reliable solutions. In order to reduce the computational complexity,
we applied the fractional-step method. The fractional-step method was extensively studied
for two-dimensional parabolic equations [29–31].

This paper details the analysis of a fractional-step finite difference scheme for a sys-
tem of hyperbolic delay partial differential equations. The scheme involves applying the
upwind finite difference scheme to discretize the spatial derivatives of the 1D problems
obtained after applying the scheme for the time derivative. The paper provides a proof of
convergence of almost first-order in space and first-order in time for the proposed method.
In addition, the work in this paper developed fractional-step methods for transient prob-
lems that are sufficiently general to include all previously introduced techniques. Finally,
the general fractional-step difference equation was examined for consistency, stability, and
convergence.

The article is organized as follows. The problem is considered in Section 2. The
maximum principle and its consequences are presented in Section 3. In Section 4, we
describe the fractional-step method. An error analysis is presented for the proposed
methods in Section 5. Section 6 presents a differential equation with variable delay. The
numerical illustration is presented in Section 7. The conclusions are presented in Section 8.

The norm for convergence analysis is ‖ψ‖ = max{‖ψ1‖, ‖ψ2‖, . . . , ‖ψr‖}, ‖ψk‖ =
sup(x,y,t)∈D̄ ‖ψk‖.

2. Statement of Problem

The results of [8,10,12] motivate us to study the following problem. Find u =
(u1, u2, . . . , ur), uk ∈ C(1)(D), k = 1, 2, . . . , r, such that

Lku :=
∂uk
∂t

+ āk · ∇uk +
r

∑
l=1

cklul(x− δ, y− η, t) = fk, (x, y, t) ∈ D, (1)

uk(x, y, t) = φk(x, y, t), (x, y, t) ∈ ([−δ, 0]× [−η, y f ] ∪ [0, x f ]× [−η, 0])× [0, T], (2)

uk(x, y, 0) = uk,0(x, y), (x, y) ∈ [0, x f ]× [0, y f ], k = 1, 2, . . . , r. (3)

The above equation, Equation (1), can be written as

Lku :=


∂uk
∂t + āk · ∇uk = fk −∑r

l=1 cklφl(x− δ, y− η, t),
(x, y, t) ∈ ((0, δ]× (0, y f ] ∪ (0, x f ]× (0, η])× (0, T],

∂uk
∂t + āk · ∇uk = fk −∑r

l=1 cklul(x− δ, y− η, t),
(x, y, t) ∈ (δ, x f ]× (η, y f ]× (0, T],

(4)

uk(x, y, 0) = uk,0(x, y), (x, y) ∈ [0, x f ]× [0, y f ], (5)

where āk = (ak1, ak2), akl = akl(x, y), ∀k, l, ckl = ckl(x, y), k = 1, 2, . . . , r, l = 1, 2, . . . , r,
akl > 0, ckl ≤ 0, D = (0, x f ] × (0, y f ] × (0, T]. The functions akl , ckl , fk are sufficiently
differentiable on their domains where δ and η are fixed positive constants. Further, it is
assumed that x f = m1δ and y f = m2η for some non-negative integers m1, m2.
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3. Stability Analysis and Derivative Estimates
3.1. Maximum Principle

An adaptation of the barrier function technique is given in [32,33]. The maximum
principle is also presented, and stability results are established.

Theorem 1. [Maximum Principle] Let ψ = (ψ1, ψ2, . . . , ψr), ψi ∈ C(D̄) ∩ C(1)(D), i =
1, 2, . . . , r, be any function satisfying Lkψ ≥ 0, (x, y, t) ∈ D, ψk(x, y, 0) ≥ 0, (x, y) ∈
[0, x f ]× [0, y f ]. Then, ψk(x, y, t) ≥ 0, ∀(x, y, t) ∈ D̄, k = 1, 2, . . . , r.

Proof. Let s = (s1, . . . , sr), si(x, y, t) = 1 + x + y + t, and Lk(s) > 0. Further, let µ =

max
{

max{−ψ1
s1
}, max{−ψ2

s2
}, . . . , max{−ψr

sr
}
}

and let (x∗, y∗, t∗) be the point at which

µ = −ψk
sk
(x∗, y∗, t∗). Then, (ψk + µsk)(x∗, y∗, t∗) = 0 and (ψk + µsk)(x, y, t) ≥ 0, ∀(x, y, t) ∈

D̄. At the point (x∗, y∗, t∗), the function ψk + µsk attains its minimum, assuming the contra-
diction µ > 0.

Suppose (x∗, y∗, t∗) ∈ (0, δ]× (0, y f ] ∪ (0, x f ]× (0, η])× (0, T], then

0 < Lk(ψ + µs) =
∂

∂t
(ψk + µsk) + ak1

∂

∂x
(ψk + µsk) + ak2

∂

∂y
(ψk + µsk) ≤ 0,

i.e., it contradicts itself.
Suppose (x∗, y∗, t∗) ∈ (δ, x f ]× (η, y f ]× (0, T], then

0 < Lk(ψ + µs) =
∂

∂t
(ψk + µsk) + ak1

∂

∂x
(ψk + µsk) + ak2

∂

∂y
(ψk + µsk)

+
r

∑
l=1

ckl(ψl + µsl)(x∗ − δ, y∗ − η, t) ≤ 0

is a contradiction. This contradiction shows that µ ≤ 0. Therefore, ψk(x, y, t) ≥ 0, (x, y, t) ∈
D̄. Hence, the proof is complete.

Theorem 2. [Stability Result] Let ψ = (ψ1, ψ2, . . . , ψr) be any function, then

‖ψ(x, y)‖ ≤ C max
{

max
x,y
‖ ψ(x, y, 0) ‖, sup

(x,y,t)∈D̄
|Lkψ(x, y, t)|}, ∀ (x, y, t) ∈ D̄,

where C is a constant.

Proof. Let ω±(x, y, t) = CC∗s(x, y, t)± ψ(x, y, t), where C∗ = max
{

max
x,y
‖ ψ(x, y, 0) ‖

, max
k
{sup(x,y,t)∈D ‖ Lkψ(x, y, t) ‖}

}
. Let ω±(x, y, 0) ≥ 0 and Lkω±(x, y, t) = CC∗Lks±

Lkψ ≥ 0. Then, by the above theorem, Theorem 1, we have

|ψ(x, t)| ≤ C max
{

max
x,y
‖ ψ(x, y, 0) ‖, max

k
{ sup
(x,y,t)∈D

‖ Lkψ(x, y, t) ‖}
}

,

∀(x, y, t) ∈ D̄.

Remark 1. The solution to the problem, which continuously depends on the data, is called stable [34].

Remark 2. As a consequence of the above stability result, one can conclude that, if it exists, the
solution of the above problems, (4) and (5), is stable and unique.
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3.2. Derivative Bounds

From the given differential equations, Equations (1)–(3), we can obtain the following
bounds for the derivatives.

Lemma 1. Let u represent the solution of system in (1)–(3). The derivatives of this function satisfy

the following bounds
∣∣∣ ∂iuk

∂ti

∣∣∣ ≤ C, 0 ≤ i ≤ 2, k = 1, 2, . . . , r.

Proof. By integration over [0, x], x ∈ [0, x f ],

∂uk
∂t

+ āk · ∇uk +
r

∑
l=1

cklul(x− δ, y− η, t) = fk,

and by application of integration by parts we show that
∣∣∣ ∂iuk

∂ti

∣∣∣ ≤ C, and successive differen-
tiation gives the desired results.

3.3. Propagation of Discontinuities

Following the arguments of [3,15], the solution discontinuity propagation is presented.
Let t be fixed, then

lim
x→δ−

ak1uk,xx = fk,x(δ
−, y, t)− uk,xt(δ

−, y, t)− ak1,x(δ
−, y)uk,x(δ

−, y, t)

− ak2,x(δ
−, y)uk,y(δ

−, y, t)− ak2(δ
−, y)uk,yx(δ

−, y, t)

−
r

∑
l=1

[
ckl,x(δ

−, y)ul(0
−, y− η, t) + ckl(δ

−, y)ul,x(0
−, y− η, t)

]
,

= fk,x(δ
−, y, t)− uk,xt(δ

−, y, t)− ak1,x(δ
−, y)uk,x(δ

−, y, t)

− ak2,x(δ
−, y)uk,y(δ

−, y, t)− ak2(δ
−, y)uk,yx(δ

−, y, t)

−
r

∑
l=1

[
ckl,x(δ

−, y)φl(0
−, y− η, t) + ckl(δ

−, y)φl,x(0
−, y− η, t)

]
,

lim
y→η−

ak2uk,yy = fk,y(x, η−, t)− uk,yt(x, η−, t)− ak1(x, η−)uk,xy(x, η−, t)

− ak1,y(x, η−)uk,x(x, η−, t)− ak2,y(x, η−)uk,y(x, η−, t)

−
r

∑
l=1

[
ckl,y(x, η−)ul(x− δ, 0−, t) + ckl(x, η−)ul,y(x− δ, 0−, t)

]
,

= fk,y(x, η−, t)− uk,yt(x, η−, t)− ak1(x, η−)uk,xy(x, η−, t)

− ak1,y(x, η−)uk,y(x, η−, t)− ak2,y(x, η−)uk,y(x, η−, t)

−
r

∑
l=1

[
ckl,y(x, η−)φl(x− δ, 0−, t) + ckl(x, η−, t)φl,y(x− δ, 0−, t)

]
,
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and

lim
x→δ+

ak1uk,xx = fk,x(δ
+, y, t)− uk,xt(δ

+, y, t)− ak1,x(δ
+, y)uk,x(δ

+, y, t)

− ak2,x(δ
+, y)uk,y(δ

+, y, t)− ak2(δ
+, y)uk,yx(δ

+, y, t)

−
r

∑
l=1

[
ckl,x(δ

+, y)ul(δ
+, y− η, t) + ckl(δ

+, y)ul,x(δ
+, y− η, t)

]
,

= fk,x(δ
+, y, t)− uk,xt(δ

+, y, t)− ak1,x(δ
+, y)uk,x(δ

+, y, t)

− ak2,x(δ
+, y)uk,y(δ

+, y, t)− ak2(δ
+, y)uk,yx(δ

+, y, t)

−
r

∑
l=1

[
ckl,x(δ

+, y)ul(0
+, y− η, t) + ckl(δ

+, y)ul,x(0
+, y− η, t)

]
,

lim
y→η+

ak2uk,yy = fk,y(x, η+, t)− uk,yt(x, η+, t)− ak1(x, η+)uk,xy(x, η+, t)

− ak1,y(x, η+)uk,x(x, η+, t)− ak2,y(x, η+)uk,y(x, η+, t)

−
r

∑
l=1

[
ckl,y(x, η+)ul(x− δ, η+, t) + ckl(x, η+, t)ul,y(x− δ, η+, t)

]
,

= fk,y(x, η+, t)− uk,yt(x, η+, t)− ak1(x, η+)uk,xy(x, η+, t)

− ak1,y(x, η+)uk,y(x, η+, t)− ak2,y(x, η+)uk,y(x, η+, t)

−
r

∑
l=1

[
ckl,y(x, η+)ul(x− δ, 0+, t) + ckl(x, η+, t)ul,y(x− δ, 0+, t)

]
.

It is observed that φl,x(0−, y− η, t) 6= ul,x(0+, y− η, t). Hence, ak1(δ
+, y)uk,xx(δ

+, y, t)
6= ak1(δ

−, y)uk,xx(δ
−, y, t). Similarly, one can show that ak2(x, η+)uk,yy(x, η+, t) 6= ak2(x, η−)

uk,yy(x, η−, t) and multiples of δ and multiples of η are primary discontinuity points [3].

4. The Fractional-Step Method
4.1. Temporal Discretization

Let the time domain be discretized as Ω̄M
t = {ti|i = 0, 1, 2, . . . , M}, where ti = t0 + i∆t,

∆t = T
M . Let us define the differential operators as follows:

Lk,xu := ak1
∂uk
∂x

+
r

∑
l=1

c̃klul(x− δ, y− η, t),

Lk,yu := ak2
∂uk
∂y

+
r

∑
l=1

čklul(x− δ, y− η, t),

where ckl = c̃kl + čkl . Then, the kth equation in (1) can be written as

∂uk
∂t

+ (Lk,x + Lk,y)u = fk, k = 1, 2, . . . , r.

Furthermore, to enable a more efficient computation, the source term is separated into
two distinct components, fk = f̃k + f̌k. To discretize the problem in (1) in terms of the time
variable, we adopt the following numerical scheme:

û0
k = uk,0(x, y),

(Ik + ∆tLk,x)ûn+ 1
2 = ûn

k + ∆t f̃k(tn+1),

ûn+ 1
2

k (0, y) = φk(0, y, tn+1),

(Ik + ∆tLk,y)ûn+1 = ûn+ 1
2

k + ∆t f̌k(tn+1),
ûn+1

k (x, 0) = φk(x, 0, tn+1), k = 1, 2, . . . , r,

(6)
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where ûn(x, y) is the exact solution of u at the time level t = tn, the uniform step size
is represented by ∆t, and Ik represents the identity operator. Using this method, we
can approximate un

k (x, y) to the solution uk(x, y, t) of (1) at the time levels tn = n∆t,
n = 0, 1, . . . , M. The operators (Ik + ∆tLk,ν) and ν = x, y satisfy the following maximum
principles.

Similar to [30,35], we introduce the local error for the kth component, ek,n+1, which is
defined by

ek,n+1 = uk(tn+1)− ūn+1
k ,

where uk(tn) = uk(x, y, tn) and ūn+1
k , for n = 0, 1, . . . , M − 1, are the solutions to the

following problem: 

ū0
k = uk,0(x, y),

(Ik + ∆tLk,x)ūn+ 1
2 = un

k + ∆t f̃k(tn+1),

ūn+ 1
2

k (0, y) = φk(0, y, tn+1),

(Ik + ∆tLk,y)ūn+1 = ūn+ 1
2

k + ∆t f̌k(tn+1),
ūn+1

k (x, 0) = φk(x, 0, tn+1).

(7)

To optimize computational efficiency and minimize costs, we decomposed the original
two-dimensional problem into two sets of one-dimensional problems.

Lemma 2. Let ψ be any function, if ψ1, ψ2, . . . , ψr ∈ C0(D̄)∩C1(D) satisfies (Ik +∆tLk,x)ψ(x)
≥ 0, for x ∈ D, then ψk(x) ≥ 0.

Proof. Let s = (s1, s2, . . . , sr), si(x) = 1 + x, and (Ik + ∆tLk,x)s > 0. Further, let µ =

max
{

max{−ψ1
s1
}, max{−ψ2

s2
}, . . . , max{−ψr

sr
}
}

and let x∗ be the point at which µ = −ψk
sk
(x∗).

Then, (ψk + µsk)(x∗) = 0 and (ψk + µsk)x ≥ 0, ∀x ∈ D̄. At the point x∗, the function ψk + µsk
attains its minimum, assuming the contradiction µ > 0. Suppose x∗ ∈ (0, δ], then

0 < (Ik + ∆tLk,x)(ψ + µs)(x∗) = (ψk + µsk)(x∗) + ∆tak1
∂

∂x
(ψk + µsk)(x∗) ≤ 0,

which is a contradiction. Similarly one can obtain the contradiction when x∗ ∈ (δ, x f ].
Hence, the proof of the lemma is complete.

Lemma 3. [Local Truncation Error] Assume that
∣∣∣ ∂iuk

∂ti

∣∣∣ ≤ C, (x, y, t) ∈ (0, x f ]× (0, y f ]× (0, T],

0 ≤ i ≤ 2. Then, ‖ek,n‖∞ = C(∆t)2, where uk(tn) = ūn(x, y) + ēn and uk(tn) = uk(x, y, tn),
and the local truncation error of the scheme in (7) satisfies

‖ek,n‖∞ = O(∆t)2. (8)

Proof. The proof is similar to that of [30,35]. For that, one can express

uk(tn−1) = (Ik + ∆tLk,x)
[
(Ik + ∆tLk,y)u(tn)− ∆t f̌k(x, y, tn)

]
− ∆t f̃k(x, y, tn) + O(∆t)2,

uk(tn−1) = (Ik + ∆tLk,x)
[
(Ik + ∆tLk,y)ūk(tn)− ∆t f̌k(x, y, tn)

]
− ∆t f̃k(x, y, tn),

(Ik + ∆tLk,x)(Ik + ∆tLk,y)ēn = O(∆t)2.

Hence, by applying the maximum principle given in Theorem (1) for the operator
Ik + ∆tLk,i, i = x, y, we obtain the required result.
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Lemma 4. [Global Truncation Error] If Zk,i and zk(xi) are numerical exact solutions at the node
x = xi, then the global error, Ek,n, of the scheme in (6) satisfies the following:

sup
n≤T/∆t

‖ Ek,n ‖∞ ≤ C ∆t.

Proof. We consider

Ek,n = ek,n + ūn
k − ûn

k ,

(Ik + ∆tLk,y)(ūn
k − ûn

k ) = ū(n−1+ 1
2 )

k − û(n−1+ 1
2 )

k ,

(Ik + ∆tLk,x)(ū
(n−1)+ 1

2
k − û(n−1)+ 1

2
k ) = Ek,n−1,

ūn
k − ûn

k = (Ik + ∆tLk,x)
−1(Ik + ∆tLk,y)

−1Ek,n−1.

Making use of the arguments given in [30,35], we have |Ek,n| ≤ C∆t, which concludes
the proof.

Lemma 5. Let ûn+ 1
2

k and ûn+1
k be the solutions defined by (6), then | d

k û
n+ 1

2
k

dxk | ≤ C and | d
k ûn+1

k
dyk | ≤ C,

for k = 0, 1, 2, 3, except at the primary discontinuity points.

Proof. From the differential equation given in (6) and the application of Lemma 2, one can
obtain the desired derivative estimates.

4.2. The Fully Discrete Scheme

We discretize the spatial domain as follows. Let N be the mesh points in both the x and
y directions. Let us define the mesh lengths ∆x =

x f
N , ∆y =

y f
N and meshes Ω̄N

x = {xi}N
i=0,

Ω̄N
y = {yi}N

i=0, xi = xi−1 + ∆x, yi = yi−1 + ∆y, and û0
k(x, y) = uk,0(x, y). The back-

ward finite difference operators are defined by D−k,x, D−k,y: D−k,xÛn+ 1
2

k,i,y =
Ûn+ 1

2
k,i,y − Ûn+ 1

2
k,i−1,y

∆x
,

D−k,yÛn+1
k,x,j =

Ûn+1
k,x,j − Ûn+1

k,x,j−1

∆y
, D+

k,t =
Ûn+ 1

2
k,i,y − Ûn

k,i,y

∆t
, and the bilinear interpolation is de-

fined by

Ik,δÛn+ 1
2

k,i,y = Ûn+ 1
2

k,q,p lq(xi − δ)lp(yj − η) + Ûn+ 1
2

k,q+1,plq+1(xi − δ)lp(yj − η),

+ Ûn+ 1
2

k,q,p+1lq(xi − δ)lp+1(yj − η) + Ûn+ 1
2

k,q+1,p+1lq+1(xi − δ)lp+1(yj − η),

Ik,ηÛn+1
k,x,j = Ûn+1

k,q,plq(xi − δ)lp(yj − η) + Ûn+1
k,q+1,plq+1(xi − δ)lp(yj − η),

+ Ûn+1
k,q,p+1lq(xi − δ)lp+1(yj − η) + Ûn+1

k,q+1,p+1lq+1(xi − δ)lp+1(yj − η),

where xi − δ ∈ (xq, xq+1), yj − η ∈ (yp, yp+1), lq(x) =
xq+1 − x

∆x
, lq+1(x) =

x− xq

∆x
,

lp(y) =
yp+1 − y

∆y
, and lp+1(y) =

y− yp

∆y
. Let y = yj, then the first equation in (6) can

be approximated as follows:

Ûn+ 1
2

k,i,y − Ûn
k,i,y

∆t
+ ak1(xi, y)

Ûn+ 1
2

k,i,y − Ûn+ 1
2

k,i−1,y

∆x
+

r

∑
l=1

c̃kl Iδ,ηÛn+ 1
2

l,i,y = f̃k(xi, y, tn+1). (9)

Let x = xi, then the second equation in (6) can be approximated as follows:
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Ûn+1
k,x,j − Ûn+ 1

2
k,x,j

∆t
+ ak2(x, yj)

Ûn+1
k,x,j − Ûn+1

k,x,j−1

∆y
+

r

∑
l=1

čkl Iδ,ηÛn+1
l,x,j = f̌k(x, yj, tn+1), (10)

uk(x, y, 0) = uk,0(x, y), (x, y) ∈ [0, x f ]× [0, y f ].

The difference scheme of (7) is as follows:

(Ik + ∆tLN
k,x)Ū

n+ 1
2

i,y = uk(xi, y, tn) + ∆t f̃k(xi, y, tn+1),

Ūn+ 1
2

k,i,y (0, y) = φk(0, y, tn+1),

(Ik + ∆tLN
k,y)Ū

n+1
x,j = Ūn+ 1

2
k,x,j + ∆t f̌k(x, yj, tn+1),

Ūn+1
k,x,j (x, 0) = φk(x, 0, tn+1),

(11)

where LN
k,x = ak1D−k,x + ∑r

l=1 c̃kl Ik,δ and LN
k,y = ak2D−k,y + ∑r

l=1 čkl Ik,η , and

Û0
k,i,j = uk,0(xi, yj), 0 ≤ i, j ≤ N,

(Ik + ∆tLN
k,x)Û

n+ 1
2

i,j = Ûn
k,i,j + ∆t f̃k(xi, yj, tn+1),

Ûn+ 1
2

k,i,j (0, y) = φk(0, y, tn+1),

(Ik + ∆tLN
k,y)Û

n+1
i,j = Ûn+ 1

2
k,i,j + ∆t f̌k(xi, yj, tn+1),

Ûn+1
k,i,j (x, 0) = φk(x, 0, tn+1),

(12)

for n = 0, . . . , M− 1.
Note: from [36], it is easy to see that |ψ(xi − δ, yj − η, ti)− Ik,δψ(xi, yj, ti)| ≤ CN−2.

4.3. Discrete Stability Results

Lemma 6. [Discrete Maximum Principle ] Let ψi be any mesh function such that (Ik +∆tLN
k,x)ψi ≥

0, 1 ≤ i ≤ N, ψ0 ≥ 0. Then, ψi ≥ 0, ∀ i.

Proof. Let s = (s1, s2, . . . , sr), sk,i = 1 + xi, k = 1, 2, . . . , r, then (Ik + ∆tLN
k,x)si > 0, ∀ i,

sk,i > 0, ∀ i. Let κ = max
{

max{−ψ1
s1
}, max{−ψ2

s2
}, . . . , max{−ψr

sr
}
}

and let i∗ be the point

at which −ψ∗i
s∗i

attains its maximum. Then, ψk,i∗ + κsk,i∗ = 0 for some k, and ψk,i∗ + κsk,i∗ ≥
0, ∀ i. Suppose that κ > 0, then we arrive the contradictions that follow.

Let us assume that χk,i = ψk,i + κsk,i. Let 1 ≤ i∗ ≤ ν, then

0 < (Ik + ∆tLN
k,x)χi∗ = χk,i∗ + ∆tak1(xi∗ , yj)D−k,xχk,i∗ ≤ 0.

This is a contradiction. Similarly, for ν + 1 ≤ i∗ ≤ N, one can obtain the contradiction

0 < (Ik + ∆tLN
k,x)χi∗ = χk,i∗ + ∆tak1(xi∗ , yj)D−k,xχk,i∗

+ ∆t
r

∑
l=1

c̃kl(xi∗ , yj)Ik,δχk,i∗ ≤ 0.

Hence the proof is complete.

Lemma 7. [Discrete Stability Result] Let ψi be any mesh function, then |ψi| ≤ C max{max |(Ik +
∆tLN

k,x)ψi|, maxi |ψi|}, ∀ i.

Note: similarly to the above lemmas, Lemmas 6 and 7, one can the prove discrete
maximum principle and stability results for (Ik + ∆tLN

k,y).
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5. Error Analysis

There are 2r sets of differential equations in the semidiscrete problem in (6), the first r
sets of equations have y as a parameter, and the next r sets of equations have x as parameter.{

(Ik + ∆tLk,x)z(x) = uk(x, y, tn) + ∆t f̃k(x, y, tn+1), 0 < x < x f ,
zk(0) = φk(0, y, tn+1),

(13)

where zk(x) = ūn+ 1
2

k (x, y) and the parameter is y.

Theorem 3. For 1 ≤ i ≤ N − 1, there exists a positive constant C, which is independent of y, N
such that

|zk(xi)− Zk,i| ≤ CN−1,

where {Zk,i} is the numerical solution of (11) and zk(x) is the exact solution of (13).

Proof. The proof of the theorem can be defined similarly to the proof of Theorem 4.6 in [31],
and using [37]. Consider the mesh function Ψk,i = CN−1(1 + xi)± (zk(xi)− Zk,i). This
proves that LN

k,xΨ̄i ≥ 0 and Ψ̄k,0 ≥ 0̄, hence we have the desired result.

Similarly to the arguments in Equation (4.47) in [31], and from Theorem 3 and Lemma 5,
we have the following:

| zk(xi)− Zk,i | ≤ CN−1∆t, for 1 ≤ i ≤ N − 1. (14)

Since zk(xi) = ūn+ 1
2

k (xi, y) and Zk,i = Ūn+ 1
2

i,y , we can write (14) as

| ūn+ 1
2

k (xi, y) − Ūn+ 1
2

k,i,y | ≤ CN−1∆t, for 1 ≤ i ≤ N − 1. (15)

Now, Ūn+1
k,x,j satisfies the following problem:(Ik + ∆tLN

k,y) Ūn+1
x,j = Ūn+ 1

2
k,x,j + ∆t f̌k(x, yj, tn+1), j = 1, . . . , N − 1,

Ūn+1
k,x,0 = φk(x, 0, tn+1).

(16)

We used this theorem, Theorem 3, for finding the bound of (ūn+1
k (x, yj)− Ūn+1

k,x,j ). The
following problem is considered:(Ik + ∆tLN

k,y)Û
n+1
x,j = Ûn+ 1

2
k,x,j + ∆t f̌k(x, yj, tn+1), j = 1, . . . , N − 1,

Ûn+1
k,x,0 = φk(x, 0, tn+1).

(17)

Now, let us take the same approach that we used in Theorem 3, then we have

| ūn+1
k (x, yj) − Ûn+1

k,x,j | ≤ CN−1∆t, for 1 ≤ j ≤ N − 1, (18)

and from Theorem 1 in [38], we have

‖ (Ik + ∆tLN
k,y)
−1 ‖∞ ≤ 1. (19)

In addition, from (16) and (17), we can deduce

Ûn+1
k,x,j − Ūn+1

k,x,j = (Ik + ∆tLN
k,y)
−1(Ûn+ 1

2
k,x,j − Ūn+ 1

2
k (x, yj)

)
, for 1 ≤ j ≤ N − 1. (20)
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Therefore, from (15), (18)–(20), and

ūn+1
k (x, yj)− Ūn+1

k,x,j = Ûn+1
k,x,j − Ūn+1

k,x,j + ūn+1
k (x, yj) − Ûn+1

k,x,j , (21)

we obtain

| ūn+1
k (x, yj)− Ūn+1

k,x,j | ≤ CN−1∆t, for 1 ≤ j ≤ N − 1. (22)

Using the fully discrete scheme, we can now prove the convergence of (15) and (22).

Theorem 4. Let uk be the kth component of the exact solution of (1), and let Un
k be its numerical

solution at time t = n∆t. Then, there exists a positive constant C such that

‖ uk(xi, yj, tn)−Un
k,i,j ‖∞ ≤ C(N−1 + ∆t), k = 1, 2, . . . , r,

for 1 ≤ i, j ≤ N − 1.

Proof. The global error is as follows:

‖ uk(xi, yj, tn)−Un
k,i,j ‖ ≤ ‖ uk(xi, yj, tn)− ūn

k,i,j ‖+ ‖ ūn
k,i,j − Ūn

k,i,j ‖

+‖ Ūn
k,i,j −Un

k,i,j ‖. (23)

Using Lemma 3, and by (15) and (22), we obtain

‖ uk(xi, yj, tn)−Un
k,i,j ‖ ≤ C(N−1 + ∆t) + ‖ Ūn

k,i,j −Un
k,i,j ‖. (24)

Now, from (11), we can write

(Ik + ∆tLN
k,x)(Ik + ∆tLN

k,y) Ūn+1
k,i,j = uk(xi, yj, tn) + ∆t f̌k(xi, yj, tn+1) + ∆t(Ik

+∆tLk,x) f̃k(xi, yj, tn). (25)

From (12), we have

(Ik + ∆tLN
k,x)(Ik + ∆tLN

k,y) Un+1
k,i,j = Un

k,i,j + ∆t f̌k(xi, yj, tn+1)

+∆t (Ik + ∆tLk,x) f̃k(xi, yj, tn), (26)

and subtracting (26) from (25) and applying the inverse operators (Ik + ∆tLN
k,x)
−1 and

(Ik + ∆tLN
k,y)
−1, we obtain

Ūn+1
k,i,j −Un+1

k,i,j = (Ik + ∆tLN
k,x)
−1(Ik + ∆tLN

k,y)
−1(uk(xi, yj, tn)−Un

k,i,j). (27)

We can conclude that

‖ Ūn+1
k,i,j −Un+1

k,i,j ‖∞ ≤ ‖ uk(xi, yj, tn)−Un
k,i,j ‖∞, (28)

since

‖ (Ik + ∆tLN
k,x)
−1 ‖∞ ≤ 1 and ‖ (Ik + ∆tLN

k,y)
−1 ‖∞ ≤ 1. (29)

In this case, we replace ‖ Ūn
k,i,j −Un

k,i,j ‖∞ in (24) given the bound in (28) and we obtain

‖ uk(xi, yj, tn)−Un
k,i,j ‖∞ ≤ C(N−1 + ∆t), (30)

for 1 ≤ i, j ≤ N − 1. This is the desired result.
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6. The Variable Delay Problem

Motivated by the study of [39,40], we considered the following 2D hyperbolic variable
delay differential equation:

Lku :=
∂uk
∂t

+ āk · ∇uk +
n

∑
l=1

cklul(x− δ(x), y− η(y), t) = fk, (x, y, t) ∈ D, (31)

uk(x, y, t) = φk(x, y, t), (x, y, t) ∈ ([ζ1, 0]× [ζ2, y f ] ∪ [0, x f ]× [ζ2, 0])× [0, T], (32)

uk(x, y, 0) = uk,0(x, y), (x, y) ∈ [0, x f ]× [0, y f ], k = 1, 2, . . . , r. (33)

The functions akl , ckl , and fk satisfying the conditions defined in Section 2 and
x− δ(x) ≤ 0, x − η(x) ≤ 0. We also have that ζ1 = min{infx∈[0,x f ]

x − δ(x), 0} and
ζ2 = min{infy∈[0,y f ]

y− η(y), 0}. By Theorem 2, the solution is stable. Let y = yj, then
Lk,xuk(xi, y) is approximated as follows:

ak1(xi, y)D−x Un+ 1
2

k,i,y +
r

∑
l=1

c̃kl Ik,δUn+ 1
2

l,i,y = f̃k(xi, y, tn+1). (34)

Let x = xi, then Lk,yuk(x, yj) is approximated as follows:

ak2(x, yj)D−y Un+1
k,x,j +

r

∑
l=1

čkl Ik,ηUn+1
l,x,j = f̌k(xi, y, tn+1). (35)

Where uk(x, y, 0) = uk,0(x, y), (x, y) ∈ [0, x f ] × [0, y f ] in (34) and (35). Section 7
contains a numerical example problem with variable delay arguments.

The Algorithm for Solving the Problem

A variable delay algorithm is as defined as follows.

1. Define mesh points tn+1, xi, yj with step lengths ∆t, ∆x, ∆y, respectively.
2. Assume Uk = uk,0(xi, yj), for all i, j.
3. Replace Uk = Vk, k = 1, 2, . . . , r.

4. If x(i) − δ(x(i)) ≤ 0, then Uk,i+1,j =
(

1
∆t +

ak1(xi ,yj)
∆x

)−1
×
[

f̃k(xi, yj, tn+1) +
Vk,i+1,j

∆t

+
ak1(xi, yj)Uk,i,j

∆x
−∑r

l=1 c̃klφl(xi − δ(xi), yj − η(yj), tn+1).

5. If x(q) ≤ x(i) − δ(x(i)) ≤ x(q + 1) and y(p) ≤ y(j) − η(y(j)) ≤ y(p + 1), then

Uk,i+1,j =
(

1
∆t +

ak1(xi ,yj)
∆x

)−1
×
[

f̃k(xi, yj, tn+1) +
Vk,i+1,j

∆t +
ak1(xi, yj)Uk,i,j

∆x
−∑r

l=1 c̃kl

[
Uk,q,plq(xi − δ)lp(yj − η) + Uk,q+1,plq+1(xi − δ)lp(yj − η) + Uk,q,p+1lq(xi −

δ)lp+1(yj − η) + Uk,q+1,p+1lq+1(xi − δ)lp+1(yj − η)
]
.

6. Replace Uk = Vk, k = 1, 2, . . . , r.

7. If y(j)− η(y(j)) ≤ 0, then Uk,i,j+1 =
(

1
∆t +

ak2(xi ,yj)
∆y

)−1
×
[

f̌k(xi, yj, tn+1) +
Vk,i,j+1

∆t

+
ak2(xi, yj)Uk,i,j

∆y
−∑r

l=1 čklφl(x(i)− δ(x(i)), y(j)− η(y(j)), t(n + 1))
]
.

8. If x(q) ≤ x(i) − δ(x(i)) ≤ x(q + 1) and y(p) ≤ y(j) − η(y(j)) ≤ y(p + 1), then

Uk,i,j+1 =
(

1
∆t +

ak2(xi ,yj)
∆y

)−1
×
[

f̌k(xi, yj, tn+1) +
Vk,i,j+1

∆t +
ak2(xi, yj)Uk,i,j

∆y

−∑r
l=1 čkl

[
Uk,q,plq(xi − δ)lp(yj − η) + Uk,q+1,plq+1(xi − δ)lp(yj − η) + Uk,q,p+1lq(xi −

δ)lp+1(yj − η) + Uk,q+1,p+1lq+1(xi − δ)lp+1(yj − η)
]
.

9. Go to Step 3 with t = t + ∆t.
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7. Numerical Examples

This section includes two examples that serve to confirm the validity of the theoretical
results presented in the article. Figures 1–16 display the plotted numerical solutions of the
test problems, along with the corresponding maximum point-wise errors. To estimate the
maximum error, we applied the half mesh principle stated in [31].

EN,M
k = max

i,j
| UM

k,i,j(∆x, ∆y, ∆t)−UM
k,i,j(∆x/2, ∆y/2, ∆t/2) |, 0 ≤ i, j ≤ N,

DN
k,x,y = max

M
EN,M

k , DM
k,t = max

N
EN,M

k ,

where UM
k,i,j(∆x, ∆y, ∆t) and UM

k,i,j(∆x/2, ∆y/2, ∆t/2) are the numerical solutions at the

node (xi, yj, tn), with mesh sizes (∆x, ∆y, ∆t) and (∆x
2 , ∆y

2 , ∆t
2 ), respectively, and DN

k,x,y is

the maximum over M for fixed N and DM
k,t is the maximum over N for fixed M. Numerical

results and maximum point-wise errors were plotted.

Example 1. Consider the following 2D hyperbolic DPDE with the following data.

∂uk
∂t

+ āk · ∇uk +
2

∑
l=1

cklul(x− δ, y− η, t) = fk,

(x, y, t) ∈ (0, 2]× (0, 2]× (0, 1], k = 1, 2,

uk(x, y, t) = 0, (x, y, t) ∈ ([−1, 0]× [−1, x f ] ∪ [0, y f ]× [−1, 0])× [0, T],

u1(x, y, 0) = exp(−(10x− 1)5/4)× exp(−(4y− 1)2/4)× (2x− x2)× (2y− y2),

u2(x, y, 0) = exp(−(6x− 1)2/4)× exp(−(10y− 1)5/4)× (4x− x2)× (4y− y2),

a11 =
1 + x2 + y2

1 + 2xy + x2 + y2 , a12 =
1 + x4 + y4

1 + 2xy + 2x2 + 2y2 , a21 =
1 + x4 + y4

1 + 2xy + 3x2 + 4y2 ,

a22 =
1 + x2 + y2

1 + 2tx + 3x2 + 6y2 , c11 = −1, c12 = −1
2

, c21 = −1, c22 = −1
2

,

f1 = 0 = f2.

Case 1: Assume that δ = 1, η = 1. The two-dimensional impulse propagates in the
solution due to the presence of the delay term. Numerical solutions are plotted
in Figures 1 and 2 and maximum point-wise errors are plotted in Figures 7 and 8.
The maximum point-wise errors are given in Tables 1 and 2. The impulse moves
in the forward direction can be found in Figures 11 and 12.

Case 2: Assume that δ = 2, η = 1. Numerical solutions are plotted in Figures 3 and 4. If
δ > η, then the impulse moved in the forward x-direction, see Figures 13 and 14.

Case 3: Assume that δ = 1, η = 2. Numerical solutions are plotted in Figures 5 and 6. If
η > δ, then the impulse moved in the forward y-direction, see Figures 15 and 16.

Example 2. Consider the variable delay differential equation in (31)–(33).

a11 =
1 + x4 + y4

1 + 3xy + x4 + y4 , a12 =
1 + x4 + y4

1 + 4xy + 2x4 + 2y4 , a21 =
1 + x4 + y4

1 + 2xy + 3x4 + 6y4 ,

a22 =
1 + x4 + y4

1 + 2tx + 4x4 + 3y4 , c11 = −1, c12 = −1
2

, c21 = −1, c22 = −1
2

,

f1 = 0 = f2, δ(x) = e2x, η(y) = e2y.

Figures 9 and 10 present the numerical solutions.
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Figure 1. The surface plot illustrates the numerical solution, U1, for Case 1 in Example 1.

Figure 2. The surface plot illustrates the numerical solution, U2, for Case 1 in Example 1.

Figure 3. The surface plot illustrates the numerical solution, U1, for Case 2 in Example 1.

Table 1. U1— the component maximum error for Example 1 in Case 1.

δ = 1, η = 1, and N

M ↓ 64 128 256 512 1024 DM
1,t

16 8.0922 × 10−3 6.4475 × 10−3 4.2323 × 10−3 2.4580 × 10−3 1.3300 × 10−3 8.0922 × 10−3

32 5.5672 × 10−3 4.8529 × 10−3 3.3899 × 10−3 2.0492 × 10−3 1.1329 × 10−3 5.5672 × 10−3

64 3.3803 × 10−3 3.1249 × 10−3 2.2935 × 10−3 1.4320 × 10−3 8.0661 × 10−4 3.3803 × 10−3

128 1.8814 × 10−3 1.7998 × 10−3 1.3716 × 10−3 8.7893 × 10−4 5.0466 × 10−4 1.8814 × 10−3

256 9.9549 × 10−4 9.7438 × 10−4 7.5796 × 10−4 4.9483 × 10−4 3.1548 × 10−4 9.9549 × 10−4

DN
1,x,y 8.0922 × 10−3 6.4475 × 10−3 4.2323 × 10−3 2.4580 × 10−3 1.3300 × 10−3 -
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Figure 4. The surface plot illustrates the numerical solution, U2, for Case 2 in Example 1.

Figure 5. The surface plot illustrates the numerical solution, U1, for Case 3 in Example 1.

Figure 6. The surface plot illustrates the numerical solution, U2, for Case 3 in Example 1.

Table 2. U2— the component maximum error for Example 1 in Case 1.

δ = 1, η = 1, and N

M ↓ 64 128 256 512 1024 DM
2,t

16 6.8702 × 10−2 4.4892 × 10−2 2.6181 × 10−2 1.4221 × 10−2 7.4248 × 10−3 6.8702 × 10−2

32 4.0786 × 10−2 2.7619 × 10−2 1.6487 × 10−2 9.0944 × 10−3 4.7898 × 10−3 4.0786 × 10−2

64 2.2413 × 10−2 1.5539 × 10−2 9.4426 × 10−3 5.2683 × 10−3 2.7922 × 10−3 2.2413 × 10−2

128 1.1778 × 10−2 8.2741 × 10−3 5.0898 × 10−3 2.8575 × 10−3 1.5196 × 10−3 1.1778 × 10−2

256 6.0411 × 10−3 4.2797 × 10−3 2.6459 × 10−3 1.4907 × 10−3 7.9392 × 10−4 6.0411 × 10−3

DN
2,x,y 6.8702 × 10−2 4.4892 × 10−2 2.6181 × 10−2 1.4221 × 10−2 7.4248 × 10−3 -



Computation 2023, 11, 57 16 of 21

Figure 7. U1—the maximum point-wise error of Example 1 for Case 1.

Figure 8. U2—the maximum point-wise error of Example 1 for Case 1.

Figure 9. The surface plot illustrates the numerical solution, U1, of Example 2.
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Figure 10. The surface plot illustrates the numerical solution, U2, of Example 2.

Figure 11. The surface plot illustrates the numerical solution, U1, for Case 1 in Example 1.

Figure 12. The surface plot illustrates the numerical solution, U2, for Case 1 in Example 1.
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Figure 13. The surface plot illustrates the numerical solution, U1, for Case 2 in Example 1.

Figure 14. The surface plot illustrates the numerical solution, U2, for Case 2 in Example 1.

Figure 15. The surface plot illustrates the numerical solution, U1, for Case 3 in Example 1.
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Figure 16. The surface plot illustrates the numerical solution, U2, for Case 3 in Example 1.

8. Conclusions

In this paper, we presented an investigation of a two-dimensional system of first-
order hyperbolic delay partial differential equations (HDPDEs). Our study involved a
comprehensive analysis of the theoretical aspects of the system, as well as the development
of numerical methods for approximating its solution. To achieve this, we employed a
fractional-step method with a finite difference scheme in discretizing the spatial derivatives
of the problem. In addition to the theoretical analysis, we developed numerical methods
for approximating the solution of the system. The fractional-step method with a finite
difference scheme was shown to be a reliable and efficient approach for approximating the
solution of the system. We established the stability of our numerical method under suitable
conditions. The numerical analysis of the fractional-step method with a finite difference
scheme revealed that the error estimates in both space and time were almost first-order.
We used a rigorous mathematical framework to analyze the error estimates in both spatial
and temporal discretization. We also established the consistency and convergence of the
numerical method. If x f 6= rδ and y f 6= rη, then the interval [0, x f ] and [0, y f ] was divided
with different mesh sizes. If xq ≤ xi − δ ≤ xq+1 and yp ≤ yj − η ≤ yp+1, then a bilinear
interpolation [36] of Uk,q,p, Uk,q+1,p, Uk,q,p+1, and Uk,q+1,p+1 was applied to approximate
uk(xi − δ, yj − η, tn+1). The stability analysis and truncation error analysis were crucial
components of the investigation of the two-dimensional system of first-order HDPDEs. We
carefully derived the stability criteria for the fractional-step method with a finite difference
scheme, which ensured that the numerical solution remained stable as the time step and
grid spacing varied. We also conducted a thorough analysis of the truncation error to
identify the sources of error in the numerical approximation. As discussed in [10,15], for
fixed δ and η, the impulse moved in the forward direction, see Figures 11 and 12. For fixed η
and an increased value of δ > η, the impulse moved in the forward x-direction, see Figures
13 and 14. For fixed δ and an increased value of η > δ, the impulse moved in the forward
y-direction, see Figures 15 and 16. In Figures 13–16, the range of x and y was taken as [0, 8]
in order to show the explicit transverse of the impulses. An application of the variable
delay problem is considered and a numerical solution is presented in Figures 9 and 10.
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