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We provide a rigorous de�nition of free-energy transduction and its e�ciency in arbitrary—linear or
nonlinear—open chemical reaction networks (CRNs) operating at steady state. Our method is based on
the knowledge of the stoichiometric matrix and of the chemosta�ed species (i.e. the species maintained at
constant concentration by the environment) to identify the fundamental currents and forces contributing to the
entropy production. Transduction occurs when the current of a stoichiometrically balanced process is driven
against its spontaneous direction (set by its force) thanks to other processes �owing along their spontaneous
direction. In these regimes, open CRNs operate as thermodynamic machines. A�er exemplifying these general
ideas using toy models, we analyze central energy metabolism. We relate the fundamental currents to metabolic
pathways and discuss the e�ciency with which they are able to transduce free energy.

I. INTRODUCTION

Living organisms are out-of-equilibrium systems which
harness chemical free energy from their surrounding to fuel
their own function [1]. To do so, free energy from external
energy-rich molecules is transferred into energetic mediator
molecules—primarily adenosine triphosphate (ATP)—which
are then used to power the otherwise-unfavorable reactions
that are essential for life. �e resulting low-energy molecules
and heat are released back into the environment as waste.
At the core of this process lies energy metabolism: a �nely-
regulated network of coupled biochemical reactions that—
through enzymatic catalysis—enable transformations on the
environment that would hardly occur spontaneously [2, 3].
In order to study the thermodynamics of living systems,

traditional chemical thermodynamics is of limited use. Indeed
it considers transformations between initial and �nal equi-
librium distributions of chemicals (typically the equilibrium
state before and a�er reactant and product are brought in
contact) and time is absent from the description. In contrast,
energy metabolism is a dynamical process that never reaches
equilibrium, except upon death of the living organism. �e
thermodynamics of living systems is thus much more akin
to that of thermodynamic machines, which transduce free
energy thanks to reservoirs at di�erent temperatures, pres-
sures or chemical potentials. �ese chemical machines must
be studied using modern formulations of nonequilibrium ther-
modynamics, as these formulations combine phenomenologi-
cal irreversible thermodynamics with dynamical rate laws. To
analyze their performance, identifying the conjugated pairs
of thermodynamic force and current which determine the en-
tropy production (or dissipation) is a crucial step. While this is
easily done for macroscopic machines [4], as well as for simple
biological or synthetic molecular machines [5–12], slightly
more complex machines described by stochastic dynamics
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on �nite state graphs already require some graph theoreti-
cal methods, like those pioneered by T.L. Hill in his work
on free-energy transduction [5] as well as by J. Schnaken-
berg [13, 14]. Furthermore, for chemical reaction networks
(CRNs), these theories are restricted to chemical systems with
elementary �rst or pseudo-�rst order reactions, i.e. systems
whose deterministic dynamics in terms of concentrations is
linear and equivalent to the dynamics for the probability to
�nd a molecule of a given type. �ese restrictions can be
justi�ed when studying the energetics of single enzymes,
but become completely inadequate to describe even simple
metabolic networks, where many reactions contain multi-
molecular steps and are described by enzymatic rate laws (i.e.
for non-elementary reactions).

In this paper, we generalize these ideas, leaving these limi-
tations behind. We provide a general theory of free-energy
transduction for any open CRN. To do so, we make use of
the topology of the networks (encoded in the stoichiomet-
ric matrix) and of the chemosta�ed species to determine the
fundamental thermodynamic forces and currents that are nec-
essary to de�ne free-energy transduction and its e�ciency.
We then demonstrate the value of the theory by analyzing
free-energy transduction in central metabolism, highlighting
the relation between metabolic pathways and fundamental
thermodynamic currents.
In section II we review the dynamics and nonequilibrium

thermodynamics of open CRNs. In particular, we show how
the stoichiometric matrix can be used to identify the funda-
mental thermodynamic forces and currents controlling the
dissipation. In section III we show how to make use of these
results to analyze simple and illustrative CRNs, thus paving
the way for a systematic study of free-energy transduction
and its e�ciency. In section IV we show that our method is
not limited to the analysis of simple systems by applying it
to central energy metabolism. We �rst consider glycolysis,
the tricarboxylic acid cycle and the electron transport chain,
separately and combined. Ethanol fermentation and gluconeo-
genesis are subsequently discussed. We highlight the relation
between metabolic pathways and fundamental currents and
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analyze their e�ciency. In section V we formalize the sys-
tematic procedure to analyze free-energy transduction and its
e�ciency in arbitrary CRNs. Section VI contains a discussion
and the conclusions.

II. CHEMICAL REACTION NETWORKS

A�er de�ning the stoichiometry and kinetics, we review
how to use thermodynamics to analyze the dissipation caused
by exchanges of free energy with the environment [6, 15–18].

A. Stoi�iometry

A CRN describes the interconversion of a set of chemical
species Z1, . . . , Z𝑛 by means of a set of chemical reactions
𝜌1, . . . , 𝜌𝑚 . Each reaction 𝜌 𝑗 is characterized by an equation

𝜈1, 𝑗Z1 + · · · + 𝜈𝑛,𝑗Z𝑛 
 𝜈1, 𝑗Z1 + · · · + 𝜈𝑛,𝑗Z𝑛 , (1)

which encodes that each time reaction 𝜌 𝑗 occurs, it will destroy
𝜈𝑖, 𝑗 ≥ 0 reactant molecules of type Z𝑖 and produce 𝜈𝑘,𝑗 ≥ 0
product molecules of type Z𝑘 . �eir di�erences 𝕊𝑖, 𝑗 = 𝜈𝑖, 𝑗 −
𝜈𝑖, 𝑗 are the stoichiometric coe�cients that represent the net
production of each species in each reaction. We combine the
la�er into an 𝑛 ×𝑚 matrix 𝕊 called stoichiometric matrix.
As imposed by the conservation laws of physical chem-

istry, we always assume that any such reaction is balanced in
terms of electrons and atomic nuclei, and consequently also
balanced in terms of mass and charge: every proton needs
to be explicitly included in the stoichiometry. Furthermore
every reaction is reversible: each reaction 𝜌+𝑗 has a naturally
associated reverse reaction 𝜌−𝑗 where reactants and products
are interchanged.

B. Dynamics

In addition to the stoichiometry encoded in the stoichiomet-
ric matrix 𝕊, each reaction 𝜌 𝑗 comes with a reaction current
𝐽 𝑗 (𝒛). �ese currents characterize the net rate of reaction
when the species concentrations are 𝒛. �e precise expression
of 𝑱 (𝒛) is determined by the reaction kinetics, which depends
on both the type of reaction (elementary, enzyme-catalyzed,
etc.), and on the type of solution (ideal dilute solution, non-
ideal dilute solution, etc.).
�e reaction currents and the stoichiometric coe�cients

govern the dynamics of the concentrations 𝒛 via the determin-
istic di�erential equations,

¤𝒛 = 𝕊𝑱 (𝒛) + 𝑰 (𝒛) , (2)

known as the rate equations of chemical kinetics. In open
CRNs, 𝑰 (𝒛) accounts for the external sources and sinks. 𝑰 (𝒛)
is absent in closed CRNs. Both here and in the following it is
su�cient for our purposes to limit our discussion to steady
states, where concentrations are stationary: 0 = ¤𝒛 = 𝕊𝑱 + 𝑰
(the dependence on 𝒛 is sometimes omi�ed for brevity). We

will brie�y discuss extensions beyond stationarity in the dis-
cussion. In case of stationarity, reaction currents and external
currents have to balance out: 𝕊𝑱 = −𝑰 . �ese steady states
are in general out of thermodynamic equilibrium.

C. �ermodynamics

We consider dilute solutions kept at constant temperature
𝑇 . For each chemical species 𝑖 , the chemical potential 𝜇𝑖 (𝒛)
characterizes the free-energy content of that species when
the concentrations are 𝒛 [19]. As for the kinetics, the precise
expression of 𝜇𝑖 (𝒛) depends on the type of solution. For in-
stance, for ideal dilute solutions, 𝜇𝑖 (𝒛) solely depends on the
concentration of 𝑖 ,

𝜇𝑖 (𝒛) = 𝜇◦𝑖 + 𝑅𝑇 ln 𝑧𝑖 = 𝑅𝑇 ln 𝑧𝑖

𝑧𝑖,eq
, (3)

where 𝜇◦𝑖 is the standard-state chemical potential of species
𝑖 , 𝑅 is the gas constant; see e.g. [20]. For non-ideal dilute
solutions 𝜇𝑖 (𝒛) additionally depends on the concentrations
of all chemicals via an activity coe�cient 𝛾𝑖 (𝒛), which e�ec-
tively accounts for the non-negligible interactions between
chemicals,

𝜇𝑖 (𝒛) = 𝜇◦𝑖 + 𝑅𝑇 ln 𝑧𝑖 + 𝑅𝑇 ln𝛾𝑖 (𝒛) . (4)

�e stoichiometric di�erence of chemical potentials serves
as a thermodynamic force for the reactions:

−Δ 𝑗𝐺 (𝒛) = −𝕊T
𝑗 𝝁 (𝒛) , (5)

where 𝕊𝑗 is the 𝑗th colum of the stoichiometric matrix. �e
overall dissipation in the reaction network is given by the
product of forces and currents for all reactions:

𝑇𝜎 = −
∑︁
𝑗

𝐽 𝑗 Δ 𝑗𝐺 ≥ 0 . (6)

�e entropy production rate (EPR) 𝜎 quanti�es the rate of en-
tropy change in the system and in the reservoirs (i.e. the
solution and the chemostats) [16]. �e second law of ther-
modynamics guarantees that 𝜎 is non-negative, and that it
vanishes solely at thermodynamic equilibrium, where the
thermodynamic forces of all reactions vanish.
In general, the dissipative contribution of each reaction,

−𝐽 𝑗 Δ 𝑗𝐺 , need not be non-negative. As we will discuss soon,
the presence of negative contributions is indicative of trans-
duction mechanisms. At the same time, there are important
types of reaction for which −𝐽 𝑗 Δ 𝑗𝐺 is always non-negative:
elementary reactions in ideal and non-ideal solutions [16, 18],
as well as cytosolic enzymes [6, 17]. For these types of reac-
tion, the kinetics and thermodynamics are linked by the local
detailed balance conditions

𝐽 𝑗 (𝒛) = 𝜙+𝑗 (𝒛) − 𝜙−𝑗 (𝒛) (7a)

−Δ 𝑗𝐺 (𝒛) = 𝑅𝑇 ln
𝜙+𝑗 (𝒛)
𝜙−𝑗 (𝒛)

, (7b)
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where 𝜙+𝑗 (𝒛) (resp. 𝜙−𝑗 (𝒛)) is the precise rate at which the
forward + 𝑗 (resp. reverse − 𝑗 ) reaction occurs. For example,
for elementary reactions in ideal solutions, the reaction rates
follow the mass–action kinetics: 𝜙+𝑗 (𝒛) = 𝑘+𝑗

∏
𝑖 𝑧

𝜈𝑖,𝑗
𝑖

and
𝜙−𝑗 (𝒛) = 𝑘−𝑗

∏
𝑖 𝑧

𝜈𝑖,𝑗
𝑖

, where 𝑘+𝑗 and 𝑘−𝑗 are the rate con-
stants. When Eqs. (7) are satis�ed, it is easy to see that 𝐽 𝑗 and
−Δ 𝑗𝐺 are aligned for any 𝒛, and hence −𝐽 𝑗 Δ 𝑗𝐺 ≥ 0. Since
any chemical process can be described as a network of elemen-
tary chemical reactions, the aforementioned fact constitutes a
proof that 𝜎 ≥ 0.

Any thermodynamically consistent description ensures that
when the system is closed, 𝑰 = 0, the steady state corresponds
to thermodynamic equilibrium where all reaction currents
vanish, 𝑱 (𝒛) = 0, as well as the dissipation, 𝜎 = 0. Indeed, the
local detailed conditions (7) do so. In the special case of mass–
action kinetics, they also imply Wegscheider’s conditions [21,
22]).

D. Network topology and dissipation

We now make use of the topology of the CRN encoded in
its stoichiometric matrix. To that end, we split the chemical
concentrations into two groups: 𝒛 = (𝒙,𝒚). �e species X
are entirely internal to the reaction network and cannot be
exchanged with the outside world, i.e. 𝑰X = 0. Consequently,
their dynamics are entirely due to reactions:

¤𝒙 = 𝕊X 𝑱 (𝒙,𝒚) . (8)

In contrast, the chemosta�ed species Y are controlled by the
environment:

¤𝒚 = 𝕊Y 𝑱 (𝒙,𝒚) + 𝑰 Y . (9)

Such control can result from external reservoirs �xing their
chemical potentials (or equivalently their concentrations in
an ideal solution) [18] or from mechanisms �xing their in- or
out-�uxes 𝑰 Y [23]. Note that the spli�ing of the species results
in a corresponding spli�ing of the stoichiometric matrix 𝕊 =

(𝕊X,𝕊Y)T.
At steady state, these two chemosta�ing procedures coin-

cide and the reaction currents satisfy

0 = 𝕊X 𝑱 ∗ , (10)
0 = 𝕊Y 𝑱 ∗ + 𝑰 Y . (11)

�e steady-state currents thus need to be in the null-space of
the reduced stoichiometric matrix 𝕊X: 𝑱 ∗ ∈ ker𝕊X at steady
state. Importantly, this space contains the null-space of 𝕊,
ker𝕊 ⊆ ker𝕊X, whose elements represent combinations of
reaction currents that when taken together neither produce
nor consume any molecule: they return the system back to its
initial state. We call these internal cycles and let { 𝒄ℓ } denote
a maximal independent set of these—i.e. a basis of ker𝕊. �e
null-space ker𝕊X is spanned by all combinations of reactions
that leave the concentrations of internal species unvaried.
�is encompasses all internal cycles, but also accounts for ad-
ditional cycles: �e steady state must exchange chemosta�ed

species in order to faithfully represent a nonequilibrium state.
We call these additional cycles emergent, and denote a maxi-
mal independent set of them by { 𝑪𝜀 }. �eir stoichiometry
is given by 𝕊𝑪 = (0,𝕊Y𝑪). �e internal species do not ap-
pear and only the chemosta�ed species remain. �e positive
terms are products and the negative terms are reactants. Ev-
ery emergent cycle thus de�nes an e�ective reaction amongst
the chemosta�ed species, which is fully balanced since each
reaction in the network it was derived fromwas fully balanced.
Altogether they characterize the thermodynamic transforma-
tions that the CRN performs on the environment.
�e thermodynamic importance of internal and emergent

cycles becomes apparent when decomposing the steady-state
currents 𝑱 ∗ =

∑
ℓ 𝐽ℓ𝒄

ℓ + ∑
𝜀 𝐽𝜀𝑪

𝜀 according to internal and
emergent cycles. Using this decomposition, the dissipation
simpli�es to

𝑇𝜎 = −
∑︁
𝑗

𝐽 ∗𝑗 Δ 𝑗𝐺 = −
∑︁
𝜀

𝐽𝜀Δ𝜀𝐺 . (12)

In the last equality, we exploited the fact that the internal
cycles forces vanish

−
∑︁
𝑗

𝑐 𝑗 Δ 𝑗𝐺 = −𝒄𝕊T𝝁 = − (𝕊𝒄)T 𝝁 = 0 . (13)

�erefore, while the internal cycle currents 𝐽ℓ do not van-
ish in general, they do not produce dissipation. Instead, the
emergent cycle forces

−Δ𝜀𝐺 = −
∑︁
𝑗

𝑪𝜀
𝑗Δ 𝑗𝐺 = −

∑︁
𝑗

𝑪𝜀
𝑗𝕊

T
𝑗 𝝁 = (𝕊Y𝑪𝜀)T𝝁Y , (14)

typically do not vanish. �ey only involve the chemical po-
tentials of the chemosta�ed species since the contributions of
internal species, by construction, cancel in the summation.
�e dissipation in a nonequilibrium steady state is thus

entirely captured by the currents and forces along the emer-
gent cycles [15]. From a thermodynamic standpoint they thus
constitute the fundamental set of currents and forces in the
entire open CRN.
We emphasize that our framework holds far-from-

equilibrium in regimes where the �uxes are nonlinear func-
tions of the forces. Linear irreversible thermodynamics is
recovered close to equilibrium, where the �uxes become lin-
ear in the forces 𝐽𝜀 ≈

∑
𝜀′ L𝜀𝜀′Δ𝜀′𝐺 , where L is the Onsager

matrix of the open CRN.

III. FREE-ENERGY TRANSDUCTION IN SIMPLE MODELS

Before proceeding, we de�ne a chemical process as a generic
stoichiometric relation between reactants and products, like
Eq. (1). Such a stoichiometric relation must be balanced with
respect to electrons and atomic nuclei—and thus charge and
mass—but the path leading from reactants to products can
be arbitrary. In this way, a chemical process is de�ned in-
dependently from the kinetics that characterises its rate of
occurrence. �e stoichiometry of the processes is however
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su�cient to determine its thermodynamic force via Eq. (5),
since chemical potentials are state functions.
An example of a chemical process is the oxidation of glu-

cose:

Glu + 6O2 
 6 CO2 + 6H2O . (15)

�is process can be the result of combustion or of cellular
respiration. While the kinetics is di�erent in these two cases,
we still consider it to be the same chemical process with the
same thermodynamic force. An emergent cycle 𝑪𝜀 also de�nes
a chemical process.
We now have all the ingredients at hand to characterize

the free-energy transduction of chemical processes. In this
sectionwe start by discussing simplemodels that may describe
enzymatic mechanisms or membrane transport processes. In
the next section, we will scale up our analysis to metabolic
processes.

A. Independent processes

FIG. 1. (Le�) Closed CRNmade of two independent reactions. (Right)
�e two emergent cycles that arise when the CRN is opened by
chemosta�ing the species A, B, C, and D.

Let us consider the CRN

A
 D B
 C (16)

depicted in Fig. 1 (le�). Each reaction could consist of many
intermediate steps, as long as these are independent from the
other reaction. Furthermore, since each reaction must pre-
serve mass, they can be thought of as di�erent conformations
of amolecule. �eCRN is opened by chemosta�ing the species
A, B, C, and D as depicted in Fig. 1 (right). �e two emergent
cycles in this system are identical to the two reactions (16).

We now consider the two independent chemical processes:
𝑝1 : A 
 D and 𝑝2 : B 
 C. We note that in this trivial
example, reactions, emergent cycles and processes all coincide.
�ese two processes happen with net currents 𝐽 ind𝑝1 and 𝐽 ind𝑝2 ,
and their direction is determined by the external forces,

−Δ𝑝1𝐺 = 𝜇A − 𝜇D , −Δ𝑝2𝐺 = 𝜇B − 𝜇C . (17)

Both processes reach thermodynamic equilibrium if and only
if 𝜇A = 𝜇D and 𝜇B = 𝜇C.

�e total entropy-production rate is the sum of the rates as-
sociated with each of the two emergent cycles, which coincide
with the two independent processes:

𝑇𝜎 ind = −𝐽 ind𝑝1 Δ𝑝1𝐺 − 𝐽 ind𝑝2 Δ𝑝2𝐺 . (18)

�e assumption of independence between the two reactions
allows us to state that each of the processes needs to satisfy
the second law independently. Hence,

𝑇𝜎 ind
𝑝1 B −𝐽 ind𝑝1 Δ𝑝1𝐺 ≥ 0 , 𝑇𝜎 ind

𝑝2 B −𝐽 ind𝑝2 Δ𝑝2𝐺 ≥ 0 . (19)

�is makes the two independent processes purely dissipative,
and implies that each reaction current is following the direc-
tion of its thermodynamic force. Free-energy transduction
cannot happen in this case.
We will now consider di�erent ways in which these two

processes might be coupled resulting in transduction.

B. Tightly coupled processes

FIG. 2. (Le�) Closed CRN made of three reactions. (Right) �e single
emergent cycle that arises when A, B, C, and D are chemosta�ed.
�is CRN implements the same two processes as in Fig. 1, but with
intermediate steps that couple the two processes tightly, i.e. via a
�xed stoichiometry.

Let us assume that the same four species A, B, C, and D we
introduced in §III A are the only chemostats in the following
CRN with arbitrary kinetics:

A + B
 AB
 CD
 C + D . (20)

We consider the same two processes as before: 𝑝1 : A
 D
and 𝑝2 : B 
 𝐶 . �is time the CRN has only one emergent
cycle with stoichiometry

A + B
 C + D , (21)

as illustrated in Fig. 2 to highlight the di�erence with respect
to the previous case.
�e two individual processes 𝑝1 : A 
 D and 𝑝2 : B 
 𝐶

come now bound with a �xed stoichiometric ratio of unity: a
molecule of type D can only be created when also a molecule
of type C is created. �erefore, we say that the two processes
are tightly coupled. �e force of the emergent cycle is the sum
of the individual forces:

−Δtight𝐺 = 𝜇A + 𝜇B − 𝜇C − 𝜇D = −Δ𝑝1𝐺 − Δ𝑝2𝐺 .

Let 𝐽 tight be the current of the emergent cycle in the steady
state, then the entropy-production rate is

𝑇𝜎 = −𝐽 tightΔtight𝐺 = −𝐽 tightΔ𝑝1𝐺 − 𝐽 tightΔ𝑝2𝐺 . (22)

�is expression is, in total, always non-negative: 𝑇𝜎 ≥ 0.
Hence, we can deduce that either
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1. −Δ𝑝1𝐺 = Δ𝑝2𝐺 and the system is at equilibrium, 𝐽 tight =
0 .

2. −Δ𝑝1𝐺,−Δ𝑝2𝐺 < 0 or −Δ𝑝1𝐺,−Δ𝑝2𝐺 > 0 which makes
the system purely dissipative.

3. −Δ𝑝1𝐺 and −Δ𝑝2𝐺 have di�erent sign. �en the sys-
tem can be understood to transduce free energy. In
the following we assume, without restriction, that
−Δ𝑝1𝐺 , 𝐽 tight > 0 while −Δ𝑝1𝐺 > Δ𝑝2𝐺 > 0.

In the la�er situation, we can say that the tight coupling
mechanism uses the free energy released by the process 𝑝1 as
input to drive the (output) process 𝑝2 uphill in free energy:

𝑇𝜎
tight
𝑝1 B −𝐽 tightΔ𝑝1𝐺 > 0 , 𝑇𝜎

tight
𝑝2 B −𝐽 tightΔ𝑝2𝐺 < 0 .

(23)

�is example represents the simplest form of a chemical
machine. �e machine itself is given by the internal species
AB and CD and operates on an environment given by the
chemostats A, B, C, and D. �e e�ciency of free-energy
transduction for this machine is the ratio of the output over
the input free energy,

𝜂tight B −
𝑇𝜎

tight
𝑝2

𝑇𝜎
tight
𝑝1

=
Δ𝑝2𝐺

−Δ𝑝1𝐺
≤ 1 . (24)

�is e�ciency is bounded from above by unity, since𝑇𝜎 tight =

𝑇𝜎
tight
𝑝1 +𝑇𝜎 tight

𝑝2 ≥ 0. Maximal e�ciency is achieved only at
equilibrium, where both 𝐽 tight = 0 and −Δtight𝐺 = 0 wich
implies 𝑇𝜎 tight

𝑝1 = 𝑇𝜎
tight
𝑝2 = 0 while −Δ𝑝1𝐺 = Δ𝑝2𝐺 may be

arbitrarily large.
Also note that 𝜂tight is entirely expressed in terms of the

thermodynamic forces. �e kinetics of the coupling process
only a�ect the current, which cancels out. �is is the distinc-
tive feature of tightly coupled processes.

C. Loosely coupled processes

FIG. 3. Closed CRN describing two loosely coupled processes me-
diated by an enzymatic mechanism. �e open CRN obtained by
chemosta�ing A, B, C and D (Fig. 4) is characterized by two linearly
independent emergent cycles. One choice of basis for the emergent
cycles is depicted in Fig. 4.

A di�erent form of coupling can be achieved by considering
some form of catalyst, E, that couples the conversion of A and

B into D and C using the CRN:

A + E
 EA
 ED
 E + D (25)
B + EA
 BEA
 CED
 C + ED (26)

also depicted in Fig. 3.
With the species A, B, C, and D chemosta�ed, we have two

emergent cycles and we have to choose a basis. �e three
possible choices are:

• A
 D and B
 C

• A + B
 C + D and B
 C

• A + B
 C + D and A
 D

FIG. 4. �e two coupled emergent cycles A
 D and B
 C of the
catalytic reaction network shown in Fig. 3.

Since we are still interested in the chemical processes
𝑝1 : A 
 D and 𝑝2 : B 
 C—without loss of generality—we
choose the �rst choice of emergent cycles, which are depicted
in Fig. 4. In this way each emergent cycle carries a process.
�ese cycles have the same forces as the independent ones
in section III A. �e fact that there is a kinetic coupling does
not a�ect the thermodynamic equilibrium, nor the thermo-
dynamic forces. However, two currents are needed now to
characterize dissipation:

𝑇𝜎cat = −𝐽 cat𝑝1 Δ𝑝1𝐺 − 𝐽 cat𝑝2 Δ𝑝2𝐺 (27)
= 𝑇𝜎cat

𝑝1 +𝑇𝜎cat
𝑝2 . (28)

Note that the two currents are not the currents coming from
the kinetics of the independent processes used in §III A, but
from the catalytic coupling and thus depend on the total
amount of available catalyst.
Again, since the overall dissipation is non-negative, we

have three cases: (1) thermodynamic equilibrium, (2) pure
dissipation, or (3) transduction. In the la�er case we assume,
without restriction, 𝑇𝜎cat

𝑝1 > 0 while 𝑇𝜎cat
𝑝2 < 0. �en the

e�ciency of free-energy transduction is

𝜂cat = −
𝑇𝜎cat

𝑝2

𝑇𝜎cat
𝑝1

=
𝐽 cat𝑝2 Δ𝑝2𝐺

−𝐽 cat𝑝1 Δ𝑝1𝐺
= 𝜂tight

𝐽 cat𝑝2

𝐽 cat𝑝1

≤ 1 . (29)

�is e�ciency is di�erent from the tightly coupled case: It
depends on the kinetics via the currents. In general, there is
no way to tell which of the two e�ciencies is larger.

In this example, the internal species all contain the catalyst
E in di�erent states of binding to other molecules. �e catalyst
can thus be seen as the machine acting on an environment
given by the chemosta�ed species.
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D. Hybrid cases

FIG. 5. A closed CRN representing a hybrid between the two CRNs
given in Figs. 2 and 3. �e intermediate steps of one conversion
process acts as a catalyst for another. Chemosta�ing the six base
species results in the two emergent cycles shown in Fig. 6.

We now consider the CRN depicted in Fig. 5 that is a hybrid
between the tightly and loosely coupled CRNs introduced
earlier

A + B
 AB
 CD
 C + D (30)
AB + U
 ABU
 CDV
 CD + V (31)

With the six chemostats A, B, C, D, U, V, we have two emer-
gent cycles

• 𝜀1 : A + B
 C + D

• 𝜀2 : U
 V

as depicted in Fig. 6, and the dissipation reads

𝑇𝜎hyb = 𝑇𝜎
hyb
𝜀1 +𝑇𝜎hyb

𝜀2 . (32)

FIG. 6. �e two emergent cycles of the chemosta�ed network intro-
duced in Fig. 5. (le�) Emergent cycle 𝜀1 which tightly couples the
processes 𝑝1 and 𝑝2. (right) Emergent cycle 𝜀2 which transforms U
into V.

As before, we are interested in the chemical processes:
𝑝1 : A
 D and 𝑝2 : B
 C which are both tightly coupled by
the emergent cycle 𝜀1. But contrary to the tight coupling case
we now have an additional dissipative process transforming
U into V on the emergent cycle 𝜀2.
�e dissipation can thus be expressed in terms of three

contributions:

𝑇𝜎hyb = 𝑇𝜎
hyb
𝑝1 +𝑇𝜎hyb

𝑝2 +𝑇𝜎hyb
𝜀2 . (33)

Transduction arises when 𝑇𝜎
hyb
𝑝2 < 0, but we need to dis-

tinguish two cases. If the current of the additional process
follows its force, 𝑇𝜎hyb

𝜀2 > 0, it should be treated as an input
process, and the e�ciency is

𝜂hyb = −
𝑇𝜎

hyb
𝑝2

𝑇𝜎
hyb
𝑝1 +𝑇𝜎hyb

𝜀2

=
𝐽
hyb
𝜀1 Δ𝑝2𝐺

−𝐽 hyb𝜀1 Δ𝑝1𝐺 − 𝐽
hyb
𝜀2 Δ𝜀2𝐺

(34)

= 𝜂tight

(
1 +

𝐽
hyb
𝜀2 Δ𝜀2𝐺

𝐽
hyb
𝜀1 Δ𝑝1𝐺

)−1
= 𝜂tight

(
1 +

𝜎
hyb
𝜀2

𝜎
hyb
𝑝1

)−1
, (35)

where we used the fact that since the coupling between 𝑝1
and 𝑝2 is tight, their currents will be equal in strength. Since
𝜎𝜀2 > 0, the e�ciency of transduction in this hybrid case
is smaller than if we only had 𝑝1 tightly coupled to 𝑝2. If
instead𝑇𝜎𝑝2 < 0 and𝑇𝜎𝜀2 < 0, then 𝜀2 should be treated as an
additional output process, and the e�ciency should be de�ned
as

𝜂hyb’ = −
𝑇𝜎𝑝2 +𝑇𝜎𝜀2

𝑇𝜎𝑝1
= 𝜂tight −

𝜎𝜀2

𝜎𝑝1
. (36)

In this case, since multiple output processes are obtained from
the same input, the e�ciency increases with respect to the
tightly coupled case.

E. Counter-Example to Transduction: Mass transfer

D

B

DUB BUD

BU

DU D

B

DUB BUD

BU

DU

FIG. 7. Mass transfer is a counter example to transduction.

In order to de�ne transduction, it is crucial to to make sure
that the two processes—inputs and outputs—are fully balanced
in terms of electrons and atomic nuclei. Here we highlight
this fact.
Let us re-consider the example of tight coupling as given

in Eq. (20) or Fig. 2. Only looking at this reaction network or
its emergent cycle stoichiometry Eq. (21) cannot guarantee
that the species A and D have the same charge and atomic
composition, nor that there is an actual process that could
transform A into D. Let us assume for instance that A =

DU and C = BU, meaning that the net stoichiometry of the
emergent cycle would be

DU + B
 BU + D , (37)

as depicted in Fig. 7. �is represents the net transfer of themoi-
ety U from D to B. In this case, there is no way to decompose
this process into two independent chemical processes and to
naturally decompose the entropy-production rate as we did
in Eq. (22). Mass transfer does not correspond to free-energy
transduction.
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F. Nonlinear Case Study

FIG. 8. Nonlinear closed CRN given by the reactions (38) and (39).

�emodels discussed so far are pseudo-unimolecular: when
considering the chemosta�ed species constant in time, all reac-
tions are unimolecular and dynamically linear in the internal
species. But the theory in section II, as well as our coming
main result in section V, do not rely on this fact.

To illustrate this point, we consider the non-linear CRN

A
 X1 B
 X3 C
 X1 D
 X2 (38)
X1 + X2 
 X3 + X4 (39)

depicted in Fig. 8. Its central reaction (39) takes two internal
species into two di�erent internal species, making it dynami-
cally nonlinear even when the chemostats A, B, C, and D have
�xed concentrations. Indeed, the chemosta�ing produces the
single emergent cycle A + B
 C + D depicted in Fig. 9.

FIG. 9. Emergent cycle A + B
 C +D obtained when chemosta�ing
(A, B, C, D) in the CRN of Fig. 8.

�is example provides an alternative way to tightly couple
the processes 𝑝1 and 𝑝2. From the perspective of the reservoirs,
it is essentially identical to the system in Fig. 2. However, the
nonlinear nature of its internal dynamics will have an impact
on the global kinetics of the system: �e total current through
this system has a di�erent dependence on the chemostats’ con-
centrations than the linear system discussed earlier. �us, the
global kinetics can be a way to di�erentiate the two di�erent
implementations of tight coupling.

IV. FREE-ENERGY TRANSDUCTION IN CENTRAL
METABOLISM

We now apply the framework introduced in the previous
sections to a biochemically relevant case: central energy
metabolism. �e function of central energy metabolism is

the transfer of energy from energy-rich molecules—most im-
portantly glucose—into ATP [2, 3].
We �rst consider cellular respiration and its three compo-

nents: glycolysis, the tricarboxylic acid (TCA) cycle, and the
electron transport chain with ATP synthesis. We show that
the corresponding metabolic pathways are recovered as emer-
gent cycles, and hence they can be interpreted as chemical
processes. From the perspective of free-energy transduction,
we �nd that all these energy-conversion pathways are tightly
coupled. �is allows us to estimate the e�ciency of these
chemical machines from the Δ𝐺s alone.
We then conclude our analysis by considering two exten-

sions of glycolysis: fermentation and gluconeogenesis. While
the former can be interpreted as a tightly-coupled process, the
la�er cannot, being composed of several separate processes.

We refer to App. A for a detailed discussion of all individual
reaction steps.

A. Cellular Respiration

With its high yield of ATP, cellular respiration plays a cen-
tral role in energy metabolism, and is shared among most
cellular life forms with essentially the same structure. �e
three components of respiration are glycolysis in which glu-
cose is converted into pyruvate while synthesizing ATPs, TCA
cycle in which pyruvate is used to reduce the coenzymes CoQ
and NAD+, and electron transport chain in which the reduc-
ing power of NADH is used to synthesize ATP. We will be
discussing these pathways individually in the following sec-
tions.

Importantly, when all the reactions of these three pathways
(see (A4a–j), (A5) and (A6)) are taken together as part of one
single network and when H2O, H+, ATP, ADP, Pi, O2, CO2,
Glu are regarded as chemosta�ed, then one observes the single
emergent cycle

Glu + 6O2 + 26ADP + 26 Pi + 26H+




(40)
6 CO2 + 32H2O + 26ATP

depicted in Fig. 10. �e choice of the chemosta�ed species is
suggested by viewing cellular respiration as a cellular process
operating on the environment. Glu, O2, CO2, H2O, and H+ are
chemicals that cells exchange with the environment, whereas
the synthesis of ATP from ADP and Pi is the desired cellular
chemical output.
Following this reasoning and using the information about

the balance of charges and atomic nuclei, we recognize that
the net stoichiometric balance of cellular respiration is the
result of two chemical processes tightly coupled together: the
burning of glucose into carbon dioxide and the synthesis of
ATP,

Glu + 6O2 
 6 CO2 + 6H2O (41)
ADP + Pi + H+ 
 ATP + H2O , (42)

�e stoichiometric coupling of 26 ATP per Glu in central en-
ergy metabolism depends on the species [3]. Here we consider
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CoQ CoQH2

4 H⁺ 4 Hp

H2O + ATP

H2O½O2
H+

22×

NAD⁺

NADH

10× 12×

4 H+

Citrate

Malate

Fumarate

Succinate

Oxaloacetate Aconitate

Isocitrate

Ketoglutarate

Succinyl-CoA

Acetyl-CoA

CoA-SH

H+

H2O

ATP

ADP + Pi

H2O

H2O

H2O

H+

CO2 

Glu

ATP ADP + H⁺ ATP

ATP ADP + H⁺

H₂O

PiADP

ADP + H⁺

ATP

G6P F6P F1,6BP

GAP1,3BPG3PG2PGPEP

DHAP

2×2×2×2×2×Pyr

H+

CO2

2×

2× 2×

2×

2×

2×

2×2×

2×

2×

ADP + Pi   + H+   ADP + Pi   + H+   

FIG. 10. �e single emergent cycle of cellular respiration is formed by a combination of glycolysis, the TCA cycle, as well as the electron
transport chain. Each reaction has indicated multiplicities, so as to generate the net balance given in (40). �e coloring highlights our
interpretation of two coupled processes in the net reaction: red/blue is the synthesis of ATP and green/brown is the breakdown of glucose
(Glu) into two molecules of pyruvate (Pyr).
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the bacterium E. coli. For eukaryotes, the organization of cen-
tral energy metabolism is slightly di�erent: for them the TCA
cycle and the electron transport chain are performed in the
mitochondria. �e transport into and out of mitochondria is
partially active and thus itself consumes some ATP. Bacteria
do not have specialized organelles for this function. �is di�er-
ence, together with sightly di�erent enzymes for the electron
transport chain, results in a di�erent global stoichiometry.
Under standard physiological conditions (see App. A), the

full oxidation of glucose (41) releases about 2910 kJmol−1
(1180𝑅𝑇 ), while the free energy of the ATP hydrolysis re-
action is 46 kJmol−1 (18.4𝑅𝑇 ). �us, the theoretical (physical)
limit to the conversion rate is roughly 64 ATP per 1 glucose.
Considering that cellular respiration produces 26 ATP per
glucose, this makes for an e�ciency of about 41%:

𝜂CR =
26ΔATPsynth𝐺

−ΔGluOxidat𝐺
= 0.41 , (43)

where

−ΔGluOxidat𝐺 = 𝜇Glu + 6𝜇O2 − 6𝜇CO2 − 6𝜇H2O (44)
= 2910 kJmol−1

−ΔATPsynth𝐺 = 𝜇ADP + 𝜇Pi + 𝜇H+ − 𝜇ATP − 𝜇H2O (45)
= −46 kJmol−1 .

We now turn to the individual analysis of the three path-
ways constituting cellular respiration.

1. Glycolysis

Glycolysis is the �rst part of cellular respiration, and its in-
dividual steps are the enzymatic reactions depicted in Fig. 11,
see also Eqs. (A4a–j). �e chemosta�ing of Glu, Pyr, ATP,
ADP, Pi, NAD+, NADH, H+ and H2O, produces a single emer-
gent cycle, which re-traces the traditional understanding of
the glycolysis pathway. It begins with one molecule of glu-
cose (Glu) and ends with two molecules of pyruvate (Pyr),
producing a net gain of 2 ATP per glucose. In order to realize
this process, the glucose is phosphorylated twice before it is
broken into two 3-carbon bodies, DHAP and GAP. �ese can
then be easily converted into each other. In GAP form, the two
pieces are phosphorylated again via the help of NAD+, which
is reduced in the process. Finally, each of the carbon bodies is
de-phosphorylated twice, resulting in the total production of
4 ATP, leaving a net gain of 2 ATP per glucose.

�e net balance of glycolysis coincides with the e�ective
reaction that the emergent cycle performs on the chemostats

Glu + 2ADP + 2 Pi + 2NAD+




(46)
2 Pyr + 2ATP + 2NADH + 2H+ + 2H2O .

We can easily identify the synthesis of ATP from ADP as one
of the processes involved, Eq. (42). �e other process is instead
the conversion of glucose into pyruvate:

Glu + 2NAD+ 
 2 Pyr + 2NADH + 4H+ (47)

Under standard physiological conditions (details in App. A)
the conversion of glucose into pyruvate, Eq. (47), releases
roughly 170 kJmol−1 (68𝑅𝑇 ). Recalling that (i) the free energy
required for ATP synthesis, Eq. (45), is 46 kJmol−1 (18.4𝑅𝑇 ),
and (ii) two ATPs are hydrolyzed during glycolysis, one can
estimate the e�ciency of this pathway,

𝜂glyco =
2ΔATPsynth𝐺

−ΔGlu→Pyr𝐺
= 0.54 , (48)

with

−ΔGlu→Pyr𝐺 = 𝜇Glu + 2𝜇NAD+ − 2𝜇Pyr − 2𝜇NADH − 4𝜇H+ (49)
= 170 kJmol−1 .

Note that the production of NADH in Eq. (47) is a side-e�ect.
�is buildup is generally considered the main reason why
glycolysis needs to be coupled with additional reactions in
order to achieve a proper cyclic process. We will discuss small
additions to glycolysis in sections IVB and IVC, alcoholic
fermentation and gluconeogenesis, respectively.

2. Tricarboxylic Acid Cycle

�e tricarboxylic acid (TCA) cycle is a series of enzymatic
reactions (A5) that gradually decompose pyruvate into CO2
while synthesizing ATP and reducing NAD+ to NADH, as
well as reducing ubiquinone (CoQ) to ubiquinole (CoQH2).
�e CRN of the TCA cycle is depicted in Fig. 12 together
with the single emergent cycle resulting from chemosta�ing
Pyr, ATP, ADP, Pi, NADH,NAD+, CO2, CoQ, CoQH2, H+, and
H2O given by

ADP + CoQ + 2H2O + 4NAD+ + Pyr + Pi




(50)
ATP + 3 CO2 + CoQH2 + 2H+ + 4NADH

�is cycle tightly couples two processes: the synthesis of ATP,
Eq. (42), and the anaerobic decomposition of pyruvate

Pyr + 3H2O + 4NAD+ + CoQ




(51)
3 CO2 + 4NADH + CoQH2 + 3H+

�e free energy released by the decomposition of pyru-
vate (standard physiological conditions) is about 150 kJmol−1
(60𝑅𝑇 ), see App. A. Since the whole process is tightly coupled,
and just one ATP is hydrolized for any pyruvate decomposed,
one �nds a modest e�ciency:

𝜂TCA =
ΔATPsynth𝐺

−ΔPyrDec𝐺
= 0.30 , (52)

with

−ΔPyrDec𝐺 = 𝜇Pyruvate + 3𝜇H2O + 𝜇CoQ + 4𝜇NAD+

− 3𝜇CO2 − 𝜇CoQH2 − 4𝜇NADH − 3𝜇H+ (53)
= 150 kJmol−1 .
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Glu

ATP ADP + H⁺ ATP

Pyr

ATP ADP + H⁺

H₂O NADH + H⁺ NAD⁺ + Pi

ADP

ADP + H⁺

ATP

G6P F6P F1,6BP

GAP1,3BPG3PG2PGPEP

DHAP

2×2×2×2×2×

FIG. 11. Single emergent cycle of glycolysis which couples the synthesis of ATP (red/blue) and the breakdown of glucose into two molecules
of pyruvate (green/brown).

Citrate

Malate

Fumarate

Succinate

Oxaloacetate Aconitate

Isocitrate

Ketoglutarate

Succinyl-CoA

Acetyl-CoA

CoA-SH

H+

H2O

ATP  + CoA-SH

ADP + Pi

H2O

H2O

H2O

NAD⁺

NAD⁺ + CoA-SH

NAD⁺

NAD⁺

H+ + NADH

NADH + CO2

NADH + CO2

CO2  + NADH

CoQH2

CoQ

Pyr

FIG. 12. Single emergent cycle of the tricarboxylic acid (TCA) cycle which couples the synthesis of ATP (red/blue) to the decomposition of
Pyruvate (green/brown).

3. Electron Transport Chain

�e last part of cellular respiration is the electron transport
chain, depicted in Figs. 13 and 14, see also (A6). It uses the
coenzyme Q in its reduced (CoQH2, ubiquinol) and oxidized
(CoQ, ubiquinone) forms as an intermediate carrier of hydro-
gen to oxidize NADH and thus to restore NAD+. In doing
so, the electron transport chain pumps protons from the cy-
toplasm (H+) into the periplasm (H+

p). �e resulting proton
motive force is then used by ATP synthase to synthesize ATP
from ADP.

We note that, when considering the electron transport chain
in isolation, it makes most sense to consider the two forms

of coenzyme Q as internal species. In this case the network
gives rise to a single emergent cycle (Fig. 13). �e net e�ect
of this emergent cycle is the synthesis of two ATP for each
oxidized NADH:

2ADP + 3H+ + NADH + 1
2 O2 + 2 Pi




(54)
2 ATP + 3H2O + NAD+ .

�is tightly couples two processes: the synthesis of ATP,
Eq. (42), and the oxidation of NADH,

NADH + 1
2 O2 + H+ 
 NAD+ + H2O . (55)
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CoQ CoQH2

4 H⁺ 4 Hp

H2O + ATP

H2O½O2
H+

NAD⁺NADH

4 H+

ADP + Pi   + H+   ADP + Pi   + H+   

CoQH2CoQ

2×

FIG. 13. Emergent cycle of the electron transport �ain couples the
oxidation of NADH (green/brown) to the synthesis of ATP (red/blue)
via a proton motive force (concentration gradient of protons across
the membrane). Note that CoQ and CoQH2 remain exactly balanced
in this cycle. For that reason, if they are regarded as internal species,
the electron transport chain is characterized solely by this single
emergent cycle. Instead, if they are chemosta�ed, two emergent
cycles arise, this one and a second one depicted in Fig. 14.

CoQ CoQH2

4 H⁺ 4 Hp

H2O + ATP

H2O½O2
H+

NAD⁺NADH

4 H+

ADP + Pi   + H+   ADP + Pi   + H+   

CoQH2CoQ

FIG. 14. With ubiquinol and ubiquinone chemosta�ed, a second
emergent cycle appears in the electron transport chain. It oxidizes
ubiquiol (CoQH2) and thus restores ubiquinone (CoQ) for the TCA
cycle.

�e free energy released upon oxidation of NADH is about
217 kJmol−1 (88𝑅𝑇 ), and the e�ciency is estimated to be 42%:

𝜂ETC =
2ΔATPsynth𝐺

−ΔNADHoxidat𝐺
= 0.42 , (56)

with

−ΔNADHoxidat𝐺 = 𝜇NADH + 1
2𝜇O2 + 𝜇H+ − 𝜇NAD+ − 𝜇H2O (57)

= 217 kJmol−1 .

�e emergent cycle of cellular respiration (40) is composed
of reactions from all of the three pathways, and di�erent
reactions need to be performed with di�erent multiplicity
in order to balance the internal species. It is however not
possible to deduce its net balance solely from the emergent
cycles of the three isolated pathways (46), (50), and (54). �e
reason is that to properly connect the electron transport chain
to the TCA cycle it is necessary to also treat both forms of

coenzyme Q as chemosta�ed in the former. Doing so gives
rise to a second emergent cycle in the electron transport chain,
depicted in Fig. 14, which generates one ATP per CoQH2:

ADP + H+ + CoQH2 + 1
2 O2 + Pi




(58)
ATP + 2H2O + CoQ .

As a result, the emergent cycle of cellular respiration (40) is
now reproduced by composing: 1× glycolysis (46), 2× the
TCA cycle (50), 10× the �rst emergent cycle of the electron
transport chain (54), and 2× the second one (58).

B. Ethanol Fermentation

Fermentation is a way to re-cycle NADH when operating
under anaerobic conditions. �is allows the cell to use glycol-
ysis for the synthesis of ATP in a cyclic fashion. In Fig. 15 we
show the reactions of alcoholic fermentation as an emergent
cycle. It shares most of its reactions with regular glycolysis,
but extends them by two steps: cleavage of CO2 from pyru-
vate and subsequent addition of hydrogen via oxidation of
NADH, (A7). �us, when considering the total net balance,
ethanol fermentation reads

Glu + 2ADP + 2 Pi + 2H+




(59)
2 Ethanol + 2 CO2 + 2ATP + 2H2O

We see that NAD+ and NADH need not be regarded as
chemosta�ed: they are now internal to the reaction network.
In contrast, CO2 and Ethanol take their role as chemostats. In
this form it is easy to see how fermentation tightly couples
the two processes

ADP + Pi + H+ 
 ATP + H2O
Glu
 2 Ethanol + 2 CO2 (60)

with a stoichiometric ratio of 2:1.
Since the conversion of glucose into ethanol and CO2,

Eq. (60), releases roughly 267 kJmol−1 (108𝑅𝑇 ), the overall
e�ciency of such fermentative ATP production is

𝜂EF =
2ΔATPsynth𝐺

−ΔGlu→Eth𝐺
= 0.34 , (61)

with

−ΔGlu→Eth𝐺 = 𝜇Glu − 2𝜇Eth − 2𝜇CO2 − 4𝜇H+ (62)
= 267 kJmol−1 .

C. Gluconeogenesis and Futile Cycles

�e pathway of gluconeogenesis enables cells to synthesize
glucose from pyruvate, see (A4). �e pathway of gluconeo-
genesis is however not the exact reverse of glycolysis as it
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FIG. 15. Single emergent cycle of alcoholic fermentation extending glycolysis which is the result of a tight coupling of two processes:
synthesis of ATP (red/blue) and decomposition of glucose into ethanol and carbon dioxide (green/brown).

involves some di�erent enzymatic reactions and couples to
di�erent molecules. �ese modi�cations lead to a di�erent
emergent cycle, depicted in Fig. 16, with net balance

2 Pyr + 2NADH + 2HCO3 + 2ATP + 2GTP + 2H+ + 2H2O




(63)
Glu + 2NAD+ + 2 CO2 + 2ADP + 2GDP + 4 Pi .

Gluconeogenesis can be split into two processes: the synthesis
of glucose from pyruvate

2 Pyr + 2NADH + 4H+ 
 Glu + 2NAD+ , (64)

as well as

ATP + GTP + HCO3 + H2O



(65)
ADP + GDP + 2 Pi + CO2 + H+ .

Here, (64) serves as the output process, while (65) is the input
process. Note that the output process of gluconeogenesis (i.e.
the synthesis of glucose) is the reverse of the input process of
glycolysis (47). However, the input process of gluconeogenesis
(65) involves di�erent molecules than the output process of
glycolysis. �erefore, gluconeogenesis and glycolysis are not
exact reversals of each other.

We note that the input process (65) could in fact be decom-
posed further into three separate processes: the hydrolysis of
ATP, the hydrolysis of GTP, as well as the dehydration of car-
bonic acid. But since all three are input processes, separating
them all only clu�ers the notation and adds nothing to the
present discussion of gluconeogenesis.
When the CRNs of glycolysis and gluconeogenesis are

combined, one obtains three emergent cycles and an inter-
nal one. �e three emergent cycles are given by glycolysis
(Fig. 11), gluconeogenesis (Fig. 16), and a futile cycle that just
hydrolyzes ATP to ADP without coupling to additional con-
versions (Fig. 18)

ATP + H2O
 ADP + Pi + H+ . (66)

�e internal cycle (which is also present if the CRN is closed)
is depicted in Fig. 17. One can easily verify that contrary
to emergent cycles, upon completing every reaction in the
internal cycle, not only internal species but also chemosta�ed
ones are le� unchanged.
Whether one considers the performance of ATP synthesis

(42) or of glucose synthesis (64), tight coupling is broken
when the reactions of glycolysis and gluconeogenesis are
combined. Indeed, the dissipation is now carried by three
emergent cycles:

𝑇𝜎 = −𝐽glycoΔglyco𝐺 − 𝐽futileΔfutile𝐺 − 𝐽glucoΔgluco𝐺 , (67)

where 𝐽glyco, 𝐽futile, and 𝐽gluco are the currents associated with
each emergent cycle. �e corresponding forces read

−Δglyco𝐺 = −ΔGlu→Pyr𝐺 − 2ΔATPsynth𝐺 (68)
−Δfutile𝐺 = ΔATPsynth𝐺 (69)
−Δgluco𝐺 = −ΔPyr→Glu𝐺 + 2ΔATPsynth𝐺 , (70)

with (49), (45), and

−ΔPyr→Glu𝐺 = ΔGlu→Pyr𝐺

+ 2(𝜇GTP + 𝜇HCO3 − 𝜇CO2 − 𝜇GDP − 𝜇Pi ) . (71)

If we nowwant to characterize the e�ciency of ATP synthesis,
we need to account for the fact that the output process is now
carried by three emergent cycles. �erefore,

𝜂ATPsynth =
(2𝐽glyco − 2𝐽gluco − 𝐽futile)ΔATPsynth𝐺

−𝐽glycoΔGlu→Pyr𝐺 − 𝐽glucoΔPyr→Glu𝐺
. (72)

If 𝐽futile and 𝐽gluco vanish, we recover the tight coupling
e�ciency of glycolysis alone, Eq. (48). Under normal physio-
logical conditions, glycolysis and gluconeogenesis are tightly
regulated so that they will not occur at the same time [3].
Futile cycles are also known to be regulated. Characterizing
the e�ect of these regulations on the e�ciency would be very
interesting but is beyond the scope of this paper.



13

FIG. 16. Emergent cycle of the combined glycolysis and gluconeogenesis network which represents the gluconeogenesis pathway. �e
additional reactions of glycolysis are faded out.

Glu

ATP ADP + H⁺ ATP

Pyr

ATP ADP + H⁺

H₂O NADH + H⁺ NAD⁺ + Pi

ADP

ADP + H⁺

ATP

G6P F6P F1,6BP

GAP1,3BPG3PG2PGPEP

DHAP

OAA

H₂OPi H2OPi

HCO₃ + ATP

ADP + H⁺ + Pi

GTP

GDP + CO₂

FIG. 17. �e internal cycle of the combined glycolysis and gluconeogenesis network.

FIG. 18. �e emergent cycle of the combined glycolysis and gluconeogenesis network that is commonly referred to as futile.
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We note that most literature on cellular respiration consid-
ers the combination of the internal and futile cycle (Figs. 17
and 18) as being two di�erent futile cycles, which both have
the net stoichiometry of ATP hydrolysis. Seeing these two
cycles as two futile cycles driven by the same force, or as an
internal cycle and a futile cycle, is very much a question of
taste. None of the dynamical characterizations will depend on
this choice. Even the total dissipation rate will be invariant
under this choice. However, the values of the individual cycle
currents and cycle forces will change.

V. DEFINING FREE-ENERGY TRANSDUCTION AND ITS
EFFICIENCY

Our work results in the following prescription for the iden-
ti�cation of free-energy transduction in CRN described by a
stoichiometric matrix 𝕊:

1. Find the internal cycles in the network—i.e. combina-
tions of reactions that leave the concentrations of all
species unchanged—by �nding a basis spanning the
kernel of 𝕊: { 𝒄ℓ } such that 𝕊𝒄ℓ = 0.

2. Identify which chemical species are exchanged with the
environment—i.e. the chemosta�ed species Y—and split
𝕊 = (𝕊X,𝕊Y)T accordingly: 𝕊X identi�es the block cor-
responding to internal species and 𝕊Y to chemosta�ed
species, respectively.

3. Find the emergent cycles of the network—i.e. combi-
nations of reactions that change the concentrations
of the chemosta�ed species but not those of the in-
ternal species—by �nding the additional vectors to
{ 𝒄ℓ } needed to span the kernel of 𝕊X: 𝑪 such that
𝕊𝑪 = (0,𝕊Y𝑪) ≠ 0. �e net stoichiometries of the
emergent cycles are given by 𝕊Y𝑪 .

4. Compute, measure or estimate the currents along the
emergent cycles.

5. Use your knowledge about the charge and atomic com-
position of the involved molecules to decompose the
emergent cycles further: some emergent cycles may be
the result of several tightly-coupled processes.

6. Write the total dissipation as the product of forces and
currents of the emergent cycles

𝑇𝜎 = −
∑︁
cycles

Δcyc𝐺 𝐽cyc , (73)

and apply the additional decomposition of cycles into
processes on the forces:

𝑇𝜎 = −
∑︁
proc

Δproc𝐺 𝐽proc . (74)

In this decomposition all the process currents 𝐽proc that
belong to the same emergent cycle are identical to the
emergent cycle current 𝐽cyc.

7. Identify the sign of the dissipative contributions
{ −Δproc𝐺 𝐽proc }. �ree cases are possible.

(i) All contributions are positive. �e CRN is purely
dissipative.

(ii) Some contributions are positive, some are nega-
tive. �e CRN is transducing free energy. �e
positive contributions are the input, the negative
contributions are the output,

𝑇𝜎 = 𝑇𝜎input +𝑇𝜎output ≥ 0 , (75)

and the e�ciency of free-energy transduction is

𝜂 = −
𝑇𝜎output

𝑇𝜎input
≤ 1 . (76)

(iii) All contributions vanishing individually is highly
unlikely as it would require immense �ne tuning
of external concentrations to equilibrium values.

In our considerations we have found one special case for
Eq. (76): Tight coupling. In this case only one emergent cycle
appears, and its current will cancel in the ratio—making the
e�ciency depend on the ratio of chemical potential di�erences
and thus energetics alone. In the general case, the e�ciency
of free-energy transduction depends both on energetics via
chemical potentials as well as on the kinetics via the currents
of the involved processes.

VI. DISCUSSION AND CONCLUSIONS

We provided the conceptual tools to analyze complex open
CRNs as free-energy-transducing chemical machines. Our ap-
proach is based on the knowledge of the stoichiometric matrix
and of the species exchanged with the environment (i.e. the
chemosta�ed species). At steady state, only the forces corre-
sponding to the emergent cycles (combinations of chemical
potentials of chemosta�ed species) and their corresponding
currents (combinations of currents of chemosta�ed species)
determine the dissipation, see Eq. (12). �ese emergent cur-
rents and forces are crucial to de�ne transduction and its
e�ciency: they are needed to identify the chemical processes
that serve as input and output in the dissipation.

An important outcome of this work is that transduction is
generally an emergent phenomenon that occurs at the net-
work level when multiple elementary reactions are coupled
to each other. It typically cannot happen at the level of single
elementary reactions, which very o�en involve mass transfer
(see Sec. III E). Two coupled isomerizations may however be
seen as an exception to the rule.

We focused our study on steady states, but generalizations
to transient and nonautonomous regimes (e.g. situations in
which the concentrations of the chemostats changes in time)
are possible [16, 18, 24]. �ese generalization have been used
for coarse-graining schemes [17], as well as in the context of
energy storage [25].
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�e framework that we propose in this article provides a
general theory of free-energy transduction valid for nonlinear
CRNs. �eories of free-energy transduction have been previ-
ously established [5], but they were limited to linear CRNs.
�ese theories have been successful in studying molecular
motors because the enzymatic dynamics is well described by
a linear network in which every transition corresponds to a
pseudo-unimolecular reaction [6–12]. By formulating a the-
ory for nonlinear CRN, we paved the way to analyze much
more complex CRNs, such as metabolic networks. �ese net-
works contain numerous bi-molecular reactions that could
not be described by linear networks.

When applied to metabolic CRNs, our analysis shows that
the emergent cycles coincide with known metabolic path-
ways. We found that, when taken either separately or to-
gether, the three main parts of central energy metabolism—
glycolysis, the TCA cycle, and the electron transport chain—
correspond to a single emergent cycle, which is distinctive of
tightly-coupled free-energy transduction. We could therefore
study their transduction e�ciency solely based on stoichio-
metric and thermodynamic considerations. However, tight
coupling is broken when additional pathways are added—such
as gluconeogenesis—as they give rise to additional and pos-
sibly futile emergent cycles. In this case, the transduction
e�ciencies depend on the currents, and assessing them re-
quires some information about the kinetics. �is goes beyond
the scope of this study but can be envisaged in the future.
Of course, metabolic regulation plays a key role in

metabolism and properly describing this aspect remains an
open challenge. Our current thermodynamics framework re-
mains applicable to study any post-translational regulation
because such a regulation only a�ects the kinetics—and not
the forces. In contrast, translational regulations have their
own energetics, which would need to be accounted for. How-
ever, the la�er operate on longer times scales, and our method
could still provide good descriptions for short time scales.
Our method could also be of value for metabolic network

reconstruction approaches such as �ux or energy balance anal-
ysis [26–28], which seek to determine the reaction currents
based on constrained optimizations. In this context, thermo-
dynamics has been recently recognized as an important factor
to constrain reconstruction methods [29–32] but also to study
metabolism in general [33, 34]. Further work is required to
elucidate these connections.

�e largest network we considered in this paper is cellular
metabolism. We now brie�y comment on some of the ques-
tions that may arise when considering CRNs of larger size
and complexity, such as genome-wide metabolic networks or
possibly atmospheric and biogeochemical CRNs. Up to small
modi�cations, the basic principle of our approach should con-
tinue to apply. �e question of which species to treat as
chemosta�ed is largely contingent. It is a special instance of
the classical question in thermodynamics of what to treat as
the system and what to treat as the environment. For example,
if the changes in concentration of an internal species in large
abundance can be neglected over the relevant time scales of
the experiment, one can treat it as chemosta�ed. �e same
would be true if external control mechanisms may be at work

to control its concentration. For a given choice of chemostats,
the procedure to �nd the emergent cycles is simple and can
be implemented using a simple linear algebra algorithm. �e
task is indeed to �nd a set of independent integer vectors that
belong to the null space of the open-system stoichiometric
matrix but not to the null space of the closed-system stoichio-
metric matrix. As already discussed, this basis is not unique,
and some bases may provide clearer insights about how the
CRN transduces free energy than other bases. When compos-
ing cellular respiration in terms of glycolysis, TCA cycle and
electron transport chain, we have seen that our methodology
can be used to study larger CRNs in terms of smaller open
CRNs by chemosta�ing suitable internal species. �is suggest
that modular approaches to complex CRN may be developed
in the future.
We end by noting that the present work also provides in-

sights on the validity of the second law (6) and of the local de-
tailed balance (7) for non-elementary reactions. Indeed, since
the la�er should be viewed as processes (including emergent
cycles), the validity of the second law (6) is still ensured by
(12), but not the local detailed balance which imposes the re-
action to �ow along its force (see Eq. (7) and below). Instead,
as we have seen, processes may undergo transduction and
�ow against their force if they are coupled to other processes.
To treat a process as if it were an elementary reaction satis-
fying local detailed balance, one must make sure that when
chemosta�ing its products and reactants, only a single emer-
gent cycle arises which does not share any internal species
with any other process in the CRN. �is happens for many en-
zymatic reactions for instance. A more systematic discussion
on this can be found in Refs. [6, 17].
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Appendix A: Reactions of the Central Energy Metabolism

We expand on the thermodynamic data and the metabolic
chemical reactions used in section IV.

1. �ermodynamics data under physiological conditions

In Tab. I, we report the chemical potentials of the chemostat-
ted species used to estimate thermodynamic forces and
e�ciencies. �ese values capture typical physiological
conditions—which we referred to as “standard physiological
conditions”—and are collected from e�ilibrator [35]. To be
speci�c, the activity coe�cient 𝛾𝑖 (𝒛) in the chemical potential
for non-ideal dilute solutions, Eq. (4), is characterized using
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reactant 𝜇 (kJmol−1) reactant 𝜇 (kJmol−1)
ATP −2281 ± 3 CO2 −403 ± 6
ADP −1406 ± 2 O2 −1 ± 6
AMP −531 ± 2 CoQ 790 ± 20
Pi −1072.6 ± 1.5 CoQH2 770 ± 20
NAD+ −1146 ± 13 Glucose −409.4 ± 1.3
NADH −1080 ± 13 Pyruvate −355.2 ± 1.5
H2O −151.9 ± 1.5 Ethanol 65 ± 3

TABLE I. Values of chemical potentials used to estimate free energy
changes and e�ciencies and collected from e�ilibrator [35].

Metabolic Process −Δ𝐺 (kJmol−1) 𝜂

Glucose oxidation 2910 ± 50 (= 1180 ± 20𝑅𝑇 ) –
ATP synthesis -46 ± 4 (= 18.4 ± 1.7𝑅𝑇 ) –
Cellular respiration 1730 ± 120 (= 700 ± 50𝑅𝑇 ) 0.41 ± 0.04
Glu→Pyr 170 ± 40 (= 68 ± 15𝑅𝑇 ) –
Glycolysis 80 ± 40 (= 31 ± 15𝑅𝑇 ) 0.54 ± 0.12
Pyruvate decomposition 150 ± 80 (= 60 ± 30𝑅𝑇 ) –
TCA cycle 110 ± 80 (= 40 ± 30𝑅𝑇 ) 0.30 ± 0.16
NADH oxidation 217 ± 18 (= 88 ± 8𝑅𝑇 ) –
Electron transport chain 130 ± 20 (= 51 ± 8𝑅𝑇 ) 0.42 ± 0.05
Glu→Eth 267 ± 13 (= 108 ± 5𝑅𝑇 ) –
Ethanol fermentation 175 ± 16 (= 71 ± 6𝑅𝑇 ) 0.34 ± 0.03

TABLE II. Main metabolic processes discussed in section IV and
estimates of the corresponding free energy changes under standard
physiological conditions. For tightly-coupled transduction, we also
report the estimated e�ciency. All errors are evaluated using the
standard propagation of errors (square root of the sum of squares).

the phenomenological extended Debye–Hückel relation

ln𝛾𝑖 (𝒛) = −
𝑎𝑞2𝑖

√
𝐼

1 + 𝑏
√
𝐼
, (A1)

where 𝑞𝑖 is the charge of the molecule 𝑖 , 𝐼 is the ionic strength
of the solution, and 𝑎 and 𝑏 are phenomenological coe�cients,
see e.g. Ref. [20, §3.6]. Since protons are o�en regarded as
chemosta�ed—pH �xed—it is convenient to report the values
of the chemical potentials using pH as a reference [20, §3.6]

using the so-called transformed chemical potentials [20, §4.1]

𝜇𝑖 (𝒛) = 𝜇𝑖 (𝒛) − 𝑁𝑖𝜇H+ (𝒛) , (A2)

where 𝑁𝑖 is the number of proton moieties that the molecule
𝑖 contains, and

𝜇H+ (𝒛) = 𝜇◦H+ + 𝑅𝑇pH ln 10 + 𝑅𝑇 ln𝛾H+ (𝒛) (A3)

is the chemical potential of free protons wri�en in terms of pH.
A similar discussion holds for magnesium ions Mg++, which
bind to ATP ions and are also regarded as chemosta�ed. �e
values of chemical potential reported in Tab. I correspond
to the choice pH = 7.5, pMg = 3.0, 𝐼 = 0.25, 𝑧𝑖 = 10−3 M
(millimolar concentrations, except for water, 𝑧H2O ' 55 M),
and 𝑇 = 298.15K (𝑅𝑇 ' 2.5), see Tab. I.

In Tab. II we report the overall free energy change, Eq. (5),
and the thermodynamic e�ciency, Eq. (24), for the di�erent
tightly-coupled chemical processes discussed in the main text.

2. Glycolysis and Gluconeogenesis

�e enzymatic reactions constituting glycolysis are

ATP + Glu
 ADP + G6P + H+ (A4a)
G6P
 F6P (A4b)

ATP + F6P
 ADP + F1,6BP + H+ (A4c)
F1,6BP
 DHAP + GAP (A4d)
DHAP
 GAP (A4e)

GAP + NAD+ + Pi 
 1,3BPG + H+ + NADH (A4f)
1,3BPG + ADP
 3PG + ATP (A4g)

3PG
 2PG (A4h)
2PG
 H2O + PEP (A4i)

ADP + H+ + PEP
 ATP + Pyr (A4j)

Additionally, gluconeogenesis comprises the reactions

ATP + HCO3 + Pyr
 ADP + H+ + OAA + Pi (A4k)
GTP + OAA
 CO2 + GDP + PEP (A4l)

F1,6BP + H2O
 F6P + Pi (A4m)
G6P + H2O
 Glu + Pi (A4n)

When the species H2O,H+, ATP, ADP, Pi, NAD+, NADH,GTP, GDP, CO2, HCO3, Glu, Pyr are chemosta�ed, we �nd three
emergent cycles in the glycolysis & gluconeogenesis network:

(A4c) + (A4m) : ATP + H2O
 ADP + Pi + H+

(A4a–e) + 2 (A4f–j) : Glu + 2ADP + 2 Pi + 2NAD+ 
 2 Pyr + 2ATP + 2NADH + 2H+ + 2H2O
2 (A4k,l) − 2 (A4f–j) − (A4a–e) :

2 Pyr + 2ATP + 2GTP + 2NADH + 2HCO3 + 2H+ + 2H2O
 Glu + 2ADP + 2 CO2 + 2GDP + 2NAD+ + 4 Pi
�e �rst cycle is a futile cycle with net balance corresponding to ATP hydrolysis. �e second cycle is the glycolysis pathway
decomposing glucose (Glu) into two pyruvate (Pyr) while phosphorylating two ADP into two ATP. �e last cycle is the
gluconeogenesis pathway producing glucose from pyruvate. In addition, this system has a purely internal cycle composed of
the reactions (A4a) + (A4n) − (A4m) − (A4c).
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3. Tricarboxylic Acid (TCA) Cycle

�e TCA cycle is composed of the Pyruvate dehydrogenase
reaction

CoASH + NAD+ + Pyr
 AcetylCoA + CO2 + NADH
(A5a)

and the Tricarboxylic Acid Cycle reactions

AcetylCoA + H2O + OAA
 Citrate + CoASH + H+ (A5b)
Citrate
 Aconitate + H2O (A5c)

Aconitate + H2O
 Isocitrate (A5d)
Isocitrate + NAD+ 
 CO2 + KG + NADH (A5e)

CoASH + KG + NAD+ 
 CO2 + NADH + SucCoA
(A5f)

ADP + Pi + SucCoA
 ATP + CoASH + Succ (A5g)
CoQ + Succ
 CoQH2 + Fumarate (A5h)

Fumarate + H2O
 Malate (A5i)
Malate + NAD+ 
 H+ + NADH + OAA (A5j)

When chemosta�ing H+, ATP, ADP, Pi, H2O, CO2, NAD+,
NADH, CoQ, CoQH2, Pyr and when each reaction happens
once, we arrive at the single emergent cycle with the net
stoichiometry given in Eq. (50). �is cycle represents the
oxidation of pyruvate to CO2 and the simultaneous reduction
of ubiquinone (CoQ) and NAD+.

4. Electron Transport Chain and ATP Synthesis

�e reactions composing the electron transport chain are

CoQ + 5H+ + NADH
 CoQH2 + 4H+
P + NAD+ (A6a)

CoQH2 + 4H+ + 1
2 O2 
 CoQ + 4H+

P + H2O (A6b)
ADP + 4H+

P + Pi 
 ATP + 3H+ + H2O (A6c)

When chemosta�ing ATP, ADP, Pi, H+, H2O, O2, NAD+,
NADH, CoQ, and CoQH2, we observe two emergent cycles.
�e �rst originates from the reactions (A6a) + (A6b) + 2 (A6c),
and has a net stoichiometry given in Eq. (54). �is cycle
corresponds to the oxidation of NADH via molecular oxygen
in order to synthesize ATP. �e second cycle originates from
the reactions (A6b) + (A6c), and has a net stoichiometry given
in Eq. (58). �is cycle corresponds to the synthesis of ATP via
the oxidation of CoQH2. As discussed in the main text, when
CoQ and CoQH2 are regarded as internal species, only the
�rst of these two cycles emerges.

5. Ethanol Fermentation

In ethanol fermentation, the reactions composing glycoly-
sis, Eq. (A4a–j), are complemented by

Pyr + H+ 
 Ethanal + CO2 (A7a)
Ethanal + NADH + H+ 
 Ethanol + NAD+ (A7b)

When replacing Pyruvate, NAD+, and NADH for Ethanol as
chemostats, one �nds the emergent cycle described by the
chain of reactions (A4a–e) + 2 (A4f–j) + 2 (A7a,b) and whose
net balance is given by Eq. (59).

6. Cellular Respiration

Cellular respiration comprise all reactions of glycolysis
(without gluconeogenesis) (A4), the TCA cycle (A5), and the
electron transport chain (A6). By identifying H2O, H+, ATP,
ADP, Pi, Glucose, CO2, O2 as chemosta�ed species, cellular
respiration can be seen as the chemical process wri�en in
Eq. (40). �is balance corresponds to the emergent cycle de-
picted in �gure 10. It is composed of the reactions (A4a–e) +
2 (A4f–j) + 2 (A5a–j) + 10 (A6a) + 12 (A6b) + 22 (A6c) .
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