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1 Introduction

Deriving the AdS/CFT correspondence, even in a handful of cases, is likely to teach us a lot
about the inner workings of this holographic duality. Recently, progress in this direction
has been made in a special case which relates the small radius or tensionless limit of
AdS3 x S? x T* (with k = 1 units of NS-NS flux) to the free symmetric product orbifold
CFT, Sym®™ (T*). The first piece of evidence for this duality was the agreement of the full
spectrum in the large N limit [1], see also [2]. It was subsequently shown in [3] how the
correlators of the two descriptions agree manifestly. More specifically, it was shown that
the world-sheet correlator on the left-hand-side of

/M Vit (zr; 20) V2 (225 22) - Vi (205 20) ),
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becomes the orbifold CFT correlator on the right hand side by virtue of the fact that it
localises to the points in the moduli space Mg, where a holomorphic covering map from

= (08" (21) O (22) ... O™ (@) g

the genus g world-sheet to the boundary sphere exists. This then reproduces manifestly,
i.e. without any explicit computation, the symmetric orbifold correlator since the latter is
determined in terms of these covering maps [4, 5].

The strategy adopted in [3] for genus zero (generalised to higher genus in [6]), to show
this striking localisation, was to use the Ward identities for the sl(2,R); currents on the
world-sheet. This required understanding how to deduce constraints for correlators of w-
spectrally flowed sl(2, R);, representations, which was the main technical advance of [3]. A
special solution to these constraints had the property that it was determined in terms of a
holomorphic covering map of the boundary S? by the world-sheet, x = I'(z), where I maps
the world-sheet insertion points z; to the spacetime insertion points x;, z; = I'(z;), and z;
is a branch-point of ramification index w;.

Covering maps characterised by these branching data {z;,w;} are essentially fixed
if three of the image points x; are prescribed, i.e. the remaining (n — 3) points x; are
determined in terms of the branched cover (up to finitely many choices). Conversely, in
terms of the z;, this means that for fixed {z;,w;}, the covering map only exists for isolated
combinations of the z. In fact, the special solution of [3] had delta function support in z;
on the co-dimension (n — 3) locus on the moduli space My, where this is the case. This is
precisely what is needed to reproduce the orbifold CFT correlators on the right hand side



of (1.1) as per the Lunin-Mathur construction [4, 5]. In a second strand of argument, it
was shown in [3] that there exists a set of semi-classically exact solutions of the AdS3 sigma
model whose contributions reproduce the correct weight factors for each of these branched
covers. Taken together, these two arguments gave strong evidence that the correlators on
both sides of (1.1) are manifestly equal.

In this paper, we tighten the first argument from [3]: while [3] showed that a solution
to the Ward identities with these properties exists, it was not clear that this is the only
solution, although there was good circumstantial evidence that it is the physically relevant
one.! Furthermore, the analysis of [3] was essentially done in the NS-R framework, using
only the bosonic s[(2,R)xto symmetry as in [8-10]. While this is legitimate, it is a bit
unsatisfactory since for k = 1 the NS-R approach breaks down, and we should really be
using the hybrid formulation as advocated in [1]. Here we will start directly with the hybrid
world-sheet formalism for the AdSs string theory, which is described by a psu(1, 1|2), WZW
model in the case of pure NS-NS flux [11]. When the level k£ = 1, there exists a free field
realisation of this WZW model in terms of a pair of spin % (symplectic) bosons (£%), and
a pair of spin % fermions (%), together with their canonically conjugate fields. This is the
same free field realisation which was used to deduce the string spectrum in [1].

After describing the physical correlators in this language, taking into account subtleties
of picture changing and charge conservation, we examine the constraints coming from the
OPE of the symplectic bosons with the spectrally flowed vertex operators. It turns out
that these can be nicely encapsulated in an incidence relation

(€E+TEEE)) =0, (1.2)
The brackets here denote the expectation value of the vertex operators VVi(x;; z;), see
eq. (4.10), and I'(z) is the covering map mentioned above with branching behaviour w; at
the z; and x; = I'(2;) for i = 1,...,n. We show that this ‘incidence relation’ implies that
the correlators are delta function localised to the locus where a covering map exists; it also
fixes some of the additional dependence of the correlators, see eq. (4.31). The argument
for this incidence relation is quite abstract (and general), but we also confirm it (and its
consequences) explicitly in many examples.

Since z(z) = I'(z) when the covering map exists, the relation (1.2) is very suggestive of
an underlying twistor string like description for our system. In this language the ¢+ play the
role of twistor-like projective coordinates for the boundary P!. As we discuss in section 4.5,
the action describing the free field variables is, in fact, a lower dimensional analogue of the
twistor string action of Berkovits [12]. We believe this twistor like description holds the key
to many of the underlying topological string features of the & = 1 theory [13]. Note that this
topological behaviour is quite specific to the case with £ = 1, and appears to be different
than the usual topological sector of string theory on AdSs that was recently discussed in [14,
15]. Incidentally, the fact that the AdSs world-sheet theory for k = 1 is special was first
noticed in a somewhat different context in [16], see also [17] for subsequent developments.

n [7] the same correlators were subsequently analysed using the Wakimoto free field realisation of
s[(2, R)k+2. While the results of [7] are compatible with [3], this approach also did not tie down the answer
further.



We should mention that our analysis only concerns the chiral (and anti-chiral) corre-
lators. In order to fully determine the correlators of the world-sheet theory (and obtain
their OPE coefficients, etc.), we also have to solve the conformal bootstrap equations for
psu(1,1|2)1, which has, to our knowledge, not yet been done.? Given the results of this
paper, together with the expected form of the general answer (see eq. (4.34)), this boot-
strap programme should now be within reach. We should also mention that in order to
determine the full string theory amplitudes, one also needs to include correctly the ghost
contributions, the fermions, as well as the degrees of freedom coming from the T4. We have
not yet attempted to do so in detail, although this should not be too difficult.

The paper is organised as follows. We begin in section 2 with a review of the un-
derlying WZW model and its free field realisation. In section 3 we explain some of the
subtleties that arise for the correlators in the hybrid formalism; in particular, we explain
how picture changing needs to be taken into account. Section 4 is the core of the paper: we
demonstrate that the correlators satisfy the incidence relation, see eq. (4.10), and deduce
various consequences from it, in particular, the fusion rules (section 4.3), as well as the
delta-function localisation property, see eq. (4.23). We also comment on the relation to the
twistor string theory in section 4.5. We exemplify these findings with explicit calculations
in section 5. In particular, we show how the symplectic boson Ward identities can be used
to calculate these correlators directly, see section 5.1. Section 6 contains our conclusions
and outlook for future work. There are a number of appendices where some of the more
technical material has been collected. In particular, we give some details about the spec-
trally flowed representations in appendix A, and explain how to construct the covering map
in appendix B. We also use the incidence relation in appendix C to solve for the correlators,
and demonstrate that some of the other constraint equations (that are not directly needed
for the determination of the correlators) are also satisfied, see appendix D.

2 The world-sheet WZW model

In this section we describe the free field realisation of our world-sheet theory in detail and
fix our conventions. The key component we shall be focussing on is the psu(1,1|2) WZW
model at level £ = 1. Following [1], see also [24-27], it has a free field realisation in terms of

two pairs of complex fermions and symplectic bosons, with (anti)-commutation relations®

Wiy =ePor s, &0 =0 (2.1)

*For the mini-superspace limit of AdSs this was discussed in [18], using results for H; from [19, 20],
but this analysis does not include the spectrally flowed sectors. Most treatments of the spectrally flowed
sectors on the other hand, see for example [21-23], seem to set the spacetime variable x uniformly to z =0
(or x = 00), which is not appropriate in our context.

Relative to [1] we have renamed €% — £* and £ +— n®, and similarly for the fermions, ¥* — ¥ and
P* = x®. Note that all of these fields are left-moving fields, and they are not complex conjugates of one
another; thus a notation without barred variables seems more appropriate.



Here o, 8 € {£}, and we choose the convention that e*~ = 1 = —e~ . These free fields
generate the algebra u(1,1|2);, where

T = 0 = S0y K= 0 I p Y, (220)
T = (P ), K = 00 (2.20)
S%ﬁ—i_ = (Xﬁfa)m7 S%B_ = _<naw/8)m7 (220)
Un =207 €t 20 EDms V= (0 Dt L (. (224)

The generators J% and K¢ describe sl(2,R); and su(2);, respectively, while the S+
generators are the supercharges. Their anti-commutator takes the form

{Sﬁ‘f”, SEVPY = kmeo‘“eﬁ”ewdem,o - eﬁyevpcaoao"‘Jan

+ ea“67paa6”Kfn+n + €M (2.3)

where we raise and lower indices using the standard su(2)-invariant form

1

g+-=9-+ = 5, g3z =1, (2.4)
and we have introduced the combinations
Zm =Up + Vi and Yn=Un—Vn. (2.5)
Furthermore, the constant ¢, equals —1 for a = —, and +1 otherwise, and the o-matrices
are explicitly given by
(U_)+— = 27 (03)_— = _17 (03)++ = 17 (U+)_+ = 27 (26)
(o) =1, (03) " =1, (03)"" =1, (o)™ =1, (2.7)

while all the other components vanish. Finally, U,, and V,,, define two u(1) algebras, with
commutation relations

m m

[Um7 Un] = _5 5m,—n ) [Vma Vn] = +5 6m,—n . (28)
and hence Y;, and Z,, satisfy
[Zms Zn) =0 = [V, Yo, (Zm, Y] = —m O, —n . (2.9)

Except for the non-trivial commutator with Y,,, Z,, is central, and in order to obtain
psu(1,1]2); from the above algebra we need to set Z,, = 0. More precisely this means that
we take the coset by the u(1) algebra generated by Z,, i.e. we concentrate on the subspace
of states that are annihilated by Z, with n > 0. We then consider the quotient space of
this subspace where we divide out by the Z_,, descendants with n > 0 (which are null).



2.1 The highest weight representations

At level k = 1, psu(1,1]2); has apart from the vacuum representation only one (highest
weight) representation [1], and this can also be understood in the above free field realisation.
The vacuum representation arises from the NS-sector where both the symplectic bosons and
the free fermions are half-integer moded,* and it is generated from a ground state satisfying

1
e (0) =& 10) = X7 0) = w7 0) =0 > (2.10)
Note that this state has the property that also
Un|0) = Vo [0) = Zo |0) = 0. (2.11)

It is easy to see that it leads to the vacuum representation of psu(1,1]2).
As regards the R-sector, let us first consider the symplectic boson generators. On the
highest weight states, we let the symplectic boson zero modes act as

1 1
& Im1,ma) = |my,ma + Z), g |m, ma) = 2my fm1 4+ =, ma)
2 2
X (2.12)
o Im1,ma) = —|my — §,m2>, Mo M1, ma2) = —2ma [my, mg — §>7

where m1, mo label the different highest weight states. In this convention we then have

Jg Imy,ma) = (my +my) lmy, mo) (2.13)
1
U() |m1,m2> = (m1 — mo — 2) \ml,m2> . (2.14)

The s1(2,R) Casimir on the highest weight states labelled by |mi,m2) equals

1
CH2R) — i Uz. (2.15)

Writing C*(>R®) = —j(j — 1), this then leads to the equation
j =mi—my. (2.16)

As regards the fermionic generators, each highest weight state |m,ms) leads to a Clifford
representation with respect to the fermionic zero modes XSE and w(jf. We shall choose the
convention that |mj,me) is annihilated by the +-modes,

Xg [m1, ma) = 4 [m1,ma) = 0. (2.17)

Then the action of the creation operators x, and 1, leads to a 4-dimensional space of
states; with respect to su(2);, it decomposes into a doublet spanned by

2: Imi,ma),  and  Xg ¥ [mi,ma), (2.18)

4Since the supercurrent generators involve one fermionic generator and one symplectic boson generator,
the moding of all generators has to be the same in order for the psu(1, 1|2) generators to be integer moded.



as well as two singlet states
2-1: Xo |m1,ma), and Py ma, ma) . (2.19)

In our conventions

(2.20)

{ 0 for the doublet
0 pr—

:l:% for the singlets.

Thus the condition that Zy = Uy + Vo = 0 implies that the possible ground states have to
sit in the representations of s[(2, R) & su(2)

1
[ﬂ':gﬁ] o [j=01oj=11], (2.21)
where j denotes the spin of the sl(2, R) representation with C*'2R) = —j(j —1). Including
the action of the supercharges, we therefore conclude that the only possible highest weight
representation is

(€3.2)
(e}\Jr%’ 1) A (eg+%, 1) (2.22)

Here Gg\ denotes the sl(2,R) continuous series representation labelled by the spin j, as
above, together with ), the J3 eigenvalue (modulo 1). Note that while j is fixed, the J3
eigenvalue given in (2.13) is not determined by the above considerations. This is fixed in
the full string theory by the mass shell, i.e. the Virasoro conditions.

This reproduces the result of [1], see in particular eq. (4.2). The fact that at k£ =1 we
only have these supersymmetric short multiplets was crucial to matching the physical spec-
trum of the string theory with that of the symmetric product orbifold of T*. In particular,
it implies the absence of the continuous or “long string” states which are a feature of the
string theory (with pure NS-NS flux) for £ > 1. In contrast, here we only have the state at
the bottom of the continuum j = % + 1p with p = 0, together with its superpartners. The
free field representation of the k = 1 theory automatically captures these special properties.

Note that the supercharge generators involve one complex fermion and one symplectic
boson and change therefore both Uy and Vg by :l:%, while maintaining Zy = 0; they therefore
map between the representation in the first line of (2.22), and the two representations in
the second line and vice versa.

2.2 Spectral flow

For the actual world-sheet theory we do not just need these highest weight representations,
but also the representations that are obtained from them by spectral flow. As was already
explained in [1], there are two spectral flow actions one can define on these free fields,

namely
o) =nf dEh =¢" 4. (2.23a)
oNE) =€ o) =, (2.23b)



on the symplectic bosons, and

a0 =x o) =yt (2.24a)
r+3 r+3
0“V¢F)=¢jéj a“%x;)zx;%, (2.24D)
on the free fermions. The combination
c=0F oo (2.25)

then acts as the usual spectral flow automorphism on psu(1,1|2);, and its action on the
psu(1,1|2) generators is spelled out in eqs. (A.6a)—(A.6e). This spectral flow leaves the
u(1) generators

invariant. The other natural combination is
&=0cMo (e (2.27)

and it acts on the various fields as described in appendix A.1, see egs. (A.3a)—(A.3d).
Finally we need to fix our conventions for how to describe spectrally flowed representa-
tions. Suppose that 7 is some spectral flow automorphism, i.e. some combination of ¢+,
then we define the 7-spectrally flowed representation to be spanned by the states [®]7,
where @ is a state in a highest weight representation of the kind described in the previous

subsection, and the action of any generator A, on [®]| is defined by
A, (@] = [1(Ay) @] . (2.28)

Typically, the spectrally flowed representations are not highest weight representations with
respect to psu(1,1|2), see e.g. the discussion in appendix A.2. However, this is not always
the case. In particular, the §2-spectrally flowed vacuum representation is again the vacuum
representation with respect to psu(1,1|2) since

2

00D = [ty 0 007, 0] (2.29)

defines the vacuum state with respect to psu(1,1|2). (This is explained in more detail in
appendix A.1.) However — and this will be important below — its eigenvalues with respect
to Up and V| are now different since we have

Up|0)M =10y 10y = —joy®  Zy|oy® = 0. (2.30)
In the following we shall denote the corresponding vertex operator by

W(z) = V()W 2). (2.31)



2.3 Vertex operators in the x-basis

As in [3] we are interested in calculating the correlation functions of the world-sheet vertex
operators corresponding to the twisted sector ground states. The vertex operators depend
as usual on z, the coordinate on the world-sheet, but it is natural to introduce also a coor-
dinate z for the dual CFT (on the boundary of AdS3) and to consider the vertex operators

VYD z,2) = e#L-1e2Jd V¥(®;0,0) e g7l , (2.32)

where w denotes the spectral flow with respect to ¢*. Here we have used that the trans-
lation operator on the world-sheet is L_1, while that in the dual CFT is JJ ; these two
operators commute with one another, and therefore the definition of these vertex operators
is unambiguous. Furthermore, we define the action of V(®;0,0) on the vaccum of the
world-sheet theory to be the state @,

w

Ve(®;0,0) [0) = [@]° (2.33)

Because of locality, this then fixes the definition of the vertex operator completely, see
e.g. [28, 29.

It follows from (2.28) that the OPE of the free fields n*(z) and £*(z) near a o%-
spectrally flowed highest weight state® is of the form

nE() @7 = Y L (2:34)
r<£%

SOOI PSP ) (2:35)
r<£%

where r € Z + % if w is odd, and r € Z for w even (so that the modes that act on the states

before spectral flow are always integer moded). In particular, if ® is a highest weight state
of the form |my,ms), then n and ¢+ have poles of order “I,

nt(2) [|m1,m2>}gw ~ oz [Zml |my + %, m2>} + (’)(z_wT—l) (2.36)
£ (2) [|m1,m2>}gw ~z {|m1,m2 + ;ﬂ + O(z_wT_l) , (2.37)

where we have used (2.12). On the other hand, n~ and £~ have zeros of order wT_l,

n~(2) Uml,mgﬂow ~ 2T {—ngml,mg — ;>] + (’)(szH) (2.38)
5@Wmmmwwwfypﬁm—;mﬂ +O(z"7). (2.39)

5These are the states that correspond to twisted sector ground states, see the analysis in appendix A.2.
Note that while the relevant states before spectral flow have fermionic descendants, they are indeed highest
weight with respect to the symplectic bosons, and this is the only thing that matters in the following.



If the corresponding vertex operator is evaluated at x # 0, there are in addition correction
terms that come from

S(Q) Vit o (:2) = S(Q) ™0 Vit 1, (0;2) 70

mi,ma mi,ma
= e [SE(OVE . (0;2)]e ™0 (2.40)

mi,m2

where we have used the notation V), ... (7;2) = V¥(|m1,m2);z,2), and S(() is either

n*(¢) or £*(¢). The shifted fields are
(=) = e () e () = e e (z) e (2.41)
and we find explicitly

1t (z) =yt (2) &F0(2) = ¢t (2)
() =n"(2) —2nT(2) W) =€ (2) -2t (2).

In particular, this therefore fixes the OPEs of the symplectic boson free fields with the

(2.42)

vertex operators V' . (z;2). It is then possible to perform a similar analysis as in [3],
except that we now derive constraint and recursion relations for the correlators involving
the symplectic boson fields, rather than those involving the s[(2,R) currents; this will be
done explicitly in section 5. As we will see, the corresponding constraints are stronger than
those found in [3] — this was to be expected since the s[(2,R) currents are bilinears in the
symplectic bosons — and in particular, will allow us to tie down the correlation functions

essentially uniquely.

2.4 The OPEs with W (z)

As will become clear below, we will also need to know the OPEs of the symplectic boson
fields with the vacuum field W(z), see eq. (2.31). It follows from the definition of |0)(})
(and in particular the definition of the spectral flow &) that the OPEs are of the form

Ui(C) W(z) ~ gizv(’?%m)(”: z) , (2.43)

EQOW(2) ~O((¢—2)"). (2.44)

3 Correlators in the hybrid formalism

While everything we have said up to now is quite parallel to the s[(2, R) analysis of [3], there
is actually one important structural difference that will play a key role in the following.
The analysis of [3] was effectively done in the NS-R formalism, and as a consequence the
level of the bosonic (decoupled) sl(2,R) algebra was k + 2 = 3. The level actually played
a significant role in the analysis of the correlation functions since the simple solutions that
are related to the covering map only exist provided that the identity, see eq. (1.2) of [3]
and eq. (1.1) of [6]

Zn:ji:(k_2}—2)(n—2+29)—(3g—3+n) (3.1)
i=1




is satisfied, which is the case for k+2 = 3 and all j; = % (Here j; is the sl(2,R) spin of the
highest weight state before spectral flow, and we are considering an n-point function on a
genus g world-sheet.) In our case, the level of the bosonic s[(2, R) subalgebra of psu(1,1|2)
is actually £ =1, i.e. in (3.1) we need to set k42 = 1, and thus this relation is not satisfied
for all j; = %

The resolution of this problem has to do with the fact that we are dealing here with a
supersymmetric world-sheet theory, and we need to take picture changing into account. In
this technical section we describe how everything works out as expected after taking this
on board, as well as the Uy charge conservation. In the rest of the paper, we will only be
using the final result in (3.19) for the physical correlators; the reader may therefore skip
the rest of this section on a first reading.

3.1 Picture changing

In the context of the hybrid string, the world-sheet amplitudes (for g > 1), which we need
to calculate are, see eq. (2.7) of [11]

{6 w6 (g | [ G

g,m

g—1 n
/J [1G-@:), (3.2)
i=1

where we have only written out the left-moving component of the correlator, and we have
already anticipated that not all G~ fields and G—®; descendants will in fact involve G_;
— as we shall see momentarily, some of them will in fact involve é:p see also the comment
below eq. (2.9) and above eq. (3.5) of [11].

The different supercurrents can be written out explicitly in terms of the bosonised ghost
variables (p, o) as well as the N’ = 2 u(1) current J = OH, see the final equation of [11]

G~ =e¢ " +Gg (3.3)
G~ = e 2miomillg  mrm T 4 omrmio Gy (3.4)
GT =Pt 4 ePtioGt (3.5)

Here we have used that for the free field realisation at level k = 1, the (p)* term vanishes,
and the Q operator takes the form, see egs. (2.26) and (2.27) of [30]

Q=2(x"x")(¢toc —¢cacT). (3.6)

(For the physical states we are interested in, the 7 and the éa operators do not play a
role.) On the other hand, the physical states are of the form [30],

q) 62p+i0'+’iH , (37)

where for example for the twisted sector ground states ® = [®,]°" as in appendix A.2.
This is now sufficient to determine how many G~ in (3.2) are G~, and how many are G

We claim that (for g > 1) of the n + 3¢ — 3 G~ fields that appear altogether we take®

(n—24+29) x G, and (g—1) x GZ;. (3.8)

SFor g = 0 we can make sense of the negative number of G~ fields in (3.8), as well as the negative power
of GT in (3.2), as in [31], see the discussion around eq. (2.23) there.

~10 -



This prescription is simply a consequence of overall charge conservation. Indeed, the total
exponential of the ghost fields equals

n(2p +ioc+iH) + (n —2+2g9)(=2p —ic —iH) + (g — 1)(—io) + (g — 1)(p+iH)
=(g—1)(2(—2p—ioc—iH)—ic+p+iH)
— (g — 1)(=3p — 3ic —iH), (3.9)

where the last term in the first line comes from the (g—1) G fields. The last line describes
exactly the required background charge for genus g.

This prescription now reproduces correctly (3.1): if we apply G_; instead of G_; to
the physical vertex operator, we pick up the term

Q1 [®,]™). (3.10)
(The prefactor coming from
e—2p—ia—iH(Z) 62p+io+iH(w) ~ (Z o ,w)4—1—2 — (Z _ U})l (311)

guarantees that we pick up the (—1)-mode of Q.) From our analysis in appendix A.2 it is
easy to see that the —1 mode is simply

w

Q. [(I)w](w) = 2w [58_50_ X% X:wTH(I)w] ) (3.12)
for w odd, see in particular eq. (A.11), and similarly for w even, i.e.
Q1 [f]™) = 2w|¢f &y xb X Tw @] (3.13)
and s
Q1 (@)™ = 2w|&f & X XTw 1 Pu] (3.14)

see egs. (A.15) and (A.16). What is important is that in each case we have the product
£¢5 which, according to eq. (2.12), maps

1 1
m1|—>m1—§, m2|—>m2+§. (315)

As a consequence, see eq. (2.13), the J3 eigenvalue of this state is unchanged, but the spin
is shifted by

j:ml—m2|—>j—1. (3.16)
On the other hand, if we replace one of the G~ in the Beltrami differential by G, we need
to integrate the vertex operator associated to the state @ = Q_3|0). We can then express
the € modes of Q in terms of a contour integral, and use the techniques of section 5 to
rewrite the ¢ fields in terms of é}‘jﬁ modes acting on the physical vertex operators. This
therefore has the same effect as above, i.e. each G~ field reduces the (total) spin by 1. As
a consequence, the sum over the spins j; on the left-hand-side of (3.1) becomes (initially
each spin was j; = 3)

n

" 1
Zjl-—2—(n—2—|—2g):5(n—2+29)—(3g—3+n), (3.17)
=1

i.e. it satisfies the constraint (3.1) with the bosonic level equal to k + 2 = 1.
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3.2 Uy charge constraint

While the previous consideration takes into account the constraints from picture changing,
it introduces another problem: in our free field realisation, all vertex operators initially
have Uy = 0, and this is also not affected by spectral flow. However, once we have applied
Q, we do not only shift j; — j; — 1, but also Uy — Uy — 1, see eq. (2.14). As a consequence
the resulting correlators vanish on the nose since they do not respect overall Uy charge
neutrality. (This is also something we observed in the explicit analysis of section 5.)

This problem is a consequence of our specific free field realisation, and it already
implicitly reared its head in the analysis of appendix C (and in particular eq. (C.24)) of [1].
Indeed, the full spectrum of our psu(1,1]|2) model appears not just once in the free field
realisation, but there is a copy of it for each eigenvalue of Uy. In calculating correlation
functions we therefore need to choose the states such that the overall Uy charge vanishes,
and this can always be achieved. In our context, the simplest way of arranging for this is
to add (n—2+42g) vacuum fields with Uy = +1. The relevant field was already constructed
above, see eq. (2.29), and was denoted by W(z) = V(|0)),2).7 Thus the correlation
functions we shall be studying in the following are of the form

L n—2+2g n
(TTQwa) TI W) [TV (wiiz) ), (3.18)
a=1 a=1 =1 7
where (n 4+ 2g — 2 — L) j; are j; = —3, while the remaining j; are equal to j; = % In

this paper we shall concentrate on the correlators on the sphere, g = 0; then we may take
L =0, and hence consider the correlation functions

n—2 n

< T W(ua) [TV (25 20) > (3.19)
a=1 i=1 127772
where (n —2) j; are j; = m{ — m% = —%, while the remaining j; equal j; = ml1 - m§ — %

4 A covering map identity and its consequences

In this section we begin with analysing the correlation functions of the form (3.19) for the
case of the sphere (¢ = 0). One way to constrain these correlators is to repeat the analysis
of [3], where instead of determining constraint and recursion relations for the correlators
involving the s[(2,R) currents, we now replace these currents by the symplectic bosons.
While this is a possible avenue — and we shall spell it out in some detail in section 5
— there is actually a much more elegant method that gives rise to essentially the same
constraints. Apart from being a computationally powerful idea, it also sheds light on the
conceptual underpinning of our analysis; in particular, it suggests that we should think of
our free field realisation as giving rise to a twistor-like string theory.

"Since ‘0)(1) behaves as the vacuum state with respect to psu(1,1|2), the corresponding vertex operator
does not depend on z.
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4.1 The covering map

Before we begin with the detailed analysis of our central relation, let us remind the reader
about some properties of covering maps. We will restrict ourselves here to covering maps
of Riemann surfaces with g = 0.

Let I : $2 — S? be a holomorphic function from the Riemann sphere to itself. Given
a collection of points {z} and {z;} on S? and a set of positive integers w; for i = 1,...,n,
we say that I' is a branched covering map with branching indices {w;} if

[(z) ~a;+O((z — z)"™), z =z (4.1)

for all ¢, with no other critical points, i.e. the only zeroes of OI'(z) are at z = z;. A
fundamental result in the theory of Riemann surfaces is the Riemann-Hurwitz formula,
which, for genus g = 0 surfaces, states that the order of a branched covering map (i.e.,
the number of preimages of a generic point) can be determined purely by the branching
indices, and is given explicitly as

n
w; — 1
N=1+ . 4.2
> (4.2)
=1
In what follows we will be mostly concerned with the conditions for the existence and
uniqueness of a covering map. A necessary condition for existence is that the w; satisfy

the selection rules .

n

Stwi—1)>wj—1, > (wi—1)€2Z, (4.3)

i#] i=1
where the first statement holds for all j, and the second statement is merely the requirement
that the order (4.2) of T is an integer. These conditions are enough to guarantee existence
for n = 3, but for n > 4 a covering map generically does not exist. To illustrate this, note
that I', as a holomorphic function from the sphere to itself, can be expressed as a ratio
of polynomials of order N (assuming that oo is not a branching point). That is, we can
define polynomials p™(z) such that

(s = &) (4.4)

The requirement, then, that I'(z) has a critical point of order w; at z = z;, whose image is
x;, can be written as

p (2) +xipt(z) = O((z — z)") . (4.5)

This can be thought of as a linear homogeneous system in the 2N + 2 coeflicients of the
polynomials p*(z). There are >, w; = 2N + n — 2 such equations, and thus a solution
will only exist on some n — 3 dimensional subspace of the configuration space labeled
by {z},{z;}. (Note that the overall scale of the polynomials p*(z) drops out for the
determination of I'(z), and thus there are only 2N 4 1 meaningful coefficients.)

It will be useful, for what follows in the next subsection, to view these conditions in a
slightly different way. First, note that (4.5) as well as its derivative with respect to z can
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be used to eliminate the x;. Next we observe that the “Wronskian’ behaves in the vicinity
of the critical point z; as, see also [4, 5, 32]

P (2 (2) = pT (2 (2) = O((z — )" ) (4.6)

where the prime denotes the derivative. (This identity can also be understood as arising
from the numerator of the rational function 9I'(z).) Since the left hand side is, in fact, a
polynomial of degree 2N — 2. we conclude that

p ()t (2) —pM(2)p (2) = C [J(z — 2)" " (4.7)

Here we have used that the right hand side of (4.7) has the correct vanishing behaviour at
each of the critical points, and that it is also of degree 2N — 2 because of (4.2); it must
therefore agree with the left hand side up to an overall constant which we have denoted by
C'. The important point to note is that all the x; have dropped out of (4.7).

A short argument (see appendix B) then shows that (4.7) determines the polynomials
pT(2) in terms of any two of its coefficients, as well as one overall scale factor for each poly-
nomial, see eq. (B.4). The overall scale common to both p*(z) drops out as discussed above.
So we are left with one relative scale factor and two ratios of coefficients as unknowns. These
three can be fixed by going back to (4.5) for three of the branch points, i.e. we may use

p(zi) +zip(z) =0 (4.8)

for, say, i = 1,2,3. This fixes the p*(z) completely, up to an overall common factor (and
up to discrete choices).

In terms of the branched cover I'(z) defined in (4.4), we can now rewrite the remaining
equations of (4.5) (i.e. fori=4...n) as

(i =~ T(2)) p* () = O((z — 2)™). (4.9)

In particular, if z; # T'(z;), then the covering map does not exist as specified (i.e. with
pt(2i) # 0). Thus there are n — 3 conditions (z; = I'(z;) for i = 4,...,n) that need to be
satisfied in order for the covering map to exist.

4.2 The incidence relation and delta function localisation

With these preparations at hand we can now turn to the main claim of this paper, which
constrains the structure of the correlation functions in the symplectic boson theory almost
completely. Let {z} and {z;} be some marked points on the world-sheet and boundary
S? respectively, and let {w;} be a set of branching indices. Assuming that a covering map
I'(z) for this configuration exists, we claim that

<(£_(z) + F(z)g‘i‘(z)) ”1:[2 W (uq,) ﬁ Vﬁ{’mé (xi; z1)> =0. (4.10)
a=1 i=1

8Naively it might appear to be one of degree 2N — 1, however the leading power has an identically
vanishing coefficient.
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Furthermore, we claim that if such a covering map does not exist, then the correlation
functions vanish identically,

n—2 n
(TT W) TT v (@i 2)) =0. (4.11)
a=1 =1

In fact, as we will see below, the correlators (4.11) are delta function localised on the locus
of the covering map, see eq. (4.23).
In order to prove (4.10), we begin by defining the functions”

ITi- (Z_Zi)wgl = T .
PR = iy (O T W TV ez0). (422)

The prefactors have been chosen so as to ensure that these functions are globally well-
defined, i.e. do not have any branch cuts. (Since the states |mi, mg) define a Ramond-sector
representation with respect to the symplectic bosons, the symplectic bosons pick up a sign
in going around the corresponding states for even w.) Furthermore, because of (2.37) and
(2.39), as well as (2.44), the functions P*(z) have no poles at z = z; or z = u, (and thus
no poles for any finite z). Finally, because of the prefactor and the % fall-off behavior of
£7(2), the functions P*(z) have the asymptotic form
+ N " ow;—1
P(z) ~ 2", z— o0, where Nzl—i—z
i=1

(4.13)

It would thus seem that the P¥(2) are polynomials in z of order N, but there is one subtlety
that we need to discuss: the above argument only describes the dependence on z, but the
coefficients z* of P*(z) could be arbitrary distributions of the other variables z; and z;. (In
fact, this is not just an academic possibility, but as we will see, they actually turn out to be
such distributions.) However, the distributional nature of P¥(z) is of a special kind: the
coefficients of both polynomials P*(z) are all proportional (with proportionality factors
that are all regular functions of z; and ;) to a single coefficient, say that of 20 in P*(z),
which by itself can be (and will be) a distribution D(z;, z;) of z; and z;.'° Thus we can write

P*(z) = D(zi,2:) p~(2) , (4.14)

where p*(z) are now polynomials in z of degree N whose coefficients are ordinary functions
of (ZZ', SCZ)

In order to show (4.14) we note that the OPEs of £¢¥(z) with the fields Vr;”émé (45 2i),
see eqs. (2.37), (2.39), and (2.42), imply that the P¥(2) satisfy the constraints

P~ (2)+z; PT(2) ~ O((z — )", z = 2. (4.15)

9For the following it is crucial that the symplectic boson fields are bona fide chiral free fields. Note that
the ‘free’ fields of the Wakimoto representation, see e.g. section 6.1 of [3], are not free in this sense since
for example v is not a holomorphic field in general, i.e. &y = 0 is not implied by the equations of motion.
As a consequence one cannot derive eq. (6.4) of [3] by an argument of the type we are about to explain.

10The overall distribution could, in principle, also depend on the u,, but the dependence of the correlators
on u, is completely fixed by conformal symmetry, as the W-fields do not carry psu(1, 1|2) charge, see the
discussion below eq. (5.1).
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Note that these are essentially the same equations that characterise the covering map,
see eq. (4.5). In particular, they define 2N + n — 2 homogeneous linear equations (with
coefficients that are regular functions of the (z;,z;)) for the 2N + 2 coefficients of the
polynomials P*(z). Given the structure of the covering maps we know that we can choose
a (subset) of 2N + 1 equations such that the resulting system becomes non-degenerate;
thus, all coefficients of P¥(z) are proportional (with proportionality constants that are
regular functions of (z;,x;)) to one coefficient. This establishes eq. (4.14).
Next writing P*(z) in terms of eq. (4.14) we note that the polynomials $(z) obey

D(zi,z:) (57(2) +2:07 () = O((z = 2)™) (4.16)

On the support of the distribution D(z;, z;) it then follows from the arguments below (4.7)
and in appendix B, that we can determine ¥ (z) up to two unknowns and the two overall
scale factors. By imposing the conditions

P (20) +ipT(2:) =0 (4.17)

for three of the i, say i = 1,2, 3, all the unknowns except for the overall common scale
factor of 5= (2) can be determined. This overall factor, which is not fixed by (4.17), can be
absorbed into the distribution D(z;, z;). Using again eq. (4.14) we therefore find

P~ (2) +T(2)P*(2) =0, (4.18)

where I'(2) is the ‘branched cover’ defined in (4.4), i.e. it is the function that has branching
index w; at z; and satisfies I'(2;) = x; for i = 1,2, 3, and we have used that p*(z) = épT(2)
for some constant ¢. If I'(z) is in fact the actual branched cover, i.e. if also I'(z;) = x; for
i=4,...,n, then eq. (4.18) is equivalent to the incidence relation of eq. (4.10), where we
have used the definitions in (4.12). This proves our first claim.

It remains to show that the correlators (4.11) vanish if the covering map does not
exist. We will actually show the stronger statement that the correlators are delta function
localised on the locus of the covering map. To see this we evaluate (4.18) at z = z; and
use (4.14) and (4.16) to conclude that

D(ws, ) ((wi = T(z))pH () =0 (i=1,...,n). (4.19)

By construction of the p*(z), this identity is identically true for i = 1,2,3, but for i > 4 it
leads to the condition

D(ws,2) (2 =T(z)) =0 (i=4,...,n), (4.20)

where we have used that p(z;) # 0. Thus it follows that!!

D(xi, Zl) = Z ér H (5(1’1 — F(ZZ)) y (4.21)
r 1=4

1We are assuming here that the distribution D(z;, ;) can be expressed in terms of delta functions and
their derivatives. Then the statement follows from the fact that, within this particular space of distributions,
the unique solution to the equation zf(z) = 0is f(z) o §(z).
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where the sum runs over the different ‘covering maps’, see the discussion below eq. (4.18),
and the Cr are ordinary functions of their arguments.

Both P*(z) are proportional to this distribution, because of eq. (4.14). On the other
hand, P*(z;) is essentially a generic correlator of the kind we are interested in since

n—2
lim az1(2 uf) <HW Ue) m m+ (45 2) HV J xj,zj)> (4.22)

]

—Z; -J
T (2 25)

Since the values of the labels mq, mo are arbitrary,'? it follows that the correlator itself is

delta-function localised, i.e. that

n—2 n
<H W (uq) HV“’Z :L'Z,Zz > ZCF H5 —T(%)), (4.23)
a=1 =1

where Cr contains the dependence on the z; and the u, (though the dependence on the
latter is rather trivial, see eq. (5.1) below). We also recall that I'(z) here is the function
that has branching index w; at z; and satisfies I'(z;) = z; for i = 1,2, 3.

Eq. (4.23) therefore provides an explicit and manifest realisation of the localisation
idea conjectured in [5], for which strong evidence was given in [3]. We have also worked
this out explicitly in some simple examples, see appendix C for more details. Finally, for
four-point functions one can give a fairly direct general argument for the structure (4.23);
this is explained in appendix C.2.

4.3 Fusion rules

The identity and the proof we provided above have some immediate implications for the
structure of the correlation functions. First, let n = 3. Then (4.11) tells us that the
three-point function

< H le CCZ, zz)> (4.24)
is nonzero only if, see eq. (4.3)
w; +wj > wy + 1, wy +we +w3z €2Z 41, (4.25)

where the first statement holds for any distinct choices of 4, j, k. Since this is a necessary
condition for the three-point function to be non-vanishing, we conclude that (4.25) are
(part of the) fusion rules of the theory. In fact, this reproduces precisely the expected
fusion rules of the dual symmetric orbifold theory [1].

4.4 Constraining the correlation functions

The relation (4.10) can also be used to constrain the mé-dependence of the correlation
functions. Assuming a covering map exists, let a? be the constants (that still depend on
the z; and z;) such that

D(z) ~xital(z—2)%+-, 22z, (4.26)

12They only have to satisfy the constraint that comes from the Uy charge neutrality condition, but since
&1 also carries Uy charge, this is precisely what is responsible for this shift of mb.
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Now, let us consider the Laurent expansion of (4.10) near z = z;. Using the OPEs (2.37),
(2.44), as well as (2.42), we have

n—2 n
(€ @+TEE ) TTWwa) [TV @i 20)) (4.27)
a=1 i=1
ws—1 n—2
~ _(Z - zz) 2 <H W(Ua) Vwiiil 51727zz H mt xz»zz >
a=1 e i#£]
o n—2
—i—air(z—zi) 221<HW(ua)V;”f :z:,,zZ H mi wz7zz>+...
a=1 o 1#]

Since this expression must vanish identically by (4.10), we have the recursion relation

n—2
<£1W(“O‘)Vw§ 3 (7534 1}] i (35:21))
— (4.28)
<H (Uq, V;n”;,mﬁ xi; %) H m CCZ,Zz >

a=1 i#]
Recalling that h; = mﬁ—i—mé—i—% is the J§ eigenvalue (and therefore the spacetime conformal

dimension of the corresponding operator in the spacetime CFT) of |m?, mb), see egs. (2.13)
and (A.6a), the solution to this recursion relation is simply given by

<nl:[ W (ua) ﬁ Vi (@i; 1) ) o Cji) f[ (af ) (4.29)

where C(j;) is a function of the s[(2,R) spins j; = m! — mj, and we have written
Wilgoo ») = /Wi s
Vi, (w3;2:) = Vmi,mé (743 24) (4.30)

with h; = m{ + mb + %. This is exactly the structure of the correlation function of
twisted sector ground states in the symmetric product orbifold found in [3-5, 33]. Putting
everything together, we therefore conclude that the correlators are of the form

<Th2W(ua)ﬁV,Zfl(:c,,zl)> :z:I/VF(Zi,uaJZ H ( ) H(5 — (%)), (4.31)
a=1 i=1 r

i=1

where Wp is some unknown function of the insertion points and s[(2, R) spins. The correla-
tor thus has support only on the locus where the covering map I' exists. Finally, we sum over
all possible covering maps for a given set of branching indices w;. This is exactly the ana-
logue, in the hybrid formalism, of eq. (5.28) of [3], which was obtained there by assuming a
particular solution of the sl(2, R); Ward identities. The above derivation using the free field
realisation has allowed us to dispense with the assumption that the delta function localised
solution of the Ward identities is indeed the correct solution: at & = 1 it is the only solution.

In [3], the delta function constraint was combined with a semi-classically exact saddle
point of the classical sigma model, which gave a weight of e5t%l for each such covering
map. Here

Suld) = 1o / 422/ (20006 + R o) (4.32)
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is the classical Liouville action and the scale factor ¢.; is the conformal factor arising from
the covering map, i.e.

a(z) = (JOT(2) ). (4.33)
The action Sy[¢.] is to be evaluated in a suitably regularised way [4]. Together with
the results of [33], this then suggests that the full correlator (combining both chiral and
anti-chiral degrees of freedom) is of the form

n—2 n n n

Ugy (i 2i)) = Vi e Lie a; |~ i=hy zi — 1 (2i)),
(T W a) TT Vit (s 20) ) = - W e Sul@dl TT faf |20 TT ) (25 — T (1))
a=1 i=1 T i=1 =4

(4.34)

where we have, as always, assumed that x; = I'(z;) for i = 1,2,3 (and I'(z) has branching
2

index w; at z;). Here I % is the spacetime conformal dimension of the w-th

spectrally flowed ground state — the contribution from the ground state is already captured
by the exponential of the classical Liouville action.'® One expects the Wr to be constants,
independent of I', but it would be good to deduce this (as well as the complete form
of (4.34)) directly from solving the conformal bootstrap equations on the world-sheet.

4.5 Relation to twistor string theory

We have seen above how the relation (4.10) is central to the unusual property of the physical
correlators being delta function localised to those Riemann surfaces which admit a finite
branched covering x = I'(z) of the boundary sphere. The relation (4.10) actually also gives
a more geometric picture of our free field realisation of the k = 1 sigma model on AdSz x S3.
It directly implies that the symplectic bosons ¥ (z) that appear in (4.10) are to be thought
of as homogeneous coordinates in the complex parametrisation of the target CP' on the
boundary of AdSs.

Note that in the conventional NS-R parametrisation of the AdS3 sigma model which
was employed in [3], the field v(z) (and its complex conjugate) parametrise the sphere
direction. In that case we argued, based on the Ward identities, that vy(z) = I'(z) holds
as a relation within physical correlators (see eq. (6.4) of [3]). In the free field realisation,
we do not need to go through the Ward identities to arrive at the underlying geometric
picture of the path integral localising on branched coverings.

Furthermore, (4.10) is very suggestive of a (quantum sigma model version of) a twisto-
rial incidence relation. Recall that in four dimensional (complexified) Minkowski space the
fundamental twistor relation is

Me + TN =0, (435)

where the Minkowski coordinates z,;, = ok, are written in bispinor form, and (u4, Aq)
are the (bosonic) spinor variables which are homogeneous coordinates for the corresponding
twistor space (CP? in this case).

13Tn the discussion of this paper we have assumed that the states are spectrally flowed highest weight
states with respect to the sl(2, R) factor, but their excitation with respect to the other degrees of freedom
can be arbitrary. One would expect that one can bring all physical states into this ‘gauge’, and therefore
that the conclusions of this paper apply to arbitrary physical states of the theory. This also ties in with
the expectations from the symmetric orbifold.
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In our case, £*(z) therefore play the role of twistor variables that coordinatise the CP!.
That this is not an accident can be seen by looking at the free sigma model of the symplectic
boson and fermions parametrising the psu(1,1|2); theory. This can be cast in a form which
is a two dimensional closed string analogue of the twistor open string theory proposed by
Berkovits [12] for 4d super Yang-Mills. To see this, we define the supertwistor fields

Z'= (et Yis (=t ). (4.36)
The free field action splits into left and right moving parts which can each be written as
Shefe = / d?z2 Y VZE
= /dzz (-7 @—- A& +7t (@ -A) & —x" (0 A) gt +xH I - A) )
= /d2z [(—n*(ﬁg* +ntoE™ —x T +xToYT) + JA} ) (4.37)

and similarly for the right moving piece. Here we have also introduced a U(1) gauge field
A = A; under which the Z! fields carry charge —1 while the Y7 fields carry charge +1.
The corresponding left moving current is then

J=YiZl == ¢t —nte +x T —xTYT =20 +2V =27 (4.38)

In other words, this is nothing other than the gauging of the Z current (not to be confused
with the supertwistor Z!!), which is necessary in order to describe the psu(1,1|2) model,
see the discussion below eq. (2.9). In this form, the action (4.37) and the current (4.38)
are the direct analogues of egs. (6) and (8) of [12], respectively.

From this perspective it thus seems natural to view Z! as homogeneous coordinates
for the supertwistor space CP'? — the lower dimensional analogue to the CP?* that
enters in the usual twistor string theory. Thus (4.10) is the natural bosonic incidence
relation for these variables. Also recall that the twistor string theory of Berkovits [12] is a
topologically twisted string theory which had physical correlators localised on the loci of
incidence relations such as these, see in particular eq. (16) of [12].14 This again fits with
the expectation that there is an underlying topological string description of the psu(1,1]2);
sigma model as well. This is currently under investigation [13].

5 Explicit calculations

In section 4 we used general arguments from complex analysis to derive a relationship
between the correlation functions (3.19) and the covering map. The relation in equa-
tion (4.10), along with its derivation, allowed us to impose strong constraints on the form
of the correlation functions. Namely, we were able to show that the correlator (3.19) is
delta-function localised to the insertion points that allow for the existence of a covering

1A similar statement also applies to the twistor string theory of Witten [34]. See for instance, eq. (1)
of [12] or eq. (1.1) of [35]. However, in that context the d-function localisation happens on the worldvolume
of a D-string.
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map. Furthermore, using (4.10) we could fully constrain the dependence of the correlation
functions on the J§ eigenvalue, see eq. (4.31).

As we mentioned before, we could also determine the correlators using a more direct
approach, following in essence the techniques of [3], but now working directly with the
symplectic boson fields (rather than the currents in s[(2,R)). That is, we could constrain
the correlation functions of our theory via the local Ward identities that arise upon inserting
£*(2) and n*(2) into a correlation function. In this section, we spell out the details of this
approach, and demonstrate that it can be used to exemplify the results of section 4 in a
few simple examples.

Note that the following discussion will be done for the free field theory corresponding
to u(1,1]2); in order to obtain the results relevant for psu(1,1]2) we have to divide out
the Z, generators as discussed below eq. (2.9). Since we will be considering correlators
of vertex operators that are primary with respect to Z, (and do not involve any Z_,
descendants with n > 0) there is essentially no difference between the two calculations;
the only small modification one has to take into account is that some of our fields carry
non-trivial Uy-charge, and that this gives rise to an additional contribution of the form

(Vi (21) -+ Vau (2)) = [ [ (s = 2) 7209, (5.1)
1<J

where V,(z) is the vertex operator corresponding to the primary state with Uy charge
Uy = ¢. In particular, in the physical correlators in (3.19), we will get additional such
contributions from the W fields (that have Uy charge equal to ¢ = 1) as well as (n—2) of the
Vi ms (T3 2), see eq. (3.19). These contributions will cancel against the explicit dependence
on the u, that we will find below. This is how it has to be since in the psu(1,1|2) theory,

the W field describes the vacuum, and hence does not contribute to the correlators.

5.1 Ward identities

The local Ward identities for the free field realisation of the psu(1,1]|2); model can be
deduced by considering the insertion of £*(z) and n*(2) into correlation functions. We
begin with the correlators

n—2 n
<§i(z) H W (ug) H V%”émQ (x4 ZZ)> . (5.2)
a=1 i=1

For the time being, let us assume that all of the w; are odd, so that (5.2) defines a
meromorphic function of z with no branch cuts. (The strategy for even spectral flow is
demonstrated in appendix C.) As a function of z, (5.2) has poles at z = z; with order

wi; 1 and behaves asymptotically as O(1/z) as z — co. Thus, by Liouville’s theorem, we

can construct the correlator knowing only the Laurent expansion near its poles. Using the
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OPEs (2.37) and (2.39), as well as (2.42), it therefore follows that

n—2 n 5 1 .
<f+ U1 (U HV;:M T3 Zi > = ; 2 mFZ_%a
72 R (5.3)
n— n n 2
(@) T W) TV g i) = =32 3 - Fiy
a=1 i=1 =1 (=1 i

F:=<ﬁW( )(gjv;“zm xz,zZ)HVwJ (2532)) ) - (5.4)
J#i

The Ward identities (5.3) involve several ‘unknown’ correlation functions that we would
like to eliminate. This is done by noticing that, since £~ (2) + 2 £+ (2) = £ (2), see
eq. (2.42), the OPE of £~ (2) +z £1(z) with Vy;”,? . (Tks 25) has a zero of order “A— L That
. 1772
is,

n—2
- + w; . wi—1
(€@ +ae) T Wi Hle,m i)~ 0 (-2 ), (59)
as z — zj. Using (5.3), we can write this as
w1+1
wp—1
ZZ Tk xlFZ_wO((z—zk) % ), z = 2. (5.6)
itk =1 (2 = z)

Furthermore, (2.44) tells us that the OPE of ¢*(2) with W (u,) has a zero of order 1 at
Z = Ugq, 1.€.

n—2

<§i( H (o Han;’m x5 2 > O(z—ua)), 22— uUq. (5.7)

a=1

Using (5.3), we can thus write this as

w;+1 w; +1
n 2
Z Z 87— Z Z g g,, =0. (58)
i=1 (=1 i=1 (=1 Ua

Equations (5.6) and (5.8) form a highly constraining homogeneous linear system for
the correlators F'. There are > I, w’TH = N 4+ n — 1 such correlators, and we have
2(n—2)+ > wl_l = N +2(n — 2) — 1 constraints, where N is given by (4.2). Thus,
solutions to thls system only exist given that n —3 conditions on the parameters (z;, z;, uq)

are satisfied. It will turn out, as we shall see, that the existence of a solution is independent
of u,, and the appropriate conditions for a solution to exist will be those required for the
existence of a covering map.
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5.1.1 The recursion relations

Equations (5.6) and (5.8) on their own do not give us a great deal of information, since
they relate the unknown correlators F? to each other. However, since

w

&b s, ma)]”" = [, ma + )17 (59)

we can relate the unknown F%, to the original correlation function as
2

) n—2 noo o
Fiy = <H W(ua) (Vw;mm) (zisz) [TV m%(xj;zj)> = (m} + 5>, (5.10)

a=1 gAY

where we have introduced the shorthand notation (m}+3) to represent the correlator (3.19)
with the shift m$ — mj + . Futhermore, using (2.39), we can determine the coefficient of

the O((z — zk)wkTil) term in (5.6) to be

MW (€)oo TV ) = ~mk - 0 )

a=1 Ak 2

where we have used the fact that £ w [[m1,m2)]”" = —[|jm1 — %, m2)]°", and we have again
2

used the shorthand in which (m} — %) denotes the correlator with the shift m4 — m% — %

This allows us to write (5.6) as a linear system given by

Tp — T wirl 4 p - xl C+p—1Y\
s (Pl yy e iy

ik (2 — 2i) 2 7 o (e —z) p 2 (5.12)
1
— (_1\ptl/pk _ =
= (=1)P"(my 2>5vaiT_l’

where p € {0,..., wk2_l}, while (5.8) leads to

n mi +l n 2 Fi_l
Z(< 2 12”1>2+1+ZZ(UOC—225)£:07
=1 (U — % i=1 (=
= (o =25 (e 519
Lonmity) s Py
w1 +Z 7 = 0.
=1 (ua - Zz) 2 i=1 (=1 (uo‘ o ZZ)

Equations (5.12) and (5.13) can be used to eliminate the unknown F' | /2 correlators with

r < i L and the remaining constraints define a system of recursion relations in the vari-
ables m?, m} for the correlation functions (3.19). These relations, when solved, reproduce

the structure (4.31), as we will see in the examples below.

5.1.2 The n* constraints

So far we have only concerned ourselves with the constraint equations coming from the
insertion of the fields £+ into correlation functions. As it turns out, the constraints coming
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from the ¢* insertions are both technically simpler than those for the insertion of n*
and constrain the form of the correlation functions almost fully. The n* constraints are,
however, important for deriving the Uy charge constraint discussed in section 3.2, and thus
we present them here.

Consider the correlation function

(m( H W (g val (aci;zi)>. (5.14)

Just as with the £* insertions, we can use the OPE of n* with the vertex operators to
constrain the form of this correlator. This is slightly more complicated than for the &+
insertions, since the OPE of n* with W has a first order pole. The result is

n—2 n n 2 n—2 1
(@) TT W) [TV g isz) =30 32 ooy g+ 30 = A
a=1 i=1 i=1 ¢= a=1 «a (5 15)
n—2 n n wi;l n—2 1 ‘
— w; o . X i _
(7@ W) TIVE g wi2)) = =32 30 omm Pl + 3 omaa
where we have defined
n—2 n
Fr= <H W (ua) (U?Vf:{,ml (w43 ZZ)) H V;UJJ J (x]a ZJ)> )
a=1 A
(5.16)

Just as for the ¢ analysis, the linear combination 17 (z) + 2 n7(2) has a highly regular
OPE with V;f,? s (xg; 2zx). That is,

<(77( +xEn T ( )HWua HV“” xz,zz> (’)<(z—zk)2>, 2= 2.

Explicitly, this imposes the constraints

'Lu+1
n—2 ,—
A AT wy,—1
ZZ Tk — xng_;"‘ MN(O((z—zk) e ), Z = 2. (5.18)
o (=) a=1 =7 M

Unlike the &* case, however, there are no constraints coming from the behavior of this
correlator near z = u,. Just as before, since we know the action of 7@ and 7~ on the
2 2

state [[m1,m2)]7", we also know the form of Fi, , as well as the lowest-order coefficient on

2
the right-hand side of (5.18). Putting this together, we end up with the linear system

wzfl
n wi—1 n
3 e | 2mi(mi +5) + Z G Fe’—l
i;ék(zk—z) +p p iFk =1 2k — 2i) p
n—2 —
A +apAL ptlo ks k1
i a=1 W - (_1) 2m2<m2 B §>5p7wk271 (5.19)
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for p=0,..., w’{l. Equation (5.19) defines a linear system of > /- wZTH =N+n-1

equations for 2(n —2)+ > i_ wl*l = N 4 2n — 5 unknowns, and is thus under-constrained
for n > 4.

5.2 Some three-point functions

Let us begin by demonstrating the utility of the local Ward identities from above in the
simplest possible case: the three-point function with unit spectral flow. That is, we aim to
constrain the correlator

< H mi xl,zz > (5.20)

Let us start with the £ constraints. In this simple case, the linear system defined by (5.12)
and (5.13) takes the form

3 i 1

ST i f>:—<m1—f sz

itk kT F i=1 i=1

3 i
—0, Z””l —3) _g. (5.21)

U — 2

By the global sl(2,R) symmetry of the theory, we can perform a Mé&bius transformation
to bring x1 = 21 =0, z9 = 29 = 1, and x3 = 23 — oo. With this choice, the first equation

n (5.21) becomes
3

co1 1
E (m+ )+ (mf - ) =0, (5.22)
; 2 2
i#k
while the last two are easily solved to yield
1 u—1 1 1 1 1
2 A\ 1+ 3_Av_ Aty 4
(mj 2> " (my 2> , (my 2> u<m1 2> : (5.23)

(mi+3) = (my—3) (5-24)
for all . The most general solution to (5.24) and (5.23) is given by

<W(u)anl%7m% (0;0)V,pz 2 (15 1)V, e (005 %))

(5.25)
= C(u, 8)(—u) M) (u — 1) 7202
where C(u, S) is an arbitrary function of !> and
S::m%—m§+m§—m§+m§_mg. (5.26)

The u-dependence of eq. (5.25) is an artefact of the fact that we are working with the full
free field u(1, 1|2) theory, rather than with psu(1,1|2);. In particular, the u-dependence of
eq. (5.25) disappears upon removing the factor that comes from the Uy charge terms, see
eq. (5.1) and the discussion below.

15C(u, S) could also depend on the m§ mod %
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Note that eq. (5.25) matches the analysis of section 4, particularly eq. (4.31). Indeed,
the relevant covering map in this case is simply I'(z) = z. Since I'(z) = z; + (2 — z;), the
constant a} in (4.31) is always just 1. Thus, we should expect the three—point function
with unit spectral flow to have no dependence on h; := m} + mi + 3 5, and this is indeed
what we have found.

Now, let us consider the n® constraints for this correlator. With our choice of
Ti, zi, (5.19) becomes

. 1 A AT
> 2mi(mi + < 2 AT mRAT = —2mb(mb — §>. (5.27)
ik kU

This is a system of three equations with two unknowns, A*, and thus the unknowns can
be eliminated. After eliminating A* and using the solution (5.25), we are left with the

simple constraint

C(u,S—i—;) S=0. (5.28)

Thus, C(u,S) must be proportional to C(u)dg 1 for some function C(u), and the three-
2
point function takes the form

(W @)V 1 (0:0)V,0 2(131)V,ha (005 00) )

2 2

= C(u)(—u)"20mim2) (4 — 1)72mi=mE) g

’2

(5.29)

It is worth noting that the constraint & = % is exactly the statement of the Uy charge
condition in section 3.2. We should also mention that, because of (5.1), we know that the
function C(u) must be of the form C(u) = Cu(u—1), so that the total u-dependence has the
expected form. (Recall that the Uy-charge of the vertex operator anu my 18 ¢ =mp—m —%)

Finally, let us check that (4.10) actually holds for this three-point function. The
appropriate covering map is simply I'(z) = z. Using the local Ward identities and the

solution (5.29), we have
3.
<(€ (2) +T(2) €* ) HV’”Z xz,zz>zz<m§+§>:0. (5.30)
i=1
5.2.1 The three-point function with (w1, w2, ws) = (3,3,1)

The computation of three-point functions with higher values of the spectral flow parameters
(w1, wa, w3) works similarly to the (wy, we,ws) = (1,1, 1) case discussed above. Let us sum-
marise the main steps of the computation by means of an example, the three-point function

(W (u) V3 (0500 V3 (131) Vh (003 %)) (5.31)
Egs. (5.12) and (5.13) define a linear system of seven equations in the seven unknowns

o1 S
Fi, F?, <m§—§>with¢:1,2,3, <m§+§>withj:2,3. (5.32)
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The solution of the linear system implies

1 1
(m1 — §> = (mj + §>7 (5.33a)
1 1 u—1 1
2 _ = == 2 —_ = 1 —
(mj 2> (m3 + 5 " (m3 + 2>, (5.33b)
I, 3, 1o § 1 1
<m1—§>—3< 2+2> u<m2+2>’ (5.33¢)
reproducing eq. (4.28) with
ai =1, ab=1, df=3. (5.34)

The correlator is then fixed to be
<W(u) ngz},mé (0;0) Vif,mg (1;1) leﬁ,’mg (o0; oo)>

1 1 2,2
(3 tm3 3\ 3 mi—may
e (3] (2,

u2 u—1

7 (5.35)

[N

where again C(u) = Cu(u — 1), see the discussion below eq. (5.29). The constraint S = 1
follows again from the n* constraints (5.19). Finally, one easily checks that the incidence
relation (4.10) is indeed obeyed.

We have performed a similar analysis for all three-point functions with w; odd and
w; < 19, and shown that it leads to the correct covering map solution (provided that the
selection rules (4.25) are satisfied). We have also checked that this solution indeed satisfies
the incidence relation for w; < 9.

5.3 The four-point function with (wy, w2, ws, wy) = (1,1,1,1)

The three-point function examples of the previous subsection demonstrated several key
features of correlation functions in this model, including the identity (4.10). However, as
a covering map always exists for three-point functions, one does not see the localisation
of correlation functions at the level of the three-point function. To provide an explicit
example of how localisation emerges for higher-point functions, we turn our attention to a
four-point function. We will concentrate on the simplest case where all spectral flows are
equal to one, i.e.

1
<ﬁ W (ua) I ] anzg,m; (s Zi)> : (5.36)
=1

a=1 =
5.3.1 Localisation

The relevant covering map for the w = 1 four-point function is simply given by a Md&bius
transformation satisfying I'(z;) = ;. Such a function only exists provided that the cross-
ratios of the two sets of variables coincide, i.e. provided that

(21 —2)(23 —24) _ (21 — m2)(w3 — 74)

(21 — 23)(22 — 24) - (x1 — x3) (w2 — 24) (5.37)
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We want to show in the following that the correlation function indeed localises to this con-
figuration, i.e. that it vanishes unless (5.37) is satisfied. Adopting the short-hand notation
of the previous section, egs. (5.12) and (5.13) take the form

4 1 4

D s

i=1 ¢ =1 o

T

1 |
<m§+§>zzu _z<ml2+§>:o, a=1,2. (5.38)

Just as for the three-point function, we can use the conformal Ward identities to set
x1 =21 =0, x9 = 29 = 1, and x3 = 23 = 00, in which case the relevant covering map is
simply I'(z) = z. Equation (5.38) becomes then

1, , 1. 1 , 45 1. 1 , , 1

E<m2+2>+uo¢—1<m2+§>+ua Z4<m2+§>20’ (5.39%)
mi+ Sy o b b o (5.30D)
U — 1V 2 2 2090 Ty —z 22 ' '

Multiplying (5.39a) by u, and then subtracting (5.39b), one finds

1 1 1 Ug — T 1
1, 2, + 3, = a 4 4
<m2+2>+<m2+2>+<m2+2>+ua_z4 <m2+2>

-0, a=12.  (540)

The first three terms are independent of «, and one immediately deduces
1

up—x4 , 4 1 U — T4 , 4
il Q. - 41
p— <7ng+2> p— <m2+2> (5.41)
and hence 1
(24— 2z4) (m3+ =) =0. (5.42)

2
Thus, the correlation function is non-zero only if x4 = z4 = I'(z4). We also note that this
has precisely the form of (4.20), and hence implies that the correlator has the structure

,m§(13 1)anﬁ7m%(oo; Oo)vnlz‘f,m;* (245 z4)> x 0(xg —24). (5.43)

2
(11 W (ta) Vb1 s (0:0)V, 2
a=1

5.3.2 Explicit form of correlator and incidence relation

We can actually be more specific about the form of the correlator. To this end we deduce
from eq. (5.12) that
1

S St W W Ry ey _
(m1—2) ;Zi_zj<m2+2>, i=1,...,4. (5.44)

For our choice of insertion points and using (5.42), this becomes

(k= 5) = (m3+3). (5.452)
I, I, wg(ug —1)(ug — 1) 1

(mi — §> = (m3 + §> -= uqu(m _21) (mj + §> ; (5.45b)

(= 3 = (m§+ 5) = (b + ), (5.45)
I I (ur — 24)(ug — 24) 1

i = ) =+ ) = D TR (5.454)
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This set of recursion relations fixes the m¢ and m? dependence of the correlator as

2
1 . 1 . 1 . 1 .
(LL W ()i g 000V g (15 1)V, 1y (005000 Vog (i 20)

UIUQ)—Q(TTL%—TTL%) ((ul _ 1)(U2 o 1))—2(m%—m§)

- C(’U,l,’U,Q,LU;l,S) (_ T4 T4 — 1

4 4
(w1 — z4)(up — x4))—2(m1—m2)
— 0(xy — 24), 5.46
(- (e - 22) (5.46)
where C'(u1,u2,x4,8S) is a function of uy, ug, x4, and
4
S= Z(m’l —mb) . (5.47)
i=1

Note that eq. (5.46) does not carry any dependence on the J3§ eigenvalue mi + mb, in
agreement with (4.31). In fact, for the choice of insertion points made above, the covering
map is simply I'(z) = z,and a = 1 fori = 1,...,4. We also note that the u; dependence of
eq. (5.46) comes from the Up-charge terms, see eq. (5.1) and the comment below eq. (5.25);
this fixes the u; dependence of C(u1,us,x4,S) to be
C(u1,ug,x4,S) = H Ug (Uq — 1) (uq — 24) C(24,S) . (5.48)
a=1,2
It is also straight-forward to confirm that the correlator satisfies indeed the incidence
relation (4.10). For our choice of insertion points this amounts to

127772

2
(€ (@) +265@) TT Wa)Vhi s (0:00VEe o (151)VEs (005 00) V0 a(was 20))
a=1

= (mh + =0, (5.49)

where we have used eq. (5.45).

This analysis takes care of the constraints that come from considering correlators with
the insertion of £€*. We can also determine the constraints that come from the insertion of
n* into the correlators, following the general method of section 5.1.2; the analysis is a bit
technical though, and we have therefore relegated it to appendix D. The most interesting
novelty relative to the situation for the three-point functions of section 5.2 is that we
cannot directly eliminate the unknown correlators Agf, and that they actually turn out to
involve also derivatives of delta-functions, not just delta-functions, see eq. (D.19). As a
side-product we also deduce the constraint that S has to equal S = 0, see eq. (D.11), which
is just the Up-charge condition. Note that S = 0 is in particular compatible with two of
the j; = m} — m} to be equal to j; = %, and the other two to be equal to j; = —%.

6 Conclusions

In this paper we have analysed the world-sheet correlation functions of string theory on
AdS3 x S? x T? with minimal NS-NS flux (k = 1), and made the matching with those of
the dual symmetric orbifold theory manifest. The main advances relative to [3] are that:
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(i) Our analysis was done directly in the hybrid formalism, using the free field realisation
of psu(1,1|2); in terms of symplectic bosons and fermions. (The analysis of [3] was
done in the NS-R formalism, and only made use of the bosonic sl(2, R);12 symmetry.)

(ii) As a consequence we could derive stronger results: in particular, we could show that
the solution is delta-function localised, see (4.23) and (4.31). (In [3] it was only shown
that such a delta-function localised solution exists, but it was not clear (and probably
also not true) that this is the only solution of the sl(2,R);1+o Ward identities.)

(iii) These special properties of the correlation functions have a nice geometric origin,
namely the ‘incidence relation’ (4.10), that suggests a close relation to a twistor
string theory description, see section 4.5.

There are a number of open problems that remain. In particular, our analysis only concerns
the chiral correlation functions, and we therefore cannot fix directly the full world-sheet
amplitudes. However, given the results of this paper, it should now be possible to solve
the bootstrap equations for the psu(1,1|2); WZW model, and thereby fix the undeter-
mined constants, say in (4.34). Once this is done, one should also add in the ghost (and
fermion) contributions, and confirm that one obtains indeed the correct symmetric orbifold
correlators (including normalisation, etc.).

In this paper we have only considered the situation on the world-sheet sphere. However,
most of the arguments also go through for higher genus; this will appear elsewhere [36].
We have also only analysed the case of AdS3 x S x T*; it should be possible to do a
similar analysis for AdS3 x S? x S3 x S!, for which the relevant WZW model is associated to
0(2,1|a)g. The tensionless limit for that theory arises if the level of one of the su(2) factors
equals one, say kT = 1, and the world-sheet theory has a free field realisation in terms of
symplectic bosons and fermions if also the other su(2) level equals one, k* =k~ =1, i.e.
a=1and k = % [37]. Another class of backgrounds that should be accessible by these
methods are the quotients of AdS3 x S? x T4 that were recently studied in [38].

The free field description of the world-sheet theory which we have developed and
utilised in this paper should also allow one to attack other problems. For example, it
should not be too difficult to study the D-branes of this world-sheet theory in terms of the
free field description, see e.g. [39-41]. This should give access to some non-perturbative
aspects of the dual symmetric orbifold theory, and thereby shed light on the extent to
which this duality holds beyond perturbation theory.

Another direction which would be physically very important is to use the free field
description to construct the vertex operator which adds an infinitesimal amount of RR
3-form flux (in the g5 — 0 limit). It would be interesting to understand how to treat such a
perturbation about the tensionless limit and, in particular, whether this modifies the delta
function localisation of the correlators.
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A Spectrally flowed representations

In this appendix we shall describe various spectrally flowed representations in more detail.
We begin with the §2-spectrally flowed vacuum representation.
A.1 Another vacuum representation

We want to show that the state defined by (2.29) is indeed the vacuum state with respect
to psu(1,1]2). First we note that the & spectral flow acts on the free fields as

G017) = m_y s 6(65) = €51 (A.1)
0G) = X412 G(r) = Uy (A.2)

Q>

The action on the psu(1,1]2); and u(1) generators is then

&(Ty) = T 6T = J% (A.3a)
6(K3) = K3, 5(KE) = KX, (A.3b)
5(So*) = S 5(Un) = Un + 36m0. (A.30)
&(Vin) = Vin + %5m,0 : 6(Zm) = Zum + Omo - (A.3d)

It therefore (almost) leaves the psu(1,1|2) generators invariant, while it shifts the eigenval-
ues of Uy and Vj.

In order to see that (2.29) is indeed the vacuum state we first note that because
of (A.3a) and (A.3b) this is the case with respect to the bosonic subalgebra sl(2, R); ®su(2);;
here we have used that the fermionic excitations do not modify this property, as one can
easily see from the free field realisation. Note that the fermionic generators are required to
guarantee that the state is also annihilated by the 5357 modes with n > 0; in particular,
since 6(S%7) = Sf‘nﬂ_ 1, this requires that

Sy 0 T 0 pl0) =0, m >0, (A.4)

as one verifies again directly from the free field realisation. The other supercharge genera-
tors work similarly. Finally, the Uy charge of |0)(}) follows directly from the spectral flow
property (A.3c), while for Vj we use that

Vo 1/11’3/2 ¢:3/2 1/11_1/2 ¢:1/2|0> =2 wtg/g ¢:3/2 wi_l/g 1/}:1/2‘(» ’ <A5)

since each 1® generator carries Vj charge —1/2. Together with (A.3d) this then shows that
Vo[0)M) = —10)™) | and hence leads to (2.30).
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A.2 Twisted sector ground states

In this appendix we identify the twisted sector ground state of the dual CFT in terms of
our hybrid description. Let us start by recalling that under the usual spectral flow the
operators transform as

" (Jm) = o+ =5 0mo. (A.6a)
() = Tz s (A.6b)
o (Kp) = Kp, + ]%U(Sm,o : (A.6¢)
oV (KE) = Kiiyy (A.6d)
o (5287 = S:ﬁj%w( 5ea) (A.6e)

In addition, the energy-momentum tensor transforms as
0(Ly) = L + w(K2 — J2). (A7)

In the hybrid formalism, the mass-shell condition is

Ly =0. (A.8)

We also note that on the highest weight states of the above (unflowed) representation
Lo = 0. This follows from the fact that the Casimir of psu(1,1]|2) vanishes on the short
representation, see eq. (3.25) of [1]; it also follows from the observation that the 4 free

fermions contribute A¢ = % = % to the ground state energy — they are in the R sector —
while the 4 symplectic bosons contribute Ay, = —% = —i, see e.g. section 4.2 of [2] so that

the total ground state energy is zero. Thus the mass-shell condition in the w-spectrally
flowed sector is
N+wn—m)=0, (A.9)

where N is the excitation number before spectral flow, while m and n are the J§ and Kg
eigenvalues before spectral flow.
A.2.1 The case of odd w

For odd spectral flow w, the twisted sector ground state should have conformal dimension

w? —1
h = A.10
— (A.10)

and define a singlet (highest weight state) with respect to the su(2); algebra. From the
world-sheet perspective the relevant state is

[(I)w]aw ) with (I)w = X:walw:wal e X:1"¢:1 X61/16|m1, m2> ; (All)

where m1, mo are fixed by the mass-shell condition and the requirement that Zy = 0,

w? +1
4w

1
mi+mg = — , ml_m2:§- (A.12)
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Indeed, since the K¢ eigenvalue before spectral flow is n = —%, the K§ eigenvalue after
spectral flow is zero. (In fact, the state transforms as the vacuum with respect to su(2);.)
Similarly, the J§ eigenvalue before spectral flow equals m = mj + ma = —%, and
thus (A.9) is satisfied with excitation number N = W. The state is also physical

since it is annihilated by Lo and Qp, given that the modes Q,, are explicitly
Qn =2 Z (r—s) jf;X;X; Orts+ptan - (A.13)
T787p7q

On the " twisted sector state (A.11) the fermionic modes are only non-zero provided that
p+q < —1, and as a consequence r + s > n+ 1. In particular, Qg therefore annihilates the

state, while for Q_; the contribution with » = ¥ and s = —% survives, leading to (3.12).
A.2.2 The case of even w
For even spectral flow, the analogue of (A.10) is
w
h=— A.14
4 ’ ( )

and the ground state of the twisted sector is two-fold degenerate, with the two states
transforming as a doublet with respect to su(2). The two states are then given by [®£]7",
with

(I)Jur; = X:%_H@b:%_,_l S X1%Z1 Xo Yo [ma, ma) (A.15)
¢, = X:%w:%X:%+1¢:%+1 S X1 Xo Yo Ima, ma) (A.16)

In this case the mass-shell condition and the requirement that Zy = 0 are

1
ml—l—mg:—z, ml—m2:§. (A17)

B On covering maps

In this appendix we explain how the conditions on the covering map determine the polyno-
mials p*(z) up to two overall scale factors as well as two coefficients. Since we can factor
out the two overall scale factors, this, in particular, implies that the conditions on the
covering map can be written in terms of ratios of expansion coefficients, see the discussion
below eq. (B.3). Let us start by denoting the coefficients of p*(2) as

N N
p (2) = Z apz” pT(2) = Z brz" . (B.1)
k=0 k=0

Then the constraint (4.7) becomes

N 2N—-1 ]
Z (k‘ - l)akblzkﬂ_l = Z Cj_lz]_l . (B.2)
k,l=0 =1

Here the right hand side is the expansion of the polynomial C'[[" (2 — z)%~!, with
Con—2 = C being the only unknown. The left hand side has the (2N +2) unknowns {a;, b;}.
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We can eliminate C' by considering the (2N — 2) equations that come from equating
powers of z on both sides of (B.2),
min(j,N)
Z (j — 2l) aj,lbl = éj_l(aNbN_l — aN_le) N (B.?))
=0
with C;({z;, w;}) = % and j =1,...,(2N —1). Since (B.3) is homogeneous in the {a;,b;},
we can take out a common factor of, say, (anyby), and write these equations purely in terms
of the 2N variables {a; = %,Bj = é’—;} for j =0,...,N — 1. We can fix two of these,
say (o, fo), and parametrically solve these (2N — 2) equations for the remaining (2N — 2)
variables. This algebraic system of equations will generically admit a finite number of
discrete solutions for the {a;, 3;} for any fixed (v, Bo).
We have thus obtained a family of covering maps which have the right branching
behaviour at z = z; and are expressible in terms of the two parameters (o, o), together
with the individual scaling factors of (an,by). We can thus write the solutions to (B.2) as

p (2) = an ¢ (a0, Po; 2) , pT(2) = by q" (o, Bo; 2) - (B.4)

Thus we have a solution for the covering map in terms of a common scale factor and three

unknowns (%’ ap, Bo)-

We can fix these three unknowns by demanding that
P (2) +@ip” (1) =0 (B.5)

for, say, i = 1,2,3. Again, as algebraic equations we generically will have finitely many
solutions. The covering map is thus determined up to these discrete choices. In particular,
['(z;) for (i =4,...,n) are now fixed to discretely many values.

C Using the incidence relation to determine correlators explicitly

The insights of section 4 do not just exhibit the underlying structure of the correlation
functions. They also provide a quite powerful method for the explicit calculation of the
correlation functions. In this appendix we demonstrate this for the example of a four-point
function with w; = 2 for all 7.

C.1 A simple example

Let us set without loss of generality 1 = 21 =0, x2 = 25 = 1, and 3 = 23 = co. Then the
covering map with branching w; = 2 for all ¢ is given by

22 <i2\/zz—24+1—22’4—2+32’4>
:|:(32’—2)1/ZE—Z4+1+322’4—Z4+2’

with the two signs corresponding to the two possible covering maps. Moreover, this covering

I'(z) =

(C.1)

map only sends z4 to x4 provided that

T4 = F(Z4) = 24 (:l: 2(24 — 1)\/22 —z4+ 1+ QZZ —3z4 + 2) . (02)
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We wish to show that the correlators are only nonvanishing on this locus. The degree of
the covering map is N = 3, and so P and P~ are order 3 polynomials. Let us write

3
PE(z) = Z ctam, (C.3)
m=0
The constraints (4.17) imply that
3
P (%) +2;PT (%) = Z ot aich) 2 =0,
m=0 (C.4)

(P~ (2) + 2P (2))

z=z;

3
:ch + x;c )z;n—1:07
m=0

16

for ¢ = 1,2,3,4. Since we have set £1 = 21 = 0, 9 = z0 = 1, and z3 = z3 = 00, ° we
obtain ¢, = c¢; =0 and cy = C:J{ = 0, while the remaining system is given by
¢y +e5 e+ =0
2¢, +3c3 +¢f =0
2 3 1 (C.5)

— 9 _
cq 2] + 3 23+ c§xa+ i 1424 =0
2¢y 24 + 30523 +cfzy=0.
This is a homogeneous system of four equations and four unknowns. It only has a nontrivial

solution if its determinant vanishes, namely if 2% — 42424 + 62423 — 41423 + 2} = 0. In fact,
one can massage this system to show that

(23 — dwgzy + 62427 — dwgzi + 24) . = 0. (C.6)

The polynomial prefactor vanishes precisely when (C.2) is satisfied, and thus the coefficients

¢t are localised on the locus 24 = I'(z4),

X Z v 0(zg — T'(24)) - (C.7)

Since the correlators are simply linear combinations of the coefficients of P¥(z) (see (4.22)),
we conclude that the correlators localise on the same locus.

C.2 Delta-function localisation for four-point functions

In this appendix we give a direct argument to show that the four-point functions are
delta-function localised. Let ¢ be the 2N + 2-dimensional column vector containing the
coefficients of P*(z), and let M be the (2N + 2) x (2N +n — 2) matrix implementing the
linear system of constraints, see eq. (4.15)

Y P (2) + 2, PT(2))

:0, 621,...,11)1‘, (08)

z=2z;

16 A5 always, taking insertion points to infinity requires some care. In this case, one must take the limit
in such a way that z3/ 22 remains constant.
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which we may write as a matrix equation, M¥ = 0. (Recall that Y, w; = 2N +n —2.) For
n =4, M is a square matrix, and let A be the adjugate matrix of M, i.e. the matrix such
that AM = det M 1. Then we can multiply both sides of our system by A — note that
the entries of both M and A are regular functions of z; and z; — and we obtain

(det M) =0 = (det M) P%(2) =0. (C.9)

Using eq. (4.22) it then also follows that

(det M) <H W (U HV“’Z azz,zl)> =0. (C.10)

Now, let us assume that we have fixed x; for ¢ = 1,2,3 and z; for i = 1,2, 3,4, so that x4
is a free parameter. Since det M is a polynomial in x4, we can write

det M = C [] (x4 — T'(24)), (C.11)
r

where the product is over the different covering maps, and C' is a non-zero constant. Here
we have used that det M = 0 is necessary in order for the covering map to exist — recall
that (C.8) are also the constraints that characterise the covering map.'” Putting these two
identities together we conclude that

[T - <H W (e Hv:;g,mg (212)) =0, (C.12)
r =1

and the correlator must therefore be a sum of delta-functions,

<kua Z,I:[Vmi xz> Zopa (24 — T(z1)) , (C.13)
where CT contains again the dependence on the other variables.

D The n* analysis for the four-point function with w; =1

In this appendix we analyse the constraints that come from the insertion of the n* fields
into the correlator for the case of the four-point function with w; = 1, following the general
method outlined in section 5.1.2. In particular, eq. (5.17) leads to the recursion relations

1 ri—x; 5, 5 1 A+ zAY

2mb{mh — )+ 2y —Tmd(m! + )+ e e . D.1

b~ 3) 25 T ] 4 )+ 3 ST (0.1)
Note that unlike what happened for the three-point functions in section 5.2, this time we
cannot simply eliminate the unknowns AX and obtain a relation involving only correlators
of the form (5.36). In fact, (D.1) amounts to four equations in the four unknowns AZ.

1"We have also checked (C.11) explicitly, and at least for generic choices of z; and z; this identity is
true. For special cases the determinant det(M) may actually be a higher order polynomial in z4, but then
the additional factors that appear on the right hand side involve x4 or (x4 — 1), which describe various
degeneration limits.
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One strategy to proceed is to derive relations for the correlators AX by inserting an
additional ¢* field into the AZX correlator, and using the techniques of section 5.1. To be
specific, for the correlator Af, we consider

4
_ Xy i 1
(€ @MW @)VVVV) = =3 “af (mh+5) . (D20
i=1 ¢
1A% (
A
E MW (u)W (u)VVVV) =3 222 (m3 + 3) , (D.2b)
3 = z—z
where we have adopted the notation
1 4
AT <m% + 2) = <(n;W)(u1) W (u2) anl;m%%(:vl; 21) l:Ianlli’mé(xi; zl)> (D.3)
and similarly for A] (m} + %) with 4 = 2,3, 4. Since
§_(Z)(77—£W) (ua) = (f 1771 W) (ua) + O(2 —ua) = =W(ua) + O(2 — ua), (D.4)
imposing regularity at u; and us leads to
shodfmied) shadfmi+) D
=1 W1 T B = u2 — 2 '
AL +g) SALmy ) (D.5b)
= w2 7 = up—z ’ '

where
2 4
()= (TTW(a) TT v,;§7mé(xi;zi)>. (D.6)
a=1 =1

Similar relations can be derived for A, A; and A, , and the resulting relations take the

form
AT (mb + 1 Az (mb+ 3
ZW:<”_>% ZW:“”W’ (D.7a)
z B — Zi i g~
At ! 1 iA_ i 1
Aty yridalmety) (D.7b)
; ug — % i ug — %

where o, 8 € {1,2}.
Next we solve the combined system of egs. (D.1) and (D.7). Performing the shift

mb — mb + 1 in (D.1), and summing over i = 1,...,4, we deduce
S i — 1 1
E mh (... +E E : Ymi+Zsmh+2) =0, (D.8)
‘ 2’ 2
=1 1= 1]751

where we have used (D.7). Note that we have exchanged the roles of ¢ and j in the second
term of (D.8). We can further simplify the result by realising that (5.44) implies

.%‘Z‘—:L'j i 1 j 1 .
—(...)= —=; — =1,...,4. D.9
< > jz#:zzz_zj<ml+2?m2+2>a ? ) ) ( )
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Thus eq. (D.8) becomes

Smi—my) () =8(...) =0, (D.10)

where we have used eq. (5.46). Thus we can deduce that
C(u,S) =C(u)dsy, or equivalently (...)xdsp, (D.11)
which is precisely the Uy charge conservation constraint discussed in section 3.2.

D.1 A consistent solution

We have seen in section 4.2 that the correlators themselves are delta-function localised.
One may then ask what the localisation property of the AL correlators are, and whether
these various relations have in fact a consistent solution. In order to study the functional
dependence of these correlators it is useful to take advantage of the fact that

T Vi my (@,2) = 05V o (@, 2) . (D.12)

In terms of the free fields £ and n™, see eq. (2.2), this becomes

,l
2

1 1
. . 1 1.1° . . 1 - 1°
I lmsm))” = [lmbm + )|+ 2mi et [t + Somi)| . (©a3)

18

Inserting (D.13) into a correlation function, ® we obtain the differential equation

Op, (... )= <Oi[1W(ua (77 anlleﬁ_é) Tiy i) HV $J,Z])>

2

+2m§<H (ua)(g+ V1 i L i ) Ti, % HV x],zj)> (D.14)

a=1 Jj#i

The two terms on the right-hand-side can be simplified by rewriting them in terms of a
contour integral, which we may then deform to encircle the other insertion points. This

leads to
<ﬁW( )<£+ vL _)(, IYTIVY (= .)>__Z<m%+;> (D.15)
P T R T Rl A PP '
2 Lo AT
(LW o TT V) =~ £ 2

(D.16)

18This procedure is somewhat analogous to the way in which the Knizhnik-Zamolodchikov equation [42]
is derived: we write the derivative operator 8, = J; in terms of bilinears of (in our case free) fields, and
then use contour deformation techniques to rewrite this bilinear expression of the free fields. Note though
that for the actual Knizhnik-Zamolodchikov equation the derivative operator is a bilinear of currents (via
the Sugawara construction), while here they are the free symplectic boson fields.
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Then eq. (D.14) becomes

Oy () + Y — 22

a=12 Ya "%
j#i (Zj - Z’i) i (zj - Zi)
As a side-remark we note that multiplying eq. (D.17) by a:f“ with p € {-1,0,1} and
summing over ¢ = 1,...,4, we recover the global Ward identities of the spacetime CFT
4 . |
> 0, + (p+1) <m11+m’2+2> mf}<>:0 (D.18)
i=1

Here, however, we want to use eq. (D.17) to constrain the functional dependence of the
different correlators. While we have not managed to show that there is a unique solution
for the AE correlators, we claim that there exists a solution with the ansatz

o ,
A <m2 + 2) — AE 62— wa) + A S (24— ) (D.19)

/ . . . .
where Aii, and .Aaii are arbitrary functions of uq, us and z4. The reason for this ansatz is

that multiplying (D.7) by (24 — x4) one finds that

(24 — x4)AZ (mé + ;) (D.20)
has support only at z4 — x4 = 0, i.e. the determinant of the system vanishes for z4 = 4.
Moreover, (D.19) is motivated by the fact that the terms in the second line of (D.17) are
proportional to d(z4 — z4) while contributions proportional to §'(z4 — z4) are produced by
taking a derivative of the correlator ( ... ) in the first line.

Making use of the distributional identity

&'(z) f(x) = &' (x) £(0) — (=) f'(0), (D.21)
and writing the correlator { ... ) in terms of an arbitray function F of z4,u; and ug,
< > Z.F(Z4,U1,UQ) 5(2’4—1‘4), (D.22)

egs. (D.7) become for «, 5 € {1,2}

'+ '+
2 Ag Ags
=0, SR E— D.23a
Z@.:ua—zz Xi:ua_zi ( )
a AL A Af
— — —— = F(z4,u1,u2) 0ag3 , —=— =90, D.23b
zz‘:u‘l_zi Ua — 24 (41, 42) Gap zi:ua_zi ( )
a Ay Agy Az,
i _o0, B Faug,ug) 6ag, (D23
;ua—zi Uy — 24 ;ua_zi (24 ul UZ) af ( C)
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while eq. (D.1) (with m} — m} + 3) implies

A +x; AL
Yol el oy, (D.24a)
o Zi — Uq
BT —— = Gia+2(my+ 5) (...
T T e 2me ) ()
+2J§ P my (my + §,ng + 5) =0, (D.24b)

where ¢ = 1,2, 3. Finally, for the differential equation (D.17) with ¢ = 4 to be obeyed, it
is necessary that

A
Z¢ = —f(24,U1,UQ), (D.25a)

U — 24

Z Al_4 +22m1<m1+2,m2+)

Ua =24 17 Zj — 24
J 1
py Zmilmit pimtg) (D.25b)
—Z
J#4 AN

Egs. (D.23), (D.24) and (D.25) together amount to a linear system of 42 equations in 32
unknowns. Studying it in Mathematica, we find that it has a solution provided that

4 i — 1 1
S mi (. +ZZ“’“ mi (mi + Zim) + 5) =0, (D.26)

i=1 i=1 j#i

which is indeed satisfied, as shown in the discussion below eq. (D.8). In fact the solution
is unique and also satisfies

A:lt(Z4,l‘4, ug, ul) = A%(Z4,ZL’4,U1,U2) . (D.27)
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