## UNCLASSIFIED




REPORT NO. 1216

FREE FLIGHT MOTION OF SYMMETRIC MISSILES by

Charles H. Murphy

July 1963
U. S. ARMY MATERIEL COMMAND

## DDC AVATLABILITY NOTICE

## Quelified requesters may obtain copies of this report from DDC. Foreign announcement and dissemination of this report by DDC is not authorized.

The findings in this report are not to be construed as an official Department of the Army position.

# BALLISTIC RESEARCHIIABORATORIE; 

 REPORT NO. 12l6 JULY 1963
## FREE FLIGHT MOTION OF SYMMETRIC MISSILES

Charles H. Murphy

## Exterior Baliistics Laboratory

RDT \& E Project No. 1M010501A005

ABERDEEN PROVING GROUND, MARYLAND

REPORT NO. 1216

CHMurphy/bj/idk
Aberdeen Proving Ground, Ma. July 1963

FREE FLIGHT MOTION OF SYMMETRIC MISSILES

## ABSITRACT

The linearized angular motion of a symmetric missile is developed in some detail with some consideration of the rolling motion, drag, aerodynamic jump and the effect of varying coefficients. The tricyclic motion of a missile with misaligned control surfaces is briefly considered. This linear theory is, then, applied to the analysis of ballistic range data.

Next, simple cubic nonlinearities in static moment and Magnus moment are treated by a quasi-linear analysis and these cubic coefficients obtained from ballistic range flight data. More generalized relations for arbitrary symmetric nonlinear terms are derived and their use in the construction of "amplitude" planes indicated. These amplitude planes have proven to be quite useful for the prediction of missile flight performance. Finally, the influence of strongly nonlinear static moments is determined by a perturbation method which makes use of two quasi-constants of the motion -- total energy and angular momentum.

The material of this report was prepared in the form of five chapters of a book, The Theory and Application of Ballistic Ranges, which is beine written under the joint authorship of G. V. Bull and C. H. Murphy for publication by Prentice-Hall. These chapters were written by C. H. Murphy and form a complete treatment of the angular motion of symmetric missiles acted on by both linear and nonlinear forces and moments with an emphasis on the analysis of ballistic range data. Although most of the results have appeared in various BRL publications, this unified form is felt to be sufficiently useful for separate publication as a BRL Report.

Each section is numbered by a decimal which indicates its chapter and position in that chapter. Thus section 6.2 is the second section of Chapter VI. Each equation could then be identified by its section and position in that section. Equation (6.2.4) is the fourth equation in section 6.2. For simplicity, however, the number identifying the chapter has been omitted from all equation numbers except when a reference is made to an equation in a different chapter.
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DRAG AND ROLLING MOTION

### 5.1 Introduction

Historically, the first interest of the ballistician was the drag force exerted on his projectile by the air. Thus, the first measurements made on ballistic ranges were drag measurements. These measurements also have the attractive characteristic of being direct and conceptually very simple. Since the rolling motion has a similar data analysis, it will also be considered in this chapter.

### 5.2 The Drag Equation

The drag force, D, is usually expressed in terms of a drag coefficient by means of the following definition.

$$
\begin{aligned}
& D=(1 / 2) \rho V^{2} S C_{D} \\
& \text { where } \quad \rho \text { is air density } \\
& V \text { is velocity } \\
& S \text { is reference area and } \\
& C_{D} \text { is the drag coefficient }
\end{aligned}
$$

The velocity of the missile must then satisfy the equation

$$
\begin{equation*}
m \dot{\mathrm{~V}}=-(1 / 2) \rho v^{2} S C_{D} \tag{2.2}
\end{equation*}
$$

In most bailistic range work, distance is a more convenient independent variable than time. For pitching and yawing motion, it also introduces an important simplification in the equations of motion (see Chapter VI). If $\ell$ is used to denote a characteristic length, a dimensionless arclength may be defined by the relation

$$
\begin{equation*}
s=\frac{1}{\bar{l}} \int_{t_{0}}^{t} v d t \tag{2.3}
\end{equation*}
$$

In most cases, the reference area is taken to be the maximum body cross sectional area and the reference length the maximum body diameter. For this new variable, Equation (2.2) transforms to

$$
\begin{equation*}
(\ell n V)^{\prime}=\frac{V^{\prime}}{V}=-\left(\frac{\rho S \ell}{2 m}\right) \quad C_{D} \equiv-C_{D}^{*} \tag{2.4}
\end{equation*}
$$

where prime denotes derivative with respect to $s$.
The factor, $\frac{\rho S \ell}{2 m}$, will appear a number of times in later chapters. Since the volume of the missile usually varies from $(2 / 3)$ S $\ell$ for a sphere to los for a missile with high fineness ratio, the inverse of this factor is a measure of the model mean density relative to that of air. The relative density of plastic is $10^{j}$ and that of steel is $8 \times 10^{3}$. Thus this relative density factor has a maximum of $10^{-3}$ for a plastic sphere and is usually of the order of $10^{-4}$.

For constant $C_{D}$, Equation (2.4) has a solution of

$$
\begin{equation*}
v=v_{o} e^{-C_{D}^{*} s} \tag{2.5}
\end{equation*}
$$

Integrating Equation (2.5), a distance-time relation results

$$
\begin{align*}
t & =t_{0}+\frac{\ell\left(e^{C_{D}^{*}}-1\right)}{V_{0} C_{D}^{*}}  \tag{2.6}\\
& =t_{0}+\left(\frac{\ell}{V_{0}}\right) s+\left(\frac{\ell C_{D}^{*}}{2 V_{0}}\right) s^{2}+\ldots
\end{align*}
$$

It is important to note that in any data analysis the origin for $s$ must be selected as the midpoint of the timing stations so that the linear and the quadratic coefficients are related to well determined velocities and retardations.

There are two approaches to the data analysis problem. One is that of the engineer ${ }^{5-3}$ and the other is that of the mathematician ${ }^{5-1}$. Fortunately, the resulta of the two methods are practically identical. In the first method, the engineer makes use of his love for plotting data and exercising his personal opinion as to the best fit. This is done by use of Equation (2.4). He plots the logarithm of the average velocity between a pair of timing points versus the location of the midpoint of the interval. He then draws a straight line through the points and computes the drag coefficient from its slope.

The mathematician displays his characteristic fear of plotted data and human decision making. He fits his time-position data by a cubic least squares process. For the usual flat trajectories, $s$ can be well approximated by $x_{1} / \ell$ where $X_{1}$ is distance leasured downrange.

$$
\begin{equation*}
t=t_{0}+a_{1} x_{1}+a_{2} x_{1}^{2}+a_{3} x_{1}^{3} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{align*}
a_{1} & =V_{0}^{-1} \\
a_{2} & =\frac{\rho S}{4 m V_{0}} C_{D} \\
\therefore C_{D} & =\left(\frac{4 m}{\rho S}\right) \quad\left(\frac{a_{2}}{a_{1}}\right) \tag{2.8}
\end{align*}
$$

The cubic coefficient absorbs any Mach number variation in $C_{D}$ as well as errors in the expansion of the exponential in Equation (2.6). In those cases where the cubic fits well, the resulting $C_{D}$ differs very little from that obtained from the first approach.

The accuracy of a measured drag coefficient may be estimated statistically when a least squares reduction has been performed or determined by the physical size of the drag "disturbance". Since the velocity is so much better determined than the deceleration, the error in $C_{D}$ is directly proportional to the error in $a_{2}$ alone. This error may be estimated from the corresponding diagonal term of the inverse matrix formed from the least squares normal equations.

$$
\begin{align*}
& \frac{{ }^{\epsilon_{C}}}{\bar{C}_{\bar{D}}}=\frac{\sqrt{\mathrm{A}_{33}}}{\mathrm{a}_{2}} \epsilon  \tag{2.9}\\
& \text { where } \epsilon=\sqrt{\frac{\Sigma(\Delta t)^{2}}{\bar{n}-4}}
\end{align*}
$$

$$
\begin{aligned}
& \Delta t=t_{\text {calc. }}-t_{\text {measured }} \\
& n=\text { number of measurements and } \\
& A_{33} \text { is the diagonal element corresponding to } \\
& a_{2} \text { of the inverse matrix of the normal equations. }
\end{aligned}
$$

The use of the size of the measurable effect of drag introduces physical insight into this error analysis which is sadly lacking in the above cold statistical formula. If drag were not present, the missile would travel at constant velocity indefinitely. The drag changes the time of passage of the model at the various observation points. The maximum drag-induced time decrement with respect to constant velocity flight at the average velocity, $\mathrm{V}_{\mathrm{O}}$, occurs at the ends of the range. If $\mathrm{V}_{\mathrm{O}}$ is measured at the midpoint of the range* and the range length is $\ell L$, the endpoints are located at $s= \pm(L / 2)$. Maximum time decrement may then be computed for Equation (2.6)

$$
\begin{align*}
d_{t} & =\frac{\ell\left(e^{C_{D}^{*}}-1\right)}{V_{0} C_{D}^{*}}-\frac{\ell s}{V_{0}} \\
& =\frac{\ell C_{D}^{*} s^{2}}{2 V_{0}} \\
& =\frac{\rho S \ell^{2}}{16 m V_{o}} C_{D} L^{2} \tag{2.10}
\end{align*}
$$

The engineer can now make the reasonable assumption that the percentage error in $C_{D}$ is given by the ratio of measurement error to the maximum time decrement, $\epsilon / d_{t}$. Usually, the time measurements are less accurate than distance measurements and maximum estimated error in time can be used. Should the range survey be the limiting factor, the distance error can be converted to an equivalent time error by division by $V_{o}$ and the result compared with $d_{t}$.

The presence of length squared in the time decrement shows the value of long flight paths. Exploitation of this property is limited, however, by the presence of Mach number dependence in the drag coefficient. It is also

[^0]interesting to note that higher velocity tends to degrade drag accuracy. In any event, it is the common experience that ballistic ranges with lenetre of one thousand calibers can attain better than $1 / 2$ percent accuracy in $C_{D}$ at high supersonic velocities.

The question of $n$ optimum distribution of timing stations for a given length can be easily answered. Since the drag appears in the quadratic term of a parabola, it is determined by the curvature of the time-distance curve with respect to the midrange point. Thus, one half of the observations should be at the center and one half at the ends. It can be shown theoretically ${ }^{5-4}$ that this distribution of $1 / 4-1 / 2-1 / 4$ will yield $15-20$ percent less error in $C_{D}$ than a symmetric distribution. Such a small improvement is of little interest for most drag measurements.

### 5.3 Effect of Pitching and Yawing Motion

If the angular motion is not small, variations in the drag coefficient are observed. Usually this functional dependence on angle is well represented by a quadratic function.

$$
\begin{equation*}
C_{D}=C_{D_{0}}+C_{D_{\delta}} 2^{\delta^{2}} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \delta^{2}=\alpha^{2}+\beta^{2} \\
& \alpha=\text { angle of attack } \\
& \beta=\text { angle of sideslip }
\end{aligned}
$$

As will be shown in the next chapter, the variation of $\delta^{2}$ for a symmetric missile is described by the equation

$$
\begin{equation*}
\delta^{2}=K_{1}^{2}+K_{2}^{2}+2 K_{1} K_{2} \cos \hat{\phi} \tag{3.2}
\end{equation*}
$$

where $K_{j}=K_{j_{0}} e^{\lambda_{j}}$

$$
\phi_{j}=\phi_{j_{0}}+\phi_{j}^{\prime} \mathrm{s}
$$

$$
\hat{\phi}=\phi_{1}-\phi_{2}
$$

and $\lambda_{j}$ and $\phi_{j}^{:}$are constants.

For a quadratic drag coefficient, Equation (2.4) can be integrated once to yield

$$
\begin{equation*}
\ln \frac{V}{V_{0}}=-\left(\frac{p S \ell}{2 m}\right) \quad\left(C_{D_{0}} s+C_{D_{\delta}} \int_{0}^{s} \delta^{2} d r\right) \tag{3.3}
\end{equation*}
$$

This can be expressed in exponential form, expanded in a power series, and integrated again

$$
t=t_{0}+\frac{\ell}{V_{0}} s+\left(\frac{\rho S \ell^{2} C_{D_{0}}}{4 V_{0} m}\right) s^{2}+\frac{\rho S \ell^{2} C_{D_{\delta}} 2}{2 V_{0} m} I(s)+\ldots
$$

$$
\begin{equation*}
\text { where } I(s)=\int_{0}^{s} \int_{0}^{q} \delta^{2} d r d q \tag{3.4}
\end{equation*}
$$

The distance over which drag deceleration is measured is at least several times longer than the period of $\delta^{2}$ amd, hence, the influence of the periodic part of $\delta^{2}$ on $I(s)$ can be neglected. If the effects of damping are also neglected, Ifs) assumes the simple form

$$
\begin{align*}
& I(s) \doteq \frac{s^{2}}{2}\left(K_{10}^{2}+K_{20}^{2}\right)  \tag{3.5}\\
& \text { and }\left(\frac{4 m}{\rho S}\right)\left(\frac{a_{2}}{a_{1}}\right) \doteq c_{D_{0}}+c_{D_{8} 2}\left(K_{10}^{2}+K_{20}^{2}\right) \tag{3.6}
\end{align*}
$$

At first glance, it seems that Equation (3.6) could have been directly derived by replacing the constant $C_{D}$ in Equation (2.8) by the average value of $C_{D}$, ie.,

$$
\begin{align*}
& C_{D \text { average }}=C_{D_{0}}+C_{D_{\delta} 2} \overline{\delta^{2}} \\
& \text { where } \overline{\delta^{2}}=\frac{1}{\bar{L}} \int_{-L / 2}^{L / 2} \delta^{2} d s . \tag{3.7}
\end{align*}
$$

It seem: intuitively obvious that fitting a cubic to the time-distance data should have this effect of "averaging" the drag coefficient in this way. It is clear that for the case of no damping this is correct. As we shall see, it is not correct for large damping.

The least squarcs process includes in $a_{2}$ the "best" quadratic approximation of $I(s)$. Thus an average $\delta^{2}$ is defined by the requirement that

$$
\int_{-L / 2}^{I / 2}\left[I(s)-\frac{s^{2}}{2} \quad \tilde{\delta}^{2}\right]^{2} \text { ds is a minimum. }
$$

A relation for $\tilde{\delta}^{2}$ may be obtained by differentiating the above with respect to $\vec{\delta}^{2}$, setting the result equal to zero, and solving for $\vec{\delta}^{2}$.

$$
\begin{align*}
\tilde{s}^{2} & =\frac{5}{(L / 2)^{5}}\left\{\int_{-L / 2}^{L / 2} s^{2} I(s) d s\right\} \\
& =K_{10}^{2}+K_{20}^{2}+\frac{5 L^{2}}{84}\left(\lambda_{1}^{2} K_{10}^{2}+\lambda_{2}^{2} K_{20}^{2}\right)+\ldots \tag{3.8}
\end{align*}
$$

The mean squared añgle defined after Equation (3.7) has the expansion

$$
\begin{equation*}
\overline{\delta^{2}}=K_{10}^{2}+K_{20}^{2}+\frac{L^{2}}{\sigma}\left(\lambda_{1}^{2} K_{10}^{2}+\lambda_{2}^{2} K_{20}^{2}\right)+\cdots \tag{3.9}
\end{equation*}
$$

Thus, the proper average value of $\delta^{2}$ is not the same as $\bar{\delta}$ and the more precise form of Equation (3.6) is

$$
\begin{equation*}
\frac{4 m}{\rho S}\left(\frac{a_{2}}{a_{1}}\right) \equiv C_{D_{\text {range }}}=C_{D_{0}}+C_{D_{5} 2} \tilde{\delta}^{\sim} \tag{3.10}
\end{equation*}
$$

According to Equation (3.10), the drag coefficient obtained from the range data reduction is a linear function of $\boldsymbol{\delta}^{2}$. Thus, if $C_{D_{r a n g e}}$ is plotted versus $\delta^{2} \doteq K_{10}^{2}+K_{20}^{2}$ for different model tests at the same Mach number, the points
should fall on a straight line. This technique has been used for a number of ycars to determine $C_{D_{0}}$ and $C_{D_{\delta}}$ for a large variety of symmetric configurations with complete success.

In Figure 5.1, the data for a large angle of attack program ${ }^{5-5}$ is plotted as an illustration of this technique. In this program, a 20 mm bullet was tested at angles up to $25^{\circ}$ and a good linear correlation of $C_{D}$ and $\delta^{2}$ was obtained. $C_{D_{\delta}}$ was determined from the slope of the line to be 4.63. This value agreed very weī with a wind tunnel measurement of 4.71 .

As can be seen from a comparison of Equations (3.8) and (3.9), the distinction in the proper average $\delta^{2}$ is rather minor. The determination of the proper average $\delta^{2}$ is much more important for other angle dependent aerodynamic coefficients. It is for this reason that the concept of $\vec{\delta}^{2}$ was introduced here.
5.4 Experimental Results

The first systematic bailistic range d̄rag measurements were of spheres. Charters and Thomas ${ }^{5-6}$ tested $9 / 16^{\prime \prime}$ spheres at Mach numbers varying from 0.3 to 4.0 in the BRL Aerodynamics Range. By tests in the NOL Pressurized Ballistics Range, May and Witt ${ }^{5-7}$ were able to vary the Reynolds number by more than a hundred for a fixed Mach number. The results of this program are shown in Figure 5.2, which is a contour plot of $C_{D}$ on the Mach number - Reynolds number plane.

The presence of a saddle point in the vicinity of $M=2.0$ and $R_{e}=30,000$ is clearly shown in this figure. In passing along the line $R_{e}=30,000 \mathrm{a}$ maximum is found near this point, while a minimum is encountered on the line $M=2.0$.

The influence of wall temperature on the skin friction has been studied in a quite elegant manner by Sommer and Short ${ }^{5-8}$. The test vehicles were spinstabilized hollow cylinders with fineness ratios of either 1.4 or 1.8. The nose contours were either a double wedge or a double circular arc. (See Figures 5.3 and 5.4) Similar cylinders with a fineness ratio of 0.4 were used
as tare models. The difference in drag coefficlents of the toct modelie and the tare models is, except for small corrections, a measure of the averace skin friction drag of the added length of the test model. Boundary layer trips were used to ensure the presence of turbialent boundary layere.

The tests were made in the Ames Free Flight Wind Tinnel at Mach number of 2.8 and 3.9 in still air and 7.2 in a Mach number 2 air atrean. Since the model flight time was less than .02 sec , its wall-temperature hrat rise was less than $45^{\circ} \mathrm{F}$. Thus, the ratio of wall-temperature to boundary-layer-edge temperature, $T_{W} / T_{l}$, was determined by the local temperature in the tunnel, i.e., 1.05 for still air and 1.3 or 1.7 for air flow. Since calculated recovery temperatures were two and a half to six times greater than the estimated wall temperatures, considerable heat transfer was in process. In Figure 5.5, the results of the program are plotted and compared with a curve based on zero heat transfer wind tunnel data. It can be seen that the presence of heat transfer can increase the skin friction by over 30 percent.

By a somewhat similar approach, base pressures have been extracted from ballistic range drag data. Charters and Turetsky ${ }^{5-9}$ determined the base pressure for $20^{\circ}$ cones and cone cylinders by computing head drag and skin friction drag and subtracting the results from the total drag. The base pressure may also be determined by a measurement of the wake angle from a spark photograph. The pressure outside the wake is computed by characteristics and assumed to be the same as at the base of the model. A comparison of ratio of base pressure to free stream pressure, $P_{B} / P_{1}$, as obtained from these two methods, is given in Table I.

TABLE I

$$
P_{B} / P_{1} \text { for } M=1.84
$$

| Model | Fineness <br> Ratio | Total Drag <br> Method | Wake Angle <br> Method |
| :--- | :---: | :---: | :---: |
| Cone | 2.9 | 0.50 | 0.49 |
| Cone-cylinder | 3.2 | 0.53 | 0.50 |
| Cone-cylinder | 5.0 | 0.61 | 0.59 |

A final example of ballistic range drag data is show in Figures $5 . f$ and 5.7. It can be seen that the separated flow over the nose spike of this finstabilized round can assume two different configurations. The model with the larger separated flow has one-third less drag than the identical shape with the swaller separated region: This low drag flow occurs when the initial launch angle is less than two or three degrees. For larger angles, the high drag flow is established and persists ${ }^{5-10}$.

### 5.5 The Roll Equation

The aerodynamicist usually writes the roll moment due to control deflection and aerodynamic damping in the form

$$
\begin{equation*}
M_{X}=(1 / 2) \rho v^{2} b\left[S_{\delta}^{C} \ell_{\delta} \delta_{f}+S_{t}^{C} \ell_{p} \quad \frac{p b}{2 V}\right] \tag{5.1}
\end{equation*}
$$

where $b$ is span
$\mathrm{S}_{\delta}$ is profile area of deflected fins
$S_{t}$ is totai profile area of fins
$\delta_{f}$ fin deflection angle for pair of differentially canted fins

$$
p=\frac{d \phi}{d t} \text { roll rate }
$$

Equation (5.1) has two reference areas and two reference lengths, $b$ and $b / 2$. If the test missile possesses surfaces with two different spans, the decision as to which is the reference length becomes quite difficult. In ballistic range work, it is quite convenient to use one reference area, $S$, and one reference length, $\ell$. With this in mind, we can redefine the roll moment as

$$
\begin{equation*}
M_{X}=(1 / 2) \rho v^{2} \dot{k}\left[\delta_{f} \bar{C}_{\ell_{\delta}}+\frac{p \ell}{V} \bar{c}_{\ell_{\mathrm{p}}}\right] \tag{5.2}
\end{equation*}
$$

Conversion relations for the aerodynamic coefficients may be obtained by a comparison of Equation (5.1) and (5.2). All ballistic range data shouid contain a specification of the reference area and reference length which were used.

The equation for rolling motion is

$$
I_{x} \ddot{\phi}=(1 / 2) p v^{2} \ell S\left[\begin{array}{ll}
\delta_{f} c_{\ell_{\delta}}+\frac{\dot{\phi} \ell}{V} & c_{\ell}  \tag{1}\\
l_{p}
\end{array}\right]
$$

If drac can not be neglected, Equation (5.3) is linear with variable coefficients. For a constant drag coefficient, transforming the independent variable from time to distance will provide us with a linear equation with constant coefficients. Sinea distance is the natural variable for ballistic ranges, this transformation is doubly attractive. We therefore introduce the variable s, which was defined by Equation (2.3).

$$
\begin{align*}
& \phi^{\prime} \equiv \frac{d \phi}{d s}=\frac{d \phi}{d t} \frac{d t}{d s}=\frac{\ell}{\bar{V}} \dot{\phi}  \tag{5.4}\\
& \phi^{\prime \prime} \equiv \frac{d^{2} \phi}{d s^{2}}=\left(\frac{\ell}{\bar{V}}\right)^{2}\left[\begin{array}{lll}
\ddot{\phi}+\frac{\rho S \ell}{2 m} & \frac{V}{L} & C_{D} \dot{\phi}
\end{array}\right] \tag{5.5}
\end{align*}
$$

Substituting Equation (5.4-5.5) in Equation (5.3), we have the roll equation in the form

$$
\begin{align*}
& \phi^{\prime \prime}+K_{p} \phi^{\prime}-K_{\delta}=0  \tag{5.6}\\
& \text { where } K_{p}=-\frac{\rho S \ell}{2 m}\left[k_{a}^{-2} C_{\ell}+C_{D}\right] \\
& K_{\delta}=\frac{\rho S \ell^{3}}{2 I_{x}} \delta_{f} C_{\ell_{\delta}} \\
& k_{a}=\sqrt{\frac{I_{x}}{m \ell^{2}}} \text { axial radius of gyration }
\end{align*}
$$

where $\emptyset_{S}^{\prime}=\frac{K_{\delta}}{K_{p}}$ is the steady state roll.

$$
\begin{aligned}
& A=\left(\phi_{\mathrm{s}}^{:}-\phi_{\mathrm{o}}^{1}\right) \mathrm{K}_{\mathrm{p}}^{-1}=\left(K_{\mathrm{S}}-\phi_{\mathrm{O}}^{1}{K_{\mathrm{p}}}\right) K_{\mathrm{p}}^{-2} \\
& \phi_{\mathrm{O}}, \phi_{\mathrm{O}}^{\prime} \text { are the conditions at the middle of } \\
& \text { the observed flight. }
\end{aligned}
$$

If $K_{p} s$ is smail enough, the exponential in Equation (5.7) can be expanded a.s a cubic

$$
\begin{equation*}
\phi=\phi_{0}+\phi_{o}^{\prime} s+\left(A K_{p}^{2}\right)\left(\frac{s^{2}}{2}-\frac{K_{p} s^{3}}{6}\right) \tag{5.8}
\end{equation*}
$$

Equation (5.8) can be fitted by the same least squares reduction that was used for the drag equation (Equation (2.7)). Unfortunately, in order to separate $K_{p}$ and $K_{\delta}$, the cubic coefficient in Equation (5.8) must be well determined. In other words, $K_{p} s$ can not be too small! At the Ames Free Flight Wind Tunnel, which has a test section of 15 feet, this determination has been found to be quite difficult ${ }^{5-2}$.

This difficulty can be avolded by attempting to measure these quantities separately. $K_{F}$ can be determined fairly well from the quadratic term when $K_{\delta}=0$, i.e., for spinning bodies of revolution or missiles with uncanted fins. Ncxt, the influence of $K_{p}$ can be eliminated from the quadratic term by causing the model to reach zero rolling velocity near the center of the observed ilight path.

$$
\begin{equation*}
\therefore A K_{p}^{2} \doteq K_{\delta} \tag{5.9}
\end{equation*}
$$

This can be done by properly prespinning the model in a direction opposite to steady state spin through the use of a rifled gun.

If $K_{p}$ is large, the exponential character of Equation (5.7) is manifested and both $K_{p}$ and $K_{\gamma}$ can be determined. The usual least squares fitting process is handicapped by the fact that the parameter $K_{p}$ appears in a nonlinear fashion. An f.terative fitting process is, therefore, necessary.

A set of initial values of $\phi_{O}, \phi_{S}$, $A$ and $K_{p}$ are required for this procose. To vbtain these values, we differentiate Equation (5.7) and combine the result with Equation (5.7) to eliminate the exponential term.

$$
\begin{equation*}
\phi^{\prime}+K_{p} \phi \cdot\left(K_{p} \phi_{s}^{\prime}\right) s+\left(K_{p} A-K_{p} \phi_{o}-\phi_{s}^{\prime}\right)=0 \tag{5.10}
\end{equation*}
$$

$\phi^{\prime}$ can be computed by first differences and Equation (5.10) fitted by least. squares since it is linear in the parameters $K_{p}, K_{p} \phi_{S}^{\prime}$, and $K_{p} A-K_{p} \phi_{o}-\emptyset_{S}^{\prime}$. Values of these parameters plus the measured value of $\phi_{o}$ provide the required set of initial numbers.

These values for $\phi_{0}, \phi_{S}^{\prime}$, A, and $K_{p}$ may be placed in Equation (5.7) and $\emptyset$ computed for each measurement point. The difference between these mumbers and the actual measurements will be denoted by $\Delta \phi=\phi_{\text {measured }}-\phi_{\text {observed }}$. If the data is reasonably good, these residuals of fit, $\Delta \phi^{\prime}$ s, should be less than ten degrees ( 0.2 rad.). Assuming that they are due to small errors in $\phi_{0}, \phi_{s}$, $A$, and $K_{p}$, we differentiate Equation (5.7) with the result:

$$
\begin{equation*}
\Delta \phi \doteq \Delta \phi_{0}+s \frac{\Delta \phi^{\prime}}{s}+\left(e^{-K_{p} s}-1\right) \Delta A-A s e^{-K_{p} s} \Delta K_{p} \tag{5.11}
\end{equation*}
$$

Equation (5.11), for measured $\phi$ and $s$, are linear in the unknowns $\Delta \phi{ }_{0}$, $\Delta \phi_{s}^{\prime}, \Delta A$, and $\Delta K_{p}$. These equations may be solved by least squares and new parameters computed from the old by adding the corresponding changes; i.e., $\Delta \phi_{0} ; \Delta_{0}^{\prime}$; etc: If the corresponding residuels are smaller, the process is successful and may be repeated until no further improvement is obtained. Probable errors in fit of less than $0.5^{\circ}$ are common.

### 5.6 Experimental Results

For a spinning body of revolution, Charters and Kent ${ }^{5-11}$ have derived a simple relation between the roll damping moment $C_{\ell_{p}}$ and the skin friction drag coefficient $C_{D_{s f}}$. For a basically cylindrical body and a reference length which is the cylinder diameter, the relation is

$$
\begin{equation*}
C_{D_{s f}}={ }^{4 C_{\ell}} \tag{6.1}
\end{equation*}
$$

The derivation may be summarized by the following steps:
(1) For a spinning body of revolution, the local velocity of the surface relative to free stream is

$$
\begin{equation*}
\mathrm{v}_{\mathrm{r}}=\mathrm{v} \sqrt{1+\left(\frac{\mathrm{pd}}{2 \mathrm{~V}}\right)^{2}} \tag{6.2}
\end{equation*}
$$

where $d$ is body diameter
(2) The local skin friction force has the direction of $\mathrm{V}_{\mathrm{r}}$ and therefore is inclined at an angle of arccos $\frac{V}{V_{r}}$ to the axis of rotation.
(3) The skin friction drag coefficient and the roll damping moment may be written in terms of the integrals

$$
\begin{align*}
& (1 / 2) \rho v^{2} S C_{D_{s f}}=(1 / 2) \int_{0}^{\ell} \rho v_{r}^{2}\left(\frac{v}{V_{r}}\right) C_{f}(\pi d) d x  \tag{6.3}\\
& (1 / 2) \rho v^{2} S \ell C_{\ell_{p}}\left(\frac{p \ell}{V}\right)=(1 / 2) \int_{0}^{\ell} \frac{d \rho v_{r}^{2}}{2}\left(\frac{p d}{2}\right.  \tag{6.4}\\
& \left.\frac{2}{V_{r}}\right) C_{f}(\pi d) d x
\end{align*}
$$

where $C_{f}$ is the local skin friction coefficient.
(4) For constant $d=\ell$, Equation (6.1) follows directly from Equations (6.3 $=6.4$ ).

The roll damping moment has been measured for shell and other bodies of revolution. For these cases, $\mathrm{k}_{\mathrm{a}}^{-2} \mathrm{C}_{\ell_{p}}$ is negative but one-third the size of the drag coefficient. Thus, for these shapes the roll per distance actually increases, $\left(K_{p}<0\right) . C_{\ell_{p}}$ can be measured to an accuracy of better than 10 percent and relation (6.1) has been verified by a number of investigators ${ }^{5-12}$, 5-13.

The rolling motion of finned missiles was first studied on a ballistic range by Bolz and Nicolaides ${ }^{5-14}$. The test vehicle was a cone cylinder of fineness ratio ten with square-plane form cruciform fins. The fin chord to body diameter
was one. As can be seen from Figures 5.8 and 5.9, the experimental recultic verify the prediction of the linearized theory. In this program, $C_{\ell}{ }_{p}$ and ${ }^{C_{\ell}} \boldsymbol{\ell}_{\delta}$ were determined to an accuracy of better than 2 percent. (Reference area was body cross sectional area, $\frac{\pi d^{2}}{4}$ and reference length was body diameter, d.)
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### 6.1 Introduction

All the early stability tests on ballistic ranges involved spinning bodies of revolution which might be used as shell. In 1947, 57 mm models of the General Electric Dragonfly missile were fired at the Ballistic Research Latoratories ${ }^{6-1}$. Since that time the number of nonspinning missiles tested has increased. Although static stability was initially obtained by the use of fins, in rercent times statically stable bodies of revolution which could be used as ICBM nose cones have dominated this area of ballistic range testing. Traditionally, all stability tests have implied the assumption of linear moments, but this limitation also has been lifted in certain cases.

In this chapter we will reverse the historical development and consider the theoretically simpler case of a nonspinning missile. Next, nonzero spin and the associated gyroscopic and Magnus moments will be introduced. This work will not be linearized until very late in the development so that the results can be used in Chapter VIII on the analysis of nonlinear data.
6.2 Smail Amplitude Pitching Motion of a Nonspinning Missile

For an airplane, the pitching motion is the angular motion of the airplane's thrust line in the vertical plane of symmetry. The yawing motion is then the motion of the thrust line perpendicular to this plane of symmetry. When a missile in free flight is considered, these definitions have to be altered. Since most missiles have rotationally symetric bodies, the thrust line can be replaced by the axis of symmetry. Unfortunately, a missile can possess a number of planes of symmetry and none of them may be vertical. In this case, the selection of the plane of pitching motion is arbitrary.

We leave the definition of pitching motion for a missile without a plane of symmetry to the engineer who designed such an unusual configuration. If a basically symmetric missile is either accidentally deformed in some minor way or has intentional asymmetries due to control surfaces at a smail angle of deflection, its pitching motion can, however, be defined in terms of its original symmetric shape. The infiuence of the asymmetries is incorporated into the total aerodynamic force and moment by the introduction of small constant force and moment terms.

Bet'ure concentrating on the simple problem of pure pitchine motion we mu: th 1irst consider two coordinate systems: a missile-fixed system and an carthtixed system. The missile-fixed coordinate axes, $X, Y$, and $Z$, are defined in thr, lulluwing way ${ }^{1-2}$ : $X$ - centerline of symmetrical body, positive forward; Y perpendicular to plane ot symmetry, positive to the right when looking forward*; $\therefore$ - perpendicular to both the $X$ and $Y$ axes and directed according to the richt hand rile, i.e., downward. In a similar manner, earth-fixed axes may be defincd: $X_{e}$ - perpendicular to the gravity vector; $Y_{e}=$ perpendicular to $X_{e}$ axis and the Eravi^y vector, positive to the right when looking in the positive $X_{e}$ direction; $Z_{\mathrm{e}}$ along tne gravity vector, positive downward.

These two axis-systems are shown in Figure 6.1. The relative position of the zues can be described by the Eulerian angles $\psi, \theta, \phi$. The velocity vector, $V$, is aliv shown in this figure. Its coordinates in the missile-fixed system dre $u, v, w$ and its orientation aetermined by the angle of attack, $\alpha$, and the anele of sideslip, $\beta$. Notice that positive $\alpha$ and $\beta$ are measured opposite to the positive directions of the $Z$ and $Y$ axes respectively.

The aerodynamic force acting on a missile in flight is usually expressed in the missile-fixed system with coordinates $F_{X}, F_{Y}, F_{Z}$. From these force components limensionless coefficients can be obtained.

$$
\begin{align*}
& \mathrm{F}_{\mathrm{X}}=(1 / 2) \rho S V^{2} \mathrm{C}_{\mathrm{X}}  \tag{2.1}\\
& \mathrm{~F}_{\mathrm{Y}}=(1 / 2) \rho S V^{2} \mathrm{C}_{\mathrm{Y}}  \tag{2.2}\\
& \mathrm{~F}_{\mathrm{Z}}=(1 / 2) \rho S \mathrm{~V}^{2} \mathrm{C}_{\mathrm{Z}} \tag{2.3}
\end{align*}
$$

TRe aerodynamic moment has components $M_{X}, M_{Y}, M_{Z}$. To distinguish the corresponding cuefficients the subscripts $\ell, m$, $n$ are used. In conflict with aircraft design practice but in accordance with our remarks of Section 5.5 we will use only one reference length.
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$$
\begin{align*}
& M_{X}=(1 / 2) \rho V^{2} S \ell C_{i}  \tag{2.4}\\
& M_{Y}=(1 / 2) \rho v^{2} S \ell C_{m}  \tag{2.5}\\
& M_{Z}=(1 / 2) \rho V^{2} S \ell C_{n} \tag{2.6}
\end{align*}
$$
\]

These quantities are shown in Figure 6.2. The angular velocity, which is not shown there, has components $p, q, r$ with positive senses which are the same as those shown for $C_{\ell}, C_{m}$, and $C_{n}$, respectively.

For a nonspinning missile undergoing pure pitching motion, the functional dependence of $C_{X}, C_{Z}$, and $C_{m}$ must be stated. For small angles, $C_{X}$ is essentiaily the negative of $C_{D}$. It is not unreasonable to expect the lateral force and pitch moment to depend on the actual motion in addition to the flow parameters, Mach number and Reynold's number. Although the motion can be described completely by $\alpha, q$, and all their time derivatives at some given time, we will only consider $\alpha, q$, and $\alpha$. For small amplitude motion, a further assumption of linear dependence can be made and the explicit relations for $C_{Z}$ and $C_{m}$ follow.

$$
\begin{align*}
& \mathrm{c}_{\mathrm{z}}=\mathrm{c}_{\mathrm{z}_{0}}+\mathrm{c}_{\mathrm{z}_{\alpha}} \alpha+\mathrm{c}_{\mathrm{z}_{\mathrm{q}}}\left(\frac{q \ell}{\mathrm{~V}}\right)+\mathrm{c}_{\mathrm{z}_{\alpha}}\left(\frac{\alpha \ell}{\mathrm{V}}\right)  \tag{2.7}\\
& \mathrm{c}_{\mathrm{m}}=\mathrm{c}_{\mathrm{m}_{0}}+\mathrm{c}_{\mathrm{m}_{\alpha}} \alpha+\mathrm{c}_{\mathrm{m}_{\mathrm{q}}}\left(\frac{q \ell}{\mathrm{~V}}\right)+\mathrm{c}_{\mathrm{m}_{\alpha}}\left(\frac{\alpha \ell}{\mathrm{V}}\right) \tag{2.8}
\end{align*}
$$

where $C_{Z_{0}}$ and $C_{m_{0}}$ are due to asymmetries.
The various important angles are shown in Figure 6.3. The equations of motion are the dras Equation (5.2.2), the force equation* along the inertial axis $\mathrm{Z}_{\mathrm{e}}$ and the moment equation about the Y axis.

$$
\begin{align*}
& \dot{m} \dot{V}=-D \sim F_{X}  \tag{2.9}\\
& m \ddot{Z}_{e}=F_{Z} \cos \theta-F_{X} \sin \theta+m g \tag{2.10}
\end{align*}
$$

This force equation neglects a small Coriolis force term due to the earth's rotation. This term will be introduced in the frore complete analysis of Section 6.9.

$$
\begin{equation*}
I_{y} \ddot{\theta}=M_{Y} \tag{2.11}
\end{equation*}
$$

where $I_{y}$ is the moment of inertia about the $Y$ axis.
From Figure 6.3 it is clear that

$$
\begin{equation*}
\dot{z}_{e}=-V \sin (\theta-\alpha) \tag{2.12}
\end{equation*}
$$

This, together with the assumption of a small angle of attack and a flat trajectory ( $\theta \ll 1$ ), ailows us to revise Equation (2.10).

$$
\begin{equation*}
-m[v(\dot{\theta}-\dot{\alpha})+\dot{v}(\theta-\alpha)]=F_{Z}-F_{X} \theta+m g \tag{2.13}
\end{equation*}
$$

Equations (2.7,9) and the relation $\dot{\theta}=q$ can now be used to simplify Equation (2.13).

$$
\begin{equation*}
\left[1+C_{Z_{q}}^{*}\right] \frac{\mathrm{q} \ell}{\mathrm{~V}}=\left[1-C_{Z_{\alpha}}^{*}\right] \frac{\dot{\alpha} \ell}{\mathrm{V}}-\left(C_{\mathrm{Z}_{\alpha}}^{*}+C_{D}^{*}\right) \alpha-C_{Z_{o}^{*}}^{*}-g \ell V^{-2} \tag{2.14}
\end{equation*}
$$

$$
\text { where } C_{Z_{i}}^{*}=\frac{\rho S \ell}{2 m} C_{Z_{i}}
$$

Since the density factor $\frac{\rho S \ell}{2 m}$ is less than $10^{-3}, C_{Z_{q}}^{*}$ and $C_{Z_{d}}^{*}$ can probably be neglected in comparison with unity and Equation (2.14) can be written in an even simpler form.

$$
\begin{equation*}
\frac{q \ell}{V}=\frac{\dot{\alpha} \ell}{V}-\left(C_{Z_{\alpha}^{*}}^{*}+C_{D}^{*}\right) \alpha-C_{Z_{0}^{*}}^{*}-g \ell V^{-2} \tag{2.15}
\end{equation*}
$$

Fron this form we see that a good first approximation for $q$ is $\dot{\alpha}$. The remaining terms in Equation (2.15) can have a measurable effect and so should be retained. Equation (2.15) is now used to eliminate $\ddot{\theta}=\dot{q}$ and $q$ from Equation (2.11) with the result

$$
\begin{equation*}
\ddot{\alpha}+\hat{H}_{1} \alpha-\hat{M}_{1} \alpha=\hat{A}_{1}+\hat{G} \tag{2.16}
\end{equation*}
$$

$$
\begin{aligned}
& \text { where } \hat{H}_{1}=-\left[C_{Z_{\alpha}}^{*}+C_{D}^{*}+\mathrm{k}_{\mathrm{y}}^{-\hat{c}}\left(C_{\mathrm{m}_{\mathrm{q}}}^{*}+\mathrm{C}_{\mathrm{m}_{\alpha}}^{*}\right)\right]\left(\frac{\mathrm{V}}{\ell}\right) \\
& \hat{M}_{I}=\left[k_{y}^{-2} C_{m_{\alpha}^{*}}^{*}=\left(C_{Z_{\alpha}^{*}}^{*}+C_{D}^{*}\right)\left(k_{y}^{-2} C_{m_{q}}^{*}+C_{D}^{*}\right)\right]\left(\frac{v}{\ell}\right)^{2} \\
& \sim k_{y}^{-2} C_{m_{\alpha}}^{*}\left(\frac{v}{\ell}\right)^{2} \\
& \hat{A}_{1}=\left[k_{y}^{-2} C_{m_{0}}^{*}-C_{Z_{0}}^{*}\left(k_{y}^{-2} C_{m_{q}}^{*}+C_{D}^{*}\right)\right]\left(\frac{v}{\ell}\right)^{2} \\
& \sim k_{y}^{-2} C_{m_{0}}^{*}\left(\frac{v}{\ell}\right)^{2} \\
& \hat{G}=-\left(k_{\mathrm{y}}^{-2} C_{\mathrm{m}_{\mathrm{q}}}^{*}-C_{\mathrm{D}}^{*}\right)\left(\frac{\mathrm{g}}{\ell}\right) \\
& k_{y}=\sqrt{\frac{\overline{\mathrm{I}}}{\mathrm{y}}} \mathrm{~m} \mathrm{~L}^{2} \quad \text { is radius of gyration about the Y-axis. }
\end{aligned}
$$

The starred aerodynamic coefficients contain the density factor and, hence, are quite small. Products of starred coefficients are omitted in comparison with a starred coefficient*.

Equation (2.16) is linear but with variable coefficients. This variation in the coefficients can be removed by replacing time by distance as the independent variable.

$$
\begin{equation*}
\therefore \alpha^{\prime \prime}+\mathrm{H}_{1} \alpha^{\prime}-\mathrm{M}_{1} \alpha=\mathrm{A}_{1}+G\left(\frac{\mathrm{~V}}{\mathrm{~V}_{0}}\right)^{-2} \tag{2.17}
\end{equation*}
$$
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where $$
\begin{aligned}
H_{1} & =-\left[C_{Z_{\alpha}^{*}}^{*}+2 C_{D}^{*}+k_{y}^{-2}\left(C_{m_{q}}^{*}+C_{m_{\alpha}^{*}}^{*}\right)\right] \\
M_{1} & =k_{y}^{-2} C_{m_{\alpha}^{*}}^{*} \\
A_{1} & =k_{y}^{-2} C_{m_{o}^{*}}^{*} \\
G & =-\left(k_{y}^{-2} C_{m_{q}}^{*}-C_{D}^{*}\right)\left(g \ell N_{o}^{-2}\right)
\end{aligned}
$$
\]

The solution to this equation for a statically stable missile ( $\mathrm{C}_{\alpha}<0$ ) is

$$
\begin{gather*}
\alpha=\alpha_{a}+\alpha_{g}\left(\frac{v}{v_{o}}\right)^{-2}+\alpha_{o} e^{-(1 / 2) H_{1} s} \cos \left(\omega s+\phi_{0}\right)  \tag{2.18}\\
\text { where } \alpha_{a}=-\frac{C_{o}}{C_{m_{\alpha}}} \\
\alpha_{g}=\left[\frac{m_{q}-k_{y}^{2} C_{D}}{C_{m_{\alpha}}}\right] \frac{g \ell}{v_{o}^{2}} \\
\omega^{2}=-M_{1}-\frac{H_{1}^{2}}{4} \sim-\frac{\rho S \ell^{3}}{2 I_{y}} C_{m_{\alpha}}
\end{gather*}
$$

$\alpha_{0}$ and $\phi_{0}$ are determined by initial conditions. By definition the influence of this initial disturbance will damp out if the missile is dynamically stable ( $\mathrm{H}_{1}>0$ ). For such a missile the angle of attack will eventualiy reach an equilibrium angle $\alpha_{a}+\alpha_{g}$. The aerodynamic part of this angle, $\alpha_{a}$, can easily be interpreted as satisfying the requirement that the aerodynamic moment coefficient must vanish for equilibrium, i.e., $C_{m_{\alpha}} \alpha_{a}+C_{m_{0}}=0$. A similar
interpretation for $\alpha_{g}$ is possible when it is noted from Equation (2.15) that $g V^{-2}$ is the curvature of the trajectory due to gravity. This angular velocity has a moment whose magnitude is determined by $C_{m_{q}} g \ell V^{-2}$. In addition to this there is a change in the curvature due to decrease in velocity. This angular acceleration due to drag gives rise to the quantity $k_{y}^{2} C_{D} g \ell V^{-2}$. For equilibrium the sum of these two terms must be matched by the moment coefficient $C_{m_{\alpha}} \alpha_{g}$. For models as big as 6 inches, $g \mathbb{N}^{-2}$ is always less than $6 \times 10^{-5}$ and, hence, this gravity-induced, steady-state angle of attack is not directly measurable. The aerodynamic induced angle, $\alpha_{a}$, can be quite large and is measurable.

The vertical motion of the missile can now be obtained from Equation (2.10). The usual change of independent variable is made to absorb the velocity variation, and small angles are assumed.

$$
\begin{equation*}
\frac{z_{e}^{\prime \prime}}{\ell}=C_{Z_{o}}^{*}+\left(C_{Z_{\alpha}^{*}}^{*}+C_{D}^{*}\right) \alpha+C_{Z_{q}}^{*}\left(\frac{q \ell}{V}\right)+C_{Z_{\alpha}}^{*} \alpha^{\prime}+g \ell V_{o}^{-2}\left(\frac{V}{V_{o}}\right)^{-2} \tag{2.19}
\end{equation*}
$$

According to Equation (2.15), $\frac{\text { G }^{2}}{V}$ can be replaced by $\alpha^{\text {in }}$ in Equation (2.19) since the remaining terms of Equation (2.15) yield products of starred coefficients after the substitution.

$$
\begin{align*}
\therefore \frac{z_{e}}{\ell} & =a_{z}+b_{z} s+\left[C_{z_{o}^{*}}^{*}+\left(C_{Z_{\alpha}^{*}}+C_{D}^{*}\right) \alpha_{a}\right] \frac{s^{2}}{2} \\
& +\left(C_{Z_{\alpha}^{*}}^{*}+C_{D}^{*}\right) \alpha_{o} \int_{0}^{s} \int_{0}^{s_{2}^{2}} e^{-\left(H_{1} / 2\right) s_{1}} \cos \left(\omega s_{1}+\phi_{o}\right) d s_{1} d s_{2} \\
& +\left(C_{Z_{q}^{*}}^{*}+C_{Z_{Q}^{*}}^{*}\right) \int_{0}^{s} \alpha d s_{1} \\
& +\left[g N_{o}^{-2}+\left(C_{z_{\alpha}^{*}}^{*}+C_{D}^{*}\right) \alpha_{g}\right] \int_{0}^{s} \int_{0}^{s} e^{2 C_{D}^{*} s_{1}} d s_{1} d s_{2} \tag{2.20}
\end{align*}
$$

The lirst two intecrals in Equation (2.20) yield linear functions plus damped cosines. The cosines do, however, differ in phase. The third intecral can t, approximated by $\frac{s^{2}}{2}$. Thus, the vertical motion is essentially a parabola in $:$ plus damped cosines which arise from the pitching motion.

Equation (2.20) indicates a measurable influence of $\alpha_{\mathscr{E}}$. During firinetable tests of finned bombs during World War II, it was found that times of Ilight were higher than expected ${ }^{6-3}$. In fact, negative drag coefficients were required to fit the observations by a theory in which only the drac force ic considered. The definition of $\alpha_{g}$ shows that it is positive for $C_{m_{q}}$ negative and, hence, the missile will fily in an equilibrium position with its nose slightly above its flight path. For almost all missiles the aerodynamic force is in the direction of the angle of attack and, therefore, $C_{Z_{\alpha}}$ is negative. Thus $\left(C_{Z_{\alpha}}^{*}+C_{D}^{*}\right) \alpha_{g}$ opposes gravity and increases the flight time. For short flights in a ballistic range this effect is too small to measure. Gravity-induced equilibrium angles do, however, cause measurable effects for missiles with high spin rates. These effects are described in Section 7.2.

### 6.3 Combined Pitching and Yawing Motion of a Nonspinning Missile

Except for the absence of gravity the analysis for the yawing motion is almost identical to that for the pitching motion:

$$
\begin{align*}
& \operatorname{mig}_{e}=F_{Y} \cos \psi+F_{X} \sin \psi  \tag{3.1}\\
& I_{Z} \ddot{\psi}=M_{Z}  \tag{3.2}\\
& \dot{y}_{e}=V \sin (\psi+\beta)  \tag{3.3}\\
& C_{Y}=C_{Y_{0}}+C_{Y_{B}} \beta+C_{Y}\left(\frac{r \ell}{V}\right)+C_{Y_{\dot{B}}}\left(\frac{\dot{\beta} \ell}{V}\right)  \tag{3.4}\\
& C_{n}=C_{n_{0}}+C_{n_{B}} \beta+C_{n_{r}}\left(\frac{r \ell}{V}\right)+C_{n_{\dot{B}}}\left(\frac{\dot{\beta} \ell}{V}\right) \tag{3.5}
\end{align*}
$$

In Figure 6.4, the positive senses of $\psi$ and $\beta$ are indicated and the correctness of Equations (3.1-3) directly verified. Note that the definition of $B$ is consistent with that of $\alpha$ in that it is positive when the missile's nose is
away from the positive direction of the corresponding transverse axis. Normally, $C_{Y_{\beta}}$ is negative like $C_{Z_{\alpha}}$. The sense of $\psi$ is such that $\psi$ has a positive direction in accordance with the right hand rule. Thus for pure yawing motion, $\psi=r$.

The relation between $r$ and $\dot{\beta}$ is quite similar to Equation (2.15)

$$
\begin{equation*}
\frac{r \ell}{V}=-\frac{\dot{\beta} \ell}{V}+\left(C_{Y_{\beta}}^{*}+C_{D}^{*}\right) B+C_{Y_{O}}^{*} \tag{3.6}
\end{equation*}
$$

From this, an equation for yawing motion similar to Equation (2.17) can be written.

$$
\begin{align*}
& B^{\prime \prime}+H_{2} B^{\prime}-M_{2} B=A_{2}  \tag{3.7}\\
& \text { where } H_{2}=-\left[C_{Y_{B}^{*}}^{*}+2 C_{D}^{*}+k_{z}^{-2}\left(C_{n_{r}}^{*}-C_{n_{\dot{B}}}^{*}\right)\right] \\
& M_{2}=-k_{z}^{-2} C_{n_{B}}^{*} \\
& A_{2}=-k_{z}^{-2} C_{n_{0}}^{*} \\
& k_{z}=\left[\frac{I_{z}}{m \ell^{2}}\right]^{1 / 2} \quad \text { is radius of gyration about } Z \text {-axis. }
\end{align*}
$$

It follows immediately from the right-hand rule that for a positive $C_{n_{\beta}}$, a positive $\beta$ induces a rotation in the negative $\beta$ direction. Thus yawing motion is staticaily stable when $C_{n_{\hat{B}}}$ is positive.

With the exception of Chapter X , we will consider throughout this book basically symmetric bodies. This symmetry must apply to mass distribution as well as exterior shape, i.e., $I_{y}=I_{z}$. With the present restriction to zero spin and neglect of the small asymmetry terms $\left(C_{Z_{0}}=C_{Y_{0}}=C_{m_{0}}=C_{n_{0}}=0\right)$ it should not be possible to distinguish pitching or yawing motion. This slightly metaphysical argument will be replaced by a more explicit algebraic one in Section 6.5. For either approach, relations between various coefficients can be obtained.

$$
\begin{align*}
&-C_{N_{\alpha}} \equiv C_{Z_{\alpha}}=C_{Y_{\beta}} C_{M_{q}} \equiv C_{m_{q}}=C_{n_{r}}  \tag{3.8}\\
& C_{M_{\alpha}} \equiv C_{m_{\alpha}}=-C_{n_{\beta}} \quad C_{M_{\alpha}} \equiv c_{m_{\dot{\alpha}}}=-c_{n_{\dot{\beta}}}
\end{align*}
$$

The new symbols introduced above are used to indicate the coefficients of a symmetric body. Equations (2.17) and (3.7) can now be combined by the simple device of multiplying the first by $i$ and adding to the second.

$$
\begin{equation*}
\xi^{\prime \prime}+H \xi^{\prime}-M \xi=i A+i G\left(\frac{V}{V_{0}}\right)^{-2} \tag{3.9}
\end{equation*}
$$

where $\xi=\beta+i \alpha$

$$
\begin{aligned}
& H=H_{l}=H_{2} \\
& M=M_{l}=M_{2} \\
& A=k_{t}^{-2}\left[C_{m_{0}}^{*}+i C_{n_{0}}^{*}\right] \\
& k_{t}=k_{\bar{z}}=k_{\bar{y}} \text { is transverse radius of gyration. }
\end{aligned}
$$

The solution to this simple equation in the complex variable $\xi$ is

$$
\begin{gather*}
\xi=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}+K_{3} e^{i \phi_{30}}+\xi_{g}  \tag{3.10}\\
\text { where } K_{j}=K_{j 0} e^{\lambda_{j} s} j=1,2 \\
\phi_{j}=\phi_{j 0}+\phi_{j}^{\prime} s \\
\lambda_{1}=\lambda_{2}=-(1 / 2) H \\
\phi_{1}^{\prime}=-\phi_{2}^{\prime}=\sqrt{-M}
\end{gather*}
$$

$$
\begin{aligned}
K_{3} e^{1 \phi_{30}} & =\frac{-i\left(C_{m_{0}}+1 C_{n_{0}}\right)}{C_{M_{\alpha}}} \\
\xi_{g} & =\frac{i\left(C_{M_{q}}-k_{t}^{2} C_{D}\right) g \ell / v^{2}}{C_{M_{\alpha}}}
\end{aligned}
$$

$\emptyset_{j 0}$ and $K_{j 0}$ for $j=1,2$ are determined by the initial angles and angular velocities.

The various terms in Equation (3.10) can represent two dimensional vectors in the plane. $\xi$, then, is the sum of these vectors (Figure 6.5). A sample motion, which is shown in Figure 6.6, is a damped elliptical motion; the semi-major axis of the ellipse is $K_{1}+K_{2}$, its semi-minor axis is $\left|K_{1}-K_{2}\right|$, and its center is located at $K_{3} e^{i \not \varnothing^{\prime}} 30+\xi_{\mathrm{g}}$ a Equation (2.17) for the pitching motion can be obtained from the imaginary part of Equation (3.9). This use of the complex variable, which introduces a minor elegance in the problem of a nonspinning missile, forms an essential feature of the analysis of the motion of a spinning missile.

### 6.4 Exact Equations of Motion for a Spinning Missile

The motion of a rigid body may be described by a pair of vector equations

$$
\begin{align*}
m \dot{\vec{V}} & =\vec{F}+m \vec{g}  \tag{4.1}\\
\dot{\vec{H}} & =\vec{m} \tag{4.2}
\end{align*}
$$

$$
\begin{aligned}
& \text { where } \vec{v} \text { is velocity of center of mass } \\
& \qquad \begin{array}{l}
\vec{F} \text { is aerodynamic force } \\
\vec{B} \text { is acceleration due to gravity } \\
\vec{R} \text { is angular momentum }
\end{array} .
\end{aligned}
$$

$\overrightarrow{\mathrm{M}}$ is aerodynamic moment.
The components of the vector derivatives in Equations (4.1-2) may be calculated by the well-known relation

$$
\begin{equation*}
\left(u_{1}, u_{2}, u_{3}\right)^{\cdot}=\left(\dot{U}_{1}, \dot{U}_{2}, \dot{U}_{3}\right)+\overrightarrow{a x}\left(u_{1}, u_{2}, u_{3}\right) \tag{4.3}
\end{equation*}
$$

where
$U_{1}, U_{2}, U_{3}$ are the components of the vector $U$ and
$\vec{\omega}$ is the angular velocity vector of the coordinate system
with recpect to an inerti:i system.
For the missile-fixed axes previously defined, the vectors in the above cquations may be given in component form

$$
\begin{align*}
& \vec{V}=(u, v, w)  \tag{4.4}\\
& \vec{F}=\left(F_{X}, F_{Y}, F_{Z}\right)  \tag{4.5}\\
& \vec{g}=(G \sin \theta, g \cos \theta \sin \phi, g \cos \theta \cos \phi)  \tag{4.6}\\
& \vec{H}=\left(I_{x} p+I_{x y} q+I_{x z} r, I_{y} q+I_{x y} p+I_{y z} r, I_{z} r+I_{x z} p+I_{y z} q\right)(4.7) \\
& \vec{M}=\left(M_{X}, M_{Y}, M_{Z}\right)  \tag{4.8}\\
& \vec{w}=(p, q, r)  \tag{4.9}\\
& \text { where } I_{x y}, I_{x z} \text {, and } I_{y z} \text { are products of inertia. }
\end{align*}
$$

If we assume that the plane of aerodynamic symmetry (the $X Z$ plane) is also a plane of mass symmetry, two of the products of inertia vanish. ( $I_{x y}=I_{y z}=0$ ) and $H$ reduces to the form applicable to an airplane ( $I_{x} p+I_{x z} r, I_{y} q, I_{z} r+I_{x z} p$ ). For an aircraft the $X$-axis can be defined as the thrust line or the zero lift line. A third choice could be that direction for which $I_{x z}$ vanishes (principal axis of inertia). If this is done and mass rotational symmetry assumed ( $I_{y}=I_{z}$ ), the angular momentum vector has the simple component form ( $I_{x} p, I_{y} q, I_{y} r$ ).

If the aerodynamic force and moment can be defined in terms of $u, v, w, p$, $q$, and $r$, and the effect of gravity neglected, Equations (4.1-2) yield a complete set of six first order differential equations in these six dependent variables. In those cases where gravity has a measurable effect, relations between the Eulerian angle defining the orientation of the missile-fixed axes and earth-fixed axes* and the components of angular velocity are

In ballistic range work, the influence of the earth's rotation can normally be neglected and the distinction between earth-fixed axes and inertia axes thereby vanishes. One exception to this is the deflection of subsonic models due to Coriolis force. This effect is discussed in Section 6.9.

$$
\begin{align*}
& \mathrm{p}=\dot{\phi}-\psi \sin \theta  \tag{4.10}\\
& \mathrm{q}=\dot{\theta} \cos \phi+\dot{\psi} \cos \theta \sin \phi  \tag{4.21}\\
& \mathrm{r}=-\dot{\theta} \sin \phi+\dot{\psi} \cos \theta \cos \phi \tag{4.12}
\end{align*}
$$

Equations (4.10-12) now increase our set of differential equations to nine first order equations in nine dependent variables. Finally, if the location of the missile ( $\mathrm{x}_{e}, \mathrm{y}_{e}, \mathrm{z}_{e}$ ), which is indirectly present in the aerodynamic force and moment through air density, air temperature and wind structure, varies enough to cause measurable effects, then the velocities must be integrated and our set of equations becomes twelfth order.

Fortunately, in ballistic range tests, $\theta \ll 1$ so that Equations (4.10-12) can be linearized and absorbed into Equations (4.1-2) without increase in order. The axial angular velocity component of the roll equations can be solved independently of the other component equations and the rotational symmetry assumption reduces the systen to a quite simple fourth order system. This simplicity is exploited through the use of a nonrolling coordinate system and complex variables.

For this nonrolling coordinate system, the missile's velocity vector is ( $u, \tilde{v}, \tilde{w}$ ) and its angular velocity vector is ( $p, \tilde{q}, \tilde{r}$ ) while the angular velocity of the coordinate system is $\vec{\omega}=(0, \tilde{q}, \tilde{\mathcal{F}})$ where

$$
\begin{align*}
& \tilde{q}=q \cos \tilde{\phi}-r \sin \tilde{\phi} ; \tilde{v}=v \cos \tilde{\phi}-w \sin \ddot{\phi}  \tag{4.13}\\
& \tilde{r}=q \sin \tilde{\phi}+r \cos \tilde{\phi} ; \tilde{w}=v \sin \ddot{\phi}+w \cos \tilde{\phi}  \tag{4.14}\\
& \tilde{\phi}=\int_{0}^{t} p d t \tag{4.15}
\end{align*}
$$

The angular momentum vector has the simple form ( $I_{x} p, I_{y} q, I_{y} r$ ); its transverse components transform in the same way as those of the velocity and angular velocity (Equations (4.13-14))

$$
\begin{align*}
& H_{\overparen{y}}=\left(I_{y} q\right) \cos \ddot{\phi}-\left(I_{y} r\right) \sin \tilde{\phi}=I_{y} \tilde{q}  \tag{4.16}\\
& H_{\widetilde{z}}=\left(I_{y} q\right) \sin \ddot{\phi}+\left(I_{y} r\right) \cos \tilde{\phi}=I_{y} \tilde{Y} \tag{4.17}
\end{align*}
$$

In the nomrolline coordinates, the angular momentum for a miscile with mas: symmetry retains its simple form while derivatives of vectors computed by Equation (4.3) are much simpler. For example, the angular momentum vector and its derivative are

$$
\begin{align*}
& \overrightarrow{\mathrm{H}}=\left(I_{x} p, I_{y} \tilde{q}, I_{y} \tilde{r}\right) \\
& \dot{\mathrm{H}}=\left(I_{x} p, I_{y} \dot{\mathrm{q}}+I_{x} p \tilde{Y}, I_{y} \dot{\tilde{r}}-I_{x} p \tilde{q}\right) \tag{4.19}
\end{align*}
$$

The simplicity of Equation (4.29) and the corresponding equation for the velucity vector makes the nonrolling system a very attractive one.

The four transverse component equations derived from Equations (4.1-2)
reduce to

$$
\begin{align*}
& \dot{\tilde{v}}+u \tilde{r}=\left(\frac{\rho S V^{2}}{2 m}\right) \quad C_{\tilde{Y}}+g_{\tilde{y}}  \tag{4.20}\\
& \dot{\tilde{w}}-u \tilde{q}=\left(\frac{\rho S V^{2}}{2 m}\right) C_{\tilde{Z}}+\tilde{E}_{\tilde{z}}  \tag{4.21}\\
& \dot{\tilde{q}}+\left(\frac{I_{x}}{\overline{I_{y}}}\right) \tilde{p r}=\frac{\rho S V^{2} \ell}{2 I_{y}} C_{\tilde{m}}  \tag{4.22}\\
& \dot{\tilde{r}}-\left(\frac{I_{x}}{I_{y}}\right) \tilde{p q}=\frac{\rho S V^{2} \hat{z}}{2 I_{y}} C_{\tilde{n}} \tag{4.23}
\end{align*}
$$

where tilde superscripts denote components in the nonrolling coordinates.

If the second equation of each pair is multiplied by $i$ and added to the first, the independent variable changed to distance, and dimensionless variables introduced, Equations (4.20-23) assume the simple form

$$
\begin{align*}
& \tilde{\xi}^{\prime}-C_{D}^{*} \tilde{\xi}-i \gamma \tilde{\mu}=C_{\tilde{Y}}^{*}+i C_{\tilde{Z}}^{*}+\left(g_{\tilde{y}}+i g_{\widetilde{Z}}\right) \ell / v^{2}  \tag{4.24}\\
& \tilde{\mu}^{\prime}-C_{D}^{*} \tilde{\mu}-i P \tilde{\mu}=\left(C_{\tilde{n}}^{*}+i C_{\tilde{R}}^{*}\right) k_{t}^{=2} \tag{4.25}
\end{align*}
$$

where

$$
\begin{aligned}
& \tilde{\xi}=\frac{\tilde{v}+i \tilde{w}}{V} \\
& \tilde{\mu}=\frac{(\tilde{q}+i \tilde{r}) \ell}{V} \\
& \gamma=\frac{u}{V} \\
& P=\frac{I_{x}}{I_{y}}\left(\frac{p \ell}{V}\right)
\end{aligned}
$$

The complex variable $\tilde{\xi}$ locates the plane which contains the velocity vector and the missile's axis. Its magnitude is the sine of the angle between the velocity vector and the missile's axis and this angle will be called the resultant angle of attack, $\alpha_{r}$. From this it is clear that $\gamma$ is $\cos \alpha_{r}$. Since $\tilde{\mathrm{F}} \tilde{\text { is }}$ the gyroscopic moment, P is a measure of the gyroscopic effects. When the force and moment are specified in terms of $\tilde{\xi}, \tilde{\mu}$ and their derivatives, $\tilde{\mu}$ can be eliminated between Equations (4.24-25) and a second order equation in $\tilde{\xi}$ results.

### 6.5 Linear Force and Moment Expansion

The proper linear terms will first be derived in the more natural missile= fixed coordinates and then transformed to nonrolling coordinates. The variable $\xi=(v+i w) \mathrm{v}^{-1}$ is quite similar to the angles of attack and sideslip. Indeed, for small angles $\xi \doteq \beta+i \alpha$. Coefficients of this variable will have the subscript $\alpha$ for this reason.

Our object is the most general linear expression in $\xi, \mu, \xi^{\prime}, \mu$ ' for the force and moment acting on a symmetric missile. In components form, Y-force expansion would be

$$
\begin{align*}
c_{Y} & =e_{1}(v / v)+e_{2}(w / v)+e_{3}(q \ell / v)+e_{4}(r \ell / v)+e_{5}(v / v)^{\prime} \\
& +e_{6}(w / v)^{\prime}+e_{7}(q \ell / v)^{\prime}+e_{8}(r \ell / v)^{\prime} \tag{5.1}
\end{align*}
$$

A similar expansion would apply for $C_{Z}$. Since $v / v=(\xi+\bar{\xi}) / 2$ and $w / \bar{v}=(\xi-\bar{\xi}) / 2 i$ and similar relations exist for the other quantities in Equation (5.1), the force coefficient expansion can be written in terms of complex quantities.

$$
\begin{equation*}
C_{Y}+1 C_{Z}=A_{1} \xi+A_{2} \mu+A_{3} \xi^{\prime}+A_{4} \mu^{\prime}+B_{1} \bar{\xi}+B_{2} \bar{\mu}+B_{3} \xi^{\prime}+B_{4} \bar{\mu}^{\prime} \tag{5.2}
\end{equation*}
$$

If we now consider a new missile system which differs in roll anfle, $\hat{\phi}$, from our oririnal system and identify quantities in this system by a circumflex superscript, it is clear that

$$
\begin{equation*}
\hat{U}_{Y}+i \hat{C}_{Z}=\left(C_{Y}+i C_{Z}\right) e^{i \hat{\phi}}=A_{1} \hat{\xi}+A_{2} \hat{\mu}+A_{3} \hat{\xi}^{\prime}+A_{L_{1}} \hat{\mu}^{\prime}+\left(B_{1} \hat{\hat{R}}+B_{2} \hat{H}+B_{3}^{\prime} \hat{\beta}^{\prime}+\hat{E}_{1_{4}} \hat{\mu}^{\prime}\right){ }^{\prime} i \hat{\emptyset} \tag{1.3}
\end{equation*}
$$

We now select $\hat{\phi}$ to be an angle of rotational symmetry. In other words, when the missile is rotated through the angle $\hat{\phi}$ its relative appearance to a fixed observer is unchanged. Its force expansion then should be unaffected. Eut the coefficients of the conjugate variables are multiplied by $e^{2 i \hat{\gamma}}$. We, therefore, have the important result that if a missile has an angle of rotational symmetry of $120^{\circ}$ or less, the coefficients of the conjugate variables must be zero. In other words, the linear force expansion of a symmetric three-fin missile is the same as a body of revolution and terms which express their different nature must be second order or higher! The reasoning is identical for the moment.

For a rotationally symmetric missile

$$
\begin{align*}
& C_{Y}+i C_{Z}=A_{1} \xi+A_{2} \mu+A_{3} \xi^{\prime}+A_{4} \mu^{\prime}  \tag{5.4}\\
& C_{m}+i C_{n}=C_{1} \xi+C_{2^{\mu}}+C_{3} \xi^{\prime}+C_{4^{\prime}}{ }^{\prime} \tag{5.5}
\end{align*}
$$

The coefficients in Equations (5.4-5) are complex quantities. The character of their real and imaginary parts can be determined by a consideration of their cependence on roll for a missile with a plane of mirror symmetry. If the XY -plane is taken to be the plane of symmetry and the coordinate system is transformed by a reversal of the $Z=a x i s(\hat{Z}=-Z)$, a missile with mirror symmetry would be unaffected and so would be the form of its aerodynamic force and moment expansion. Under such a transformation the velocity and force vectors reverse their $Z$ components but the angular velocity and moment vectors reverse their $X$ and $Y$ components. This is due to the fact that the sign of a component of angular velocity or moment is directly related to the right- or left-handedness of the coordinate system through their definitions as cross products. For example, a positive p rotation rotates the Y-axis toward the Z-axis, a positive $q$ rotation rotates the $Z$-axis toward the $X$-axis and a positive $r$ rotation rotates the X -axis toward the Y -axis. A reversal of the Z -axis then has the stated effect of changing the sign of $p$ and $q$. The results of this transformation can be summarized.

$$
\begin{align*}
& \hat{V}=V, \quad \hat{p}=-p  \tag{5.6}\\
& \hat{\xi}=\bar{\xi} \quad \hat{\mu}=-\bar{H}  \tag{5.7}\\
& \hat{\xi}^{\prime}=\bar{\xi}^{\prime} \quad \hat{\mu}^{\prime}=-\bar{\mu}^{\prime} \\
& \hat{C}_{Y}+i \hat{C}_{Z}=C_{Y}-i C_{Z}=\bar{A}_{1} \hat{\xi}-\bar{A}_{2} \hat{\mu}+\bar{A}_{3} \hat{\xi}^{\prime}-\bar{A}_{4} \hat{\mu}^{\prime}  \tag{5.9}\\
& \hat{C}_{m}+i \hat{C}_{n}=-C_{m}+i C_{n}=-\bar{C}_{1} \hat{\xi}+\bar{C}_{2} \hat{H}-\bar{C}_{3} \hat{\xi}^{\prime}+\bar{C}_{4} \hat{\mu}^{\prime} \tag{5.10}
\end{align*}
$$

Since mirror symmetry requires that it be impossible to distinguish a change in the aerodynamic force and moment from this transformation; the coefficients in Equations (5.9-10) must equal those in Equations (5.4-5). If the coefficients are constants, this means that the imaginary parts of $A_{1}, A_{3}$, $C_{2}$, and $C_{4}$ and the real parts of $A_{2}, A_{L_{4}}, C_{1}$ and $C_{3}$ must be zero. The presence of non-zero roll should affect the force and moment, and so we make the assumption that the coefficients are functions of $p$. With this assumption the quantities which previously had to vanish must now change sign with $p$. This means that they are odd functions of $p$. (A power series expansion in $p$ would contain only odd powers.) The remaining real and imaginary parts do not change sign and, therefore, are even functions of $p$. When $p$ is zero, the odd functions are zero. In order to make this explicit, we will write these odd functions as products of $p$ and even functions of $p$.

$$
\begin{align*}
C_{Y}+i C_{Z} & =\left[a_{1}+i\left(\frac{p \ell}{V}\right) b_{1}\right] \xi+\left[\left(\frac{p \ell}{V}\right) b_{2}+i a_{2}\right] \mu \\
& +\left[a_{3}+i\left(\frac{p \ell}{V}\right) b_{3}\right] \xi^{\prime}+\left[\left(\frac{p \ell}{V}\right) b_{4}+i a_{4}\right] \mu^{\prime}  \tag{5.11}\\
C_{m}+i C_{n} & =\left[\left(\frac{p \ell}{V}\right) a_{1}+i c_{1}\right] \xi+\left[c_{2}+i\left(\frac{p \ell}{V}\right) d_{2}\right] \mu \\
& +\left[\left(\frac{p \ell}{V}\right) d_{3}+i c_{3}\right] \xi^{\prime}+\left[c_{4}+1\left(\frac{p \ell}{V}\right) a_{4}\right] \mu^{\prime} \tag{5.12}
\end{align*}
$$

The $b, i$ and $d_{j}$ cocficicntis are called Magnus cocfficiconte ind lenoti: interaction cifcets between spin and cross-flow induced by one of the four complox quantities. Simple examples of a Magnus effect are the curving of a bascball and the hooking or slicing of a golf ball ${ }^{6-5}$.

Equations (b.11-12) ure not in the proper form for use in the equationt; ui motion. We need to convert to the nonrolling coordinates by multiplication by exp i申. This will transform the transverse force and moment variables $\xi$ and $\mu$ properly but not $\xi^{\prime}$ and $\mu^{\prime}$.

$$
\begin{align*}
& e^{i \phi_{\xi}^{\prime}}=\tilde{\xi}^{\prime}-i\left(\frac{p \ell}{V}\right) \tilde{\xi}  \tag{5.13}\\
& e^{i \phi_{\mu}^{\prime}}=\tilde{\mu}^{\prime}-i\left(\frac{p \ell}{V}\right) \tilde{\mu} \tag{5.14}
\end{align*}
$$

This follows from the fact that derivatives of vectors in rotating systems (i) not transform in the same way as the vectors themselves. A second somplication, which follows from this, is that a spinning missile flying at a constant angle of attack in the nonspinning system ( $\tilde{\xi}^{\prime}=0$ ) has a non-zero $\xi^{\prime}$. The non-Magnus coefficients of $\xi^{\prime}$ are usually taken to be non-steady damping force and moment coefficients $-C_{\bar{N}_{\dot{\alpha}}}$ and $C_{M_{\alpha}}=$ For a body of revolution $f^{2} l y i n g$ with constant $\tilde{\xi}$, it is very hard to see why a damping force or moment should be present ${ }^{6-6}$ and it is difficult to explain such a force and moment for a symmetric finned missile. For this reason we will rearrange the terms in Equations (5.11-12) so that the variables are $\xi, \mu$, and their derivatives in the nonrolling coordinates. The coefficients are then identified so that they reduce to the quantities as defined in Sections 6.2 and 6.3 for the case of zero roll and small angles.

$$
\begin{align*}
C_{Y}+i C_{Z}= & -\left[C_{N_{\alpha}}+i\left(\frac{p \ell}{V}\right) C_{N_{p \alpha}}\right] \xi-\left[\left(\frac{p \ell}{V}\right) C_{N_{p q}}+1 C_{N_{q}}\right] \mu \\
& -\left[C_{N_{\alpha}}+1\left(\frac{p \ell}{V}\right) C_{N_{p \ell}}\right]\left[\xi^{\prime}+1\left(\frac{p \ell}{V}\right) \xi\right] \\
& -\left[\left(\frac{p \ell}{V}\right) C_{N_{p \dot{q}}}+1 C_{N_{\dot{q}}}\right]\left[\mu^{\prime}+1\left(\frac{p \ell}{V}\right) \mu\right] \tag{5.15}
\end{align*}
$$

$$
\begin{align*}
C_{m}+i C_{n}= & {\left[\left(\frac{p \ell}{V}\right) C_{M_{p \alpha}}-i C_{M_{\alpha}}\right] \xi+\left[C_{M_{q}}-i\left(\frac{p \ell}{V}\right){ }^{C} M_{M_{p q}}\right] \mu } \\
& +\left[\left(\frac{p \ell}{V}\right) C_{M_{p \alpha}}-i C_{M_{\alpha}}\right]\left[\xi^{\prime}+i\left(\frac{p \ell}{V}\right) \xi\right] \\
& +\left[C_{M_{\dot{q}}}-i\left(\frac{p \ell}{V}\right) \quad C_{M_{p \dot{q}}}\right] \quad\left[\mu^{\prime}+i\left(\frac{p \ell}{V}\right) \mu\right] \tag{5.16}
\end{align*}
$$

One last task remains before returning to the equations of motion. This is the determination of the variation of the coefficients defined above with center of gravity location. To do this we will compare the force and moment for two models with identical motion but different center of mass locations. The difference in c.g. location will be denoted $s_{C g}=\left(\hat{x}_{C g}-x_{C g}\right) l^{-1}$ where the circumflex superscript identifies quantities associated with the missile with the second c.g. location. Under our assumption that corresponding points have the same motion, the angular velocity is unchanged but the linear velocity, which is defined to be the velocity of the center of gravity, is affected.

$$
\begin{align*}
& \hat{\xi}=\xi-i s_{c \xi}{ }^{\mu} \hat{\mu}=\mu  \tag{5.17}\\
& \hat{\xi}^{\prime}=\xi^{\prime}-i s_{c g} \hat{\mu}^{\prime} \quad \hat{\mu}^{\prime}=\mu^{\prime} \tag{5.18}
\end{align*}
$$

In a similar fashion the force is unaffected but the moment, which is defined with respect to the c.g. location, does change. If we assume that the change in $\xi$ is small enough to leave the total velocity, $V$, invariant, the relations for force and moment coefficients are the same as for the force and moment themselves. This means that the resulting c.g. relations are good for small angular velocities.

$$
\begin{align*}
& \hat{C}_{Y}+i \hat{C}_{Z}=C_{Y}+i C_{Z}  \tag{5.19}\\
& \hat{C}_{m}+i \hat{C}_{n}=C_{m}+i C_{n}-1 \varepsilon_{C g}\left(C_{Y}+i C_{Z}\right) \tag{5.20}
\end{align*}
$$

Equations (5.15-18) are substituted in Equations (5.19-20) and the sought-for c.g. transformations are found. These are listed in Table 6-1.

This table reveals a number of interesting facts. Note that if C ${ }^{\prime}$, ard ${ }^{M_{\dot{C}}}$ are not. zero, then $C_{N_{\dot{q}}}$ and $C_{M_{\dot{q}}}$ must be non-zero for most c.E. positions. Thus the omission of these coefficients in previous articles would yield
 effect on missile mution and are omitted for this reason*. In a similar wey $\mathrm{C}_{\mathrm{N}}^{\mathrm{p} \bar{q}}$ and $\mathrm{C}_{\mathrm{M}_{\overline{\mathrm{p}} \bar{q}}}$ are needed for consistent $\mathrm{c} . \mathrm{g}$. transformation for non-zero $C_{\mathcal{N}_{\mathrm{p}}}$ and " $M_{p \alpha}$ but have no measurable effect on motion. The Magnus coefficients involving $\dot{\alpha}$ and $\dot{q}$ also have no measurable effect, do not appear in c.g. relation for other coefficients, and, therefore, cañ be completely dropped at this time**. The final form of the linear force and moment expansion in nonrolline coordinates is, therefore,

$$
\begin{align*}
\tilde{C}_{Y}+i \tilde{C}_{Z}= & -\left[C_{N_{\alpha}}+i\left(\frac{p \ell}{V}\right) C_{N_{p \alpha}}\right] \tilde{\xi}-i C_{N_{q}} \tilde{\tilde{\mu}} \\
& -C_{N_{\dot{\alpha}}} \tilde{\xi}^{\prime}  \tag{5.21}\\
\tilde{C}_{m}+i \tilde{C}_{n}= & {\left[\left(\frac{p \ell}{V}\right) \quad C_{M}-i C_{M_{\alpha}}\right] \tilde{\xi}+C_{M_{q}} \tilde{\mu}^{\mu} } \\
& -i C_{M_{\dot{\alpha}}} \tilde{\xi}^{\prime} \tag{5.22}
\end{align*}
$$

Equations (5.21-22) contain considerable information which is not immediately obvious due to the unfamiliar complex number notation. It should be noted that $\tilde{\xi} \dot{\equiv} \tilde{\beta}+\tilde{i}(\alpha$ has components whose algebraic sign is the reverse of the corresponding forces and moments. This can be seen from Figures 6.3 and 6.4.

[^3]Thus, the normal force, $-\mathrm{C}_{\mathrm{N}_{\alpha}} \tilde{\xi}$, is a force proportional to the sine of the angle of attack and acting in the same direction as the angle of attack when $C_{N_{\alpha}}$ is positive. (With the exception of very low fineness ratio configuration $\mathrm{C}_{\mathrm{N}_{\alpha}}$ is always positive.)

The Magnus force for a spinning body of revolution is at right angles to the normal force and proportional in size to the product $P|\tilde{\xi}|$. Its usual direction can be inferred by consideration of the Magnus force which causes a baseball or golf bali to "hook" or "slip". (Figure 6.7) From the figure we can see that the circulation induced in the flow field about the ball by the spin and viscosity causes an asymmetric pressure distribution. This pressure distribution then gives rise to a side force. The same theoretical model may be used for a spinning body of revolution. For this purpose we assume that Figure 6.7 is a cross sectional view of the flow field. The cross flow is induced by the angle of attack and has a magnitude $V_{o}|\tilde{\xi}|$. This simple picture predicts a Magnus force with direction obtained by a $90^{\circ}$ rotation from the normal force against the spin. Since multiplication by ip yields a $90^{\circ}$ rotation in the direction of spin, the usual sign for $C_{N}{ }_{p \alpha}$ is negative.

The interpretation of the damping force coefficients $\mathrm{C}_{\mathrm{N}_{\mathrm{q}}}$ and $\mathrm{C}_{\mathrm{N}}$. is somewhat more difficult. This is not unexpected since the coefficient $\mathrm{C}_{\mathrm{N}_{\mathrm{q}}}$ is a linear function of c.g. location. Indeed since both coefficients have not been directly measured and have only importance for their effect on the dependence of their moment coefficients on c.g. location, we will interpret them in terms of the c.g. transformation of the moment coefficients and move on to consider these coefficients.

The form of the moment expansion was obtained by multiplying the force coefficients by $i$ and replacing the $N$ subscripts by M's. This is justified by the convention the orientation of a moment is the axis about which it tends to cause rotation and this axis is perpendicular to the corresponding moment. As each coefficient is discussed its influence on stability will be explored.

The most important moment coefficient is that associated with the normal force, i.e., the static moment coefficient, $C_{M_{\alpha}}$. This moment causes rotation about an axis at right angles to the angle of attack. Since a negative coefficient corresponds to a moment opposing the angle of attack, a negative coefficient is stabilizing.

The Magnus moment coefficient, $C_{M_{p O}}$, has an axis of rotation in the plane of the angle of attack and, therefore, causes the missile's nose to rotate around the trajectory. For a positive $C_{M_{p \alpha}}$ this motion is in the direction of the spin. Its influence of stability depends on the interaction of this moment coefficient with the others and will be examined later.

The damping moment coefficients $\mathrm{C}_{\mathrm{M}_{\mathrm{q}}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$ cause rotation about the same axes as the corresponding angular velocities $\tilde{\mu}$ and $\tilde{\xi}^{\prime}$. Their moments both oppose their angular velocities when they are negative and, hence, necative values of these coefficients are stabilizing.

### 6.6 Pitching and Yawing Motion of Symmetric Missiles

With linear expansion of the force and moment defined, the derivation and solution of the equations for pitching and yawing motion can proceed. Equations (5.21-22) are substituted into Equations (4.24-25) and $C^{*}$ 's neglected in comparison with one.

$$
\begin{align*}
\tilde{\xi}^{i}-i \gamma \tilde{\mu}= & -\left(C_{N_{\alpha}}^{*}-C_{D}^{*}+i\left(\frac{p \ell}{V}\right) C_{N_{p \alpha}}^{*}\right) \tilde{\xi}+\left[g_{\tilde{y}}+i g_{\tilde{z}}\right] \ell V^{-2}  \tag{6.1}\\
\tilde{\mu}^{\prime}-i P \tilde{\mu}= & k_{t}^{-2}\left[\left(\frac{p \ell}{V}\right) \quad C_{M}^{*}-i C_{M_{\alpha}}^{*}\right] \tilde{\xi} \\
& +\left(k_{t}^{-2} C_{M_{q}}^{*}+C_{D}^{*}\right) \tilde{\mu}-i k_{t}^{-2} C_{M_{\dot{\alpha}}}^{*} \tilde{\xi}^{\prime} \tag{6.2}
\end{align*}
$$

The expression, $C_{N_{\alpha}}-C_{D}$, has a special significance which we can derive here. Figure 6.8 shows the model at a fixed resultant angle of attack, $\alpha_{r}$, and the resolution of the aerodynamic force into axial and normal components, $F_{X}$ and $\mathrm{F}_{\mathrm{N}}$, as well as drag and lift components.

$$
\begin{align*}
& D=-\cos \alpha_{r} F_{X}+\sin \alpha_{r} F_{N}  \tag{6.3}\\
& L=\sin \alpha_{r} F_{X}+\cos \alpha_{r} \bar{F}_{N}  \tag{6.4}\\
& \text { where } \cos \alpha_{r}=\gamma \\
& \sin \alpha_{r}=|\xi|=\delta
\end{align*}
$$

The definitions of the corresponding aerodynamic coefficients can be inserted and common factors cancelled

$$
\begin{align*}
& C_{D}=-\gamma C_{X}+\delta^{2} C_{N_{\alpha}}  \tag{6.5}\\
& C_{L_{\alpha}}=\gamma C_{N_{\alpha}}+C_{X} \tag{6.6}
\end{align*}
$$

$c_{X}$ can be eliminated from Equation (6.5) by the use of Equation (6.6)

$$
\begin{equation*}
\therefore \gamma C_{L_{\alpha}}=C_{N_{\alpha}}-C_{D} \tag{6.7}
\end{equation*}
$$

Thus, this combination, $C_{N_{\alpha}}-C_{D}$, is essentially the well known lift coefficient. Equation (6.5) also expresses the usual relations for induced drag. For constant $C_{X}$ and $C_{N_{\alpha}}$ this yields $C_{D_{\delta}} 2=C_{N_{\alpha}}+(1 / 2) C_{X} \doteq C_{L_{\alpha}}+(1 / 2) C_{D_{0}}$ 。

Equations (6.1-2) can be combined to eliminate $\tilde{\mu}$ and $\tilde{\mu}^{\prime}$.

$$
\begin{aligned}
& \tilde{\xi}^{\prime \prime}+\left(H-\frac{\gamma^{\prime}}{\gamma}-1 P\right) \tilde{\xi}^{\prime}-(M+i P T) \tilde{\xi}=G \\
& \text { where } H=\gamma C_{L_{\alpha}}^{*}-C_{D}^{*}-k_{t}^{-2}\left(C_{M_{Q}}^{*}+\gamma C_{M_{\dot{\alpha}}}^{*}\right) \\
& M=\gamma \mathrm{k}_{\mathrm{t}}^{-2} C_{M_{\alpha}}^{*}-\gamma\left(C_{L_{\alpha}}^{*}\right)^{\prime} \\
& T=\gamma\left[C_{L_{\alpha}}^{*}+k_{a}^{-2} C_{M}^{*}\right]-\left(\frac{I_{y}}{I_{x}}\right)\left(C_{N_{p \alpha}}^{*}\right)^{\prime} \\
& G=\left[\frac{\left(g_{\widetilde{y}}+1 g_{\widetilde{z}}\right) \ell}{v^{2}}\right]^{\prime}-\left[k_{t}^{-2} C_{M_{q}}^{*}+C_{D}^{*}+1 P\right]\left[\frac{\left(g_{\widetilde{Y}}+i \delta_{\widetilde{z}}\right) \ell}{v^{2}}\right]
\end{aligned}
$$

Equation (u. (3) is exact and has no linear approximations other than thoce which are implicit in the definition of the force and moment expansions. The retention of derivatives of the lift coefficient and the Magnus force coefficient allows these coefficients to be variables and, therefore, could represent a nonlinear force. Since the moment coefficients were not differentiated in the derivation their derivatives do not appear. They are not necessarily constants and can represent a nonlinear moment. This equation can and will be used in the chapter dealing with nonlinear forces and moments. In this chapter, however, Equation ( 6.8 ) will be linearized by the approximations

$$
\begin{align*}
& \gamma=1, \gamma^{\prime}=C_{L_{\alpha}}^{\prime}=C_{N_{p \alpha}}^{\prime}=0  \tag{6.9}\\
& g_{\tilde{y}}+i g_{\widetilde{z}}=i g \text { (flat trajectory) }  \tag{6.10}\\
\therefore & G=\left[P-i\left(\underline{k}_{t}^{-2} C_{M_{q}}^{*}-C_{D}^{*}\right)\right] g N^{-2} \tag{6.11}
\end{align*}
$$

For high spin rates $P$ can be as large as .05. The imaginary part of $G$ is the same as that given in Section 6.2 for no spin. Since it was found there that this term has no effect on the motion which can be measured during the relatively short filght in a ballistic range, it will be neglected and $G$ approximated by $\mathrm{Pg} \mathrm{N}^{-2}$.

$$
\begin{align*}
& \therefore \tilde{\xi}^{\prime \prime}+(H-i P) \tilde{\xi}^{\prime}-(M+i P T) \tilde{\xi}=G  \tag{6.12}\\
& \text { where } H=\left(\frac{\rho S \ell}{\partial m}\right)\left[C_{\bar{L}_{\alpha}}-C_{D}-k_{t}^{-2}\left(C_{M_{q}}+C_{M_{\alpha}}\right)\right] \\
& M=\frac{\rho S \ell^{3}}{2 I_{y}} C_{M_{\alpha}} \\
& T=\left(\frac{\rho S \ell}{2 m}\right)\left[C_{L_{\alpha}}+k_{a}^{-2} C_{M_{p \alpha}}\right] \\
& G=\operatorname{Pg} N^{-2} \doteq \operatorname{Pg} N_{o}^{-2}
\end{align*}
$$

Although Equation (6.8) is a fourth order system in the variables $v$ and $w$ it is written as a simple second order system in the complex variable ${ }^{6, \ell}$. This symmetry allows us to express the solution as a constant plus two complex exponentials.

$$
\begin{align*}
& \widetilde{\xi}=\widetilde{\xi}_{g}+K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}  \tag{6.13}\\
& \text { where } \tilde{\xi}_{g}=\left[\frac{-P}{M+i F T}\right] \mathrm{gNN}_{0}^{-2} \\
& K_{j}=K_{j 0} e^{\lambda_{j} \delta} \\
& \phi_{j}=\phi_{j 0}+\phi_{j}^{i} s \\
& \lambda_{j}+i \phi_{j}^{\prime}=(1 / 2)\left[-H+i P \pm \sqrt{4 M+H^{2}-P^{2}+2 i P(2 T-H)}\right]
\end{align*}
$$

The actual size of $\tilde{\xi}_{g}$ is barely measurable but its influence on the trajectory can be measured for subsonic tests in ballistic ranges. Since M usually is much larger that PT and is positive, $\tilde{\xi}_{g}$ is a small negative real number. Thus this equilibrium angle due to gravity curvature of trajectory causes the missile to point to the right of its flight path. The lift force associated with this angle causes a drift to the right. This right deflection is characteristic for all artillery shell. For most supersonic tests, $\tilde{\xi}$ will be neglected in any consideration of Equation (6.13) but its associated drift will be computed when the swerving motion of the c.g. is discussed.

The other terms in Equation (6.13) describe the missile's response to initial conditions. The amplitudes of the disturbances due to initial conditions ( $K_{\text {jo }}$ ) can either grow or decrease exponentially while the orientation changes at constant rates ( $\bar{\phi}_{j}^{\prime}$ ). The resuiting motion is known as a damped epicycle. As has been shown previously a nonspinning statically stable missile ( $\mathrm{P}=0, \mathrm{M}<0$ ) has a damped elliptical pitching and yawing motion when H is positive, and an undamped elliptical motion when it is negative. The damping rates are equal and the frequencies are negatives of each other. If the same missile is spun slowly, the frequencies shift a little and the elliptical motion starts to precess. This is shown in figure (6.9a). At
higher spin rates the damping exponents change as well as the frequencies and more complicated motion with nodes is produced as shown in Figure ( 6.96 ). Note that maximum angles occur when the modal vectors add ( $K_{1}+K_{2}$ ) and minimum angles occur when they subtract $\left(\left|K_{1}-K_{2}\right|\right)$.

For a statically unstable missile such as a rifle bullct the motion is quite different. If the missile is not spun, the modal frequencies are zero, one modal amplitude is strongly damped $\lambda_{1}=\left[-H-\sqrt{4 M+H^{2}}\right] / 2$ where the other amplitude is strongly undamped $\lambda_{2}=\left[-H+\sqrt{4 M+H^{2}}\right] / 2$. This motion is quite unstable.

For a spinning missile as well as a nonspinning missile the predominant aerodymamic effect is the static moment coefficient. If the other aerodynanic coefficients are neglected, the frequencies and damping exponents become

$$
\begin{equation*}
\lambda_{j}+i \phi_{j}^{\prime}=(1 / 2)\left[i P \pm \sqrt{4 M-P^{2}}\right] \tag{6.14}
\end{equation*}
$$

The presence of spin in the square root indicates the possibility of stabilizing a statically unstable missile by spin. When spin is large enough, the right side of Equation (6.14) is a pure iñaginary number. The damping exponents become zero, and the envelope of the motion will not grow. The necessary condition on the spin rate is the inequality

$$
\begin{equation*}
4 M-P^{2}<0 \tag{6.15}
\end{equation*}
$$

For a statically unstable missile, $M$ is positive and Inequality (6.15) may be written in the form

$$
\begin{equation*}
\frac{p^{2}}{4 M}>1 \tag{6.16}
\end{equation*}
$$

The ballistician has for many years made use of a gyroscopic stability factor $S_{g}$ which is proportional to the ratio of squared gyroscopic spin to the static moment coefficient and is precisely $\mathrm{P}^{2} / 4 \mathrm{M}$. Thus $\mathrm{s}_{\mathrm{g}}$ must be greater than unity for a statically unstable missile to perform periodic motion and not quickly tumble. This is the condition for a sleeping top.

Since the sign of M is not essential for Inequality ( 6.15 ), we will define a missile to be gyroscopically stable when that inequality is satisfied or equivalently

$$
\begin{equation*}
\frac{1}{s}<1 \tag{6.17}
\end{equation*}
$$

Thus a statically stable missile ( $\mathrm{M}<0$ ) is always gyroscopically stable.
According to Equations (6.13, 6.14) the pitching and yawing motion of a gyroscopically stable missile with only a linear static moment acting, may be represented by the sum of two complex numbers with constant magnitude and rotating with constant angular velocity.

$$
\begin{equation*}
\emptyset_{j}=1 / 2\left[P \pm \sqrt{P^{2}-4 M}\right] \tag{6.18}
\end{equation*}
$$

We will call these numbers modal vectors. If $C_{M_{\alpha}}$ is positive, they rotate in the same direction as the spin and the usual epicyclic motion associated with the motion of the axis of a top results. If $C_{M}$ is negative, the square roots dominate in Equation (6.13) and these modal vectors rotate in opposite directions.

Gyroscopic stability like static stability is sufficient for oscillatory motion but does not guarantee that initial conditions will not grow. This requirement of dynamic stability which reduces to a need for positive $H$ for a nonspinning missile is satisfied when the exponential coefficients are both negative. The pitching and yawing motion for a dynamically stable, gyroscopically stable, but statically unstable missile is shown in Figure 6.10. For a statically stable missile the frequencies differ in algebraic sign and the nodes are on the outside. For this case the frequencies have the same sign and the nodes are on the inside.

The initial orientation and amplitude of the modal vectors are functions of initial conditions. Equation (6.13) and its derivatives may be evaluated at $s=0$ to yield $\tilde{\xi}_{o}$ and $\tilde{\xi}_{o}^{\prime}$ in terms of these quantities.

$$
\begin{align*}
& \tilde{\xi}_{0}=K_{10} e^{i \phi_{10}}+K_{20} e^{i \phi_{20}}  \tag{6.19}\\
& \tilde{\xi}_{0}^{\prime}=\left(\lambda_{1}+i \phi_{1}^{\prime}\right) K_{10} e^{i \phi_{10}}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) K_{20} e^{i \phi_{20}} \tag{6.20}
\end{align*}
$$

These relations determine $\tilde{\xi}_{0}$ and $\tilde{\xi}_{0}^{\prime}$ in terms of quantities measuratic from ballistic range tests. In design studies it is sometimes important to compute initial values of the modal vectors from specifled values of $\tilde{\xi}_{0}$ and $\tilde{\xi}_{0}^{\prime}$. Thic: can be done by inverting Equations (6:19-20).

$$
\begin{align*}
& K_{10} e^{i \phi_{10}}=\frac{\tilde{\xi}_{0}^{\prime}-\left(\lambda_{2}+i \phi_{2}^{i}\right) \tilde{\xi}_{0}}{\lambda_{1}-\lambda_{2}+i\left(\phi_{1}^{\prime}-\phi_{2}^{i}\right)}  \tag{6.21}\\
& K_{20} e^{i \phi_{20}}=\frac{\tilde{\xi}_{0}^{\prime}-\left(\lambda_{1}+i \phi_{1}^{\prime}\right) \tilde{\xi}_{0}}{\lambda_{2}-\lambda_{1}+i\left(\phi_{2}^{\prime}-\phi_{1}^{\prime}\right)} \tag{E.22}
\end{align*}
$$

The amplitude of these disturbances due to initial conditions will grow exponentially for a dynamically unstable missile ( $\lambda_{1}>0$ and/or $\lambda_{2}>0$ ).

The relations for $\lambda_{j}+i \phi_{j}^{\prime}$ are convenient for computing the frequencies and exponential coefficients when the aerodynamic coefficients are known. Ir tallistic range work $\lambda_{j}+i \phi_{j}^{\prime}$ is known from the data analysis and the aerodymamic coufficients are unknown. The necessary equations can be easily derived from the fact that in Equation (6.12) the coefficient of $\tilde{\xi}^{\prime}$ is the negative sum of the roots of the characteristic equation $\left(\lambda_{j}+i \phi_{j}^{\prime}\right)$ and the coefficient of $\tilde{\xi}$ is their product.

$$
\begin{align*}
\therefore P & =\phi_{1}^{\prime}+\phi_{2}^{\prime}  \tag{6.23}\\
H & =-\left[\lambda_{1}+\lambda_{2}\right]  \tag{6.24}\\
M & =\phi_{1}^{\prime} \phi_{2}^{\prime}-\lambda_{1} \lambda_{2}  \tag{6.25}\\
\mathrm{FT} & =-\left[\phi_{2}^{\prime} \lambda_{1}+\phi_{1}^{\prime} \lambda_{2}\right] \tag{6.26}
\end{align*}
$$

### 6.7 Dynamic Stability Criteria

Gue of the primary uses of range data is the determination of proper dynamic stability for a proposed configuration. The usual dynamic stability requirement, is that; tile damping exponents are nonpositive throughout the flicht
of the missile. We will first consider a generalized version of this stringent requirement. Then the more moderate conditions of a realistic designer that the angular motion does not become excessively large will be analyzed. As we shall see, then, unde: this criterion the damping exponents may become positive for "short" portions of the flight.

Equations (6.24) and (6.26) may be solved explicitly for the damping exponents

$$
\begin{align*}
& \lambda_{1}=\frac{-\left[\phi_{1}^{\prime} \mathrm{H}-\mathrm{PT}\right]}{\phi_{1}^{\prime}-\phi_{2}^{\prime}}=\frac{-\left[\phi_{1}^{\prime} \mathrm{H}-\mathrm{PT}\right]}{2 \phi_{1}^{\prime}-\mathrm{P}}  \tag{7.1}\\
& \lambda_{2}=\frac{-\left[\phi_{2}^{\prime} \mathrm{H}-\mathrm{PT}\right]}{\phi_{2}^{\prime}-\phi_{1}^{\prime}}=\frac{-\left[\phi_{2}^{\prime} \mathrm{H}=\mathrm{PT}\right]}{2 \phi_{2}^{\prime}-\mathrm{P}} \tag{7.2}
\end{align*}
$$

The indicated divisions in Equations (7.1-2) may now be performed

$$
\begin{align*}
& \lambda_{1}=-\left(\frac{1}{2}\right)\left[H-\frac{P(2 T-H)}{2 \phi_{1}^{\prime}-P}\right]=-\left(\frac{1}{2}\right)\left[H-\frac{P(2 T-H)}{\phi_{1}^{\prime}-\phi_{2}^{\prime}}\right] \\
& \lambda_{2}=-\left(\frac{1}{2}\right)\left[H-\frac{P(2 T-H)}{2 \phi_{2}^{\prime}-P}\right]=-\left(\frac{1}{2}\right)\left[H+\frac{P(2 T-H)}{\phi_{1}^{\prime}-\phi_{2}^{\prime}}\right] \tag{7.4}
\end{align*}
$$

According to Equations (7.3-4) the damping exponents for a nonspinning missile are both- $\mathrm{H} / 2$. If $\mathrm{H}=2 \mathrm{~T}$ is not zero, one of the damping exponents will be less than $H / 2$ and the other greater than $H / 2$. From Equation (6.18) which is a good approximation* for the frequencies we see that $\left[\phi_{1}^{1}-\phi_{2}^{1}\right]^{-1}$ has a magnitude which is less than one for statically stable missiles and greater than one

Although Equation (6.18) is exactiy correct for $H=T=0$, it is an excellent approximation when aerodyamic damping is present. Use of this equation is equivalent to the assumption that the product of the frequencies is much greater than the product of the damping exponents in Equation (6.25).
for statically unstable missiles. Thus, the $H / 2$ in the second term of Equation (7.4) dominates the first term for a statically unstable missile and one damping exponent must be positive if the Magnus and lift coupling term $T$ is zero.

We will now obtain precise stability conditions on $T$ as a function of spin. The usual dynamic stability requirement is that the exponential coefficients, $\lambda_{j}$, be both negative. These conditions are somewhat more restrictive than necessary for a missile designer. His primary concern is that the initial conditions do not have an adverse effect during the flight. What constitutes an adverse effect depends on the mission and trajectory of the given missile. In some cases we would want initial angles to damp to half their values in $l, 000 \mathrm{ft}$; in other cases if they doubled in $10,000 \mathrm{ft} .$, the performence would be unaffected. To include this flexible criteria in our analysis, we will introduce a level of damping, $\lambda$, which is set by the designer and require that the damping exponents be less than this value. The resulting generalized criteria reduce to the conventional one when $\lambda=0$. If the frequencies are approximated by Equation (6.18), this requirement of generalized dynamic stability assumes the form

$$
\begin{equation*}
\lambda_{j}-\lambda=\frac{-1}{2}\left[(H+2 \lambda) \pm \frac{P(2 T-H)}{\sqrt{P}-4 M}\right] \leqq 0 \tag{7.5}
\end{equation*}
$$

Inequalities (7.5) are equivalent to the following inequalities

$$
\begin{align*}
& H+2 \lambda \geqq 0 \\
& |H+2 \lambda| \geqq\left|\frac{P(2 T-H)}{\sqrt{P^{2}-4 M}}\right| \tag{7.6}
\end{align*}
$$

The second inequality in (7.6) can be squared, solved for spin squared, and reduced to a simple form by the introduction of a generalized dynamic stability factor, $s_{d}$

$$
\begin{align*}
& \frac{4 M}{P^{2}}=\frac{1}{s_{g}} \leqq s_{d}\left(2-s_{d}\right)  \tag{7.7}\\
& \text { where } s_{d}=\frac{2(T+\lambda)}{I+2 \lambda}
\end{align*}
$$

The relation between the spin and the various types of stability are summarized in Figure 6.11. To these relations must be added the sinfle inequality $H+2 \lambda \geqq 0$. Three comments of great importance may be derived from an inspection of this figure.
(1) A dynamically staile missile must be gyroscopically stable.
(2) If $s_{d}$ lies in the interval $(0,2)$, a statically unstable missile māy be stāoilized by sufficiently high spin and a statically stable missile is always dynamically stable.
(3) If $s_{d}$ lies outside this interval, a staticaliy unstable missile cannot be spin-stabilized and statically stable missile may be made dynamically unstable by a sufficiently high spin.

Experimental values of the various coefficients for a variety of configurations will be given in the next chapter. From these data it can be shown that most of the ways a symmetric missile can theoretically become unstable have been observed.

The use of Figure 6.11 to determine lower bounds on spin for a statically unstable missile and upper bounds for statically stable missiles is based on the assumption that $s_{d}$ is not a function of $\operatorname{spin}$. The bounds on $s_{g}$ indicated in the figure may then be converted into bounds on spin.

Frequently the spin variation of the Magnus moment can not be ignored. When this is the case $s_{d}$ is a function of spin and Figure 6.11 can not be used to determine spin boundaries for dynamic stability for a given missile. Inequality (7.7), however, is still valid. The equality sign in (7.7) yields an equation in spin whose roots are endpoints of intervals of spin for which the missile is either dymamically stable or dynamically unstable. If the spin in a given interval satisfies Inequallty (7.7) the missile will be dynamically stable for spin in that interval and conversely.

The requirement that the exponential coefficients be negative throughout the flight is much stronger than necessary in a number of applications. This can be seen by the following example. Consider the case of a specific shell whose exponential coefficiente are strongly negative for $M \leqq 2.0$ except for the

Mach number interval (0.9, 1.1) where both exponents are positive. Exact numerical intecration showed that an initial maximum angle of attack of four degrees for the launch Mach number of two will decay to a tenth of a degree before the Mach number decreases to 1.1. The dynamic instability associated with the transonic velocities then will cause the maximum angle to grow to approximately one degree and then decrease a second time when subsonic stability is established. Thus the "dynamically unstable" shell has maintained a small angle of attack over the entire trajectory*.

The effect of slowly varying coefficients can be treated by means of the WKB method ${ }^{i j 3 \text {. The exact algebra, however, will make considerable use of the }}$ epicyclic solution associated with constant coefficients. We will assume the solution for varying coefficients can be written in the form

$$
\begin{equation*}
\tilde{\xi}=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}} \tag{7.8}
\end{equation*}
$$

where the $\phi_{j}^{\prime}$ are not necessarily constants and the $K_{j}$ are not necessarily exponential functions. Differentiating Equation (7.8) twice, we have

$$
\begin{align*}
\tilde{\xi}^{i}= & \left(\lambda_{1}+i \phi_{1}^{\prime}\right) K_{1} e^{i \phi_{1}}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) K_{2} e^{i \phi_{2}}  \tag{7.9}\\
\tilde{\xi}^{\prime \prime}= & {\left[\lambda_{1}^{\prime}+\lambda_{1}^{2}-\left(\phi_{1}^{\prime}\right)^{2}+i\left(\phi_{1}^{\prime \prime}+2 \lambda_{1} \phi_{1}^{\prime}\right)\right] K_{1} e^{i \phi_{1}} } \\
& +\left[\lambda_{2}^{\prime}+\lambda_{2}^{2}-\left(\phi_{2}^{\prime}\right)^{2}+i\left(\phi_{2}^{\prime \prime}+2 \lambda_{2} \phi_{2}^{\prime}\right)\right] K_{2} e^{i \phi_{2}}  \tag{7:10}\\
& \text { where } \lambda_{j}=\left[\ln \left(K_{j} / K_{j o}\right)\right]^{\prime}=\frac{K_{j}^{\prime}}{K_{j}}
\end{align*}
$$

Equations (7.8-10) are now substituted in the homogeneous form of Equation (6.12) and the result grouped as to mode

[^4]\[

$$
\begin{align*}
& \left\{\left(\phi_{1}^{\prime}\right)^{2}-P \phi_{1}^{\prime}+M-\lambda_{1}\left(\lambda_{1}+H\right)-\lambda_{1}^{\prime}-i\left[\left(2 \phi_{1}^{\prime}-P\right) \lambda_{1}+\phi_{1}^{\prime \prime}+H \phi_{1}^{\prime}-P T\right]\right\} \\
= & -\left\{\left(\phi_{2}^{\prime}\right)^{2}-P \phi_{2}^{\prime}+M-\lambda_{2}\left(\lambda_{2}+H\right)-\lambda_{2}^{\prime}\right. \\
& \left.-i\left[\left(2 \phi_{2}^{\prime}-P\right) \lambda_{2}+\phi_{2}^{\prime \prime}+H \phi_{2}^{\prime}-P T\right]\right\}\left(K_{2} / K_{1}\right) e^{-i \hat{\phi}} \tag{7.11}
\end{align*}
$$
\]

where $\hat{\phi}=\phi_{1}-\phi_{2}$
If $\lambda_{j}$ and $\phi_{j}^{\prime}$ vary slowly in a period of $\hat{\phi}$, Equation (7.11) can only be satisfied by both expressions in braces vanishing. Since the $\lambda_{j}$ terms in the real part of each of these expressions is usually much smaller than $\left(\phi_{j}^{\prime}\right)^{2}$, the frequency equations for varying coefficients are essentially the same as those for constant coefficients.

$$
\begin{equation*}
\phi_{j}^{\prime}=\frac{p}{2} \pm \sqrt{\frac{P^{2}}{4}-M} \tag{7.12}
\end{equation*}
$$

The logarithmic derivatives, $\lambda_{j}$, are somewhat different as can be seen from the imaginary parts of the expressions in braces.

$$
\begin{align*}
\lambda_{j} & =-\frac{H \phi_{j}^{\prime}-P T+\phi_{j}^{\prime \prime}}{2 \phi_{j}^{\prime}-P} \\
& =\lambda_{j}^{*}-\frac{1}{2}\left[\ln \left(\hat{\phi}_{j}^{\prime} / \hat{\phi}_{j o}^{\prime}\right)\right]^{\prime}-\frac{P^{\prime}}{4 \hat{\phi}_{j}^{\prime}} \tag{7.13}
\end{align*}
$$

where $\oint_{j}^{\prime}=\phi_{j}^{\prime}-\frac{P}{2}$

$$
\lambda_{j}^{*}=-\frac{H \phi_{j}^{\prime}-P \Gamma}{2 \emptyset_{j}^{\prime}-P}
$$

For constant frequencies and spin-to velocity ratio, $\lambda_{j}$ reduces to $\lambda_{j}^{*}$.
The definition of $\lambda_{j}$ can be used to yield a prediction on the size of the modal amplitudes for slowly varying coefficients.

Since the major concern of a designer is the growth of initial dicturtance: this can be controlled by a restriction on the ratios $K_{j} / K_{j o}$. The actual value of these ratios may be computed throughout flight and compared with the restriction. Clearly strict dynamic stability will satisfy this, but these considerations allow a certain amount of dynamic instability over part of the flicht. Thus a much weaker type of stability has been formulated. This stability includes the necessity of gyroscopic stability throughout the flight.

An interesting application of these equations is that of a missile with constant aerodynamic coefficients and spin which is entering or leaving an exponential atmosphere*

$$
\begin{equation*}
\rho=\rho_{0} e^{-\sigma z} \tag{7.15}
\end{equation*}
$$

where $z$ is the altitude in feet.
If $\psi(s)$ is the angle the flight path makes with respect to the vertical, $z$ can be related to our independent variable s by the equation

$$
\begin{equation*}
z=-\int_{0}^{s} \ell \cos \psi\left(s_{1}\right) d s_{1} \tag{7.16}
\end{equation*}
$$

Where $0<\psi<90^{\circ} \rightarrow$ entering the atmosphere

$$
90^{\circ}<\psi<180^{\circ} \rightarrow \text { leaving the atmosphere }
$$

$$
\begin{equation*}
\therefore \quad \frac{\rho^{\prime}}{\rho}=\sigma \hat{\ell} \cos \dot{\psi}=\tilde{\sigma} \tag{7.17}
\end{equation*}
$$

For this case it is easy to show that

$$
\begin{aligned}
& \lambda_{j}=\lambda_{j}^{*}-\frac{\tilde{\sigma}}{4\left(I-\bar{S}_{g}\right)} \\
& \text { where } s_{g}=\frac{P^{2}}{4 M}
\end{aligned}
$$

For the earth a good value for $\sigma$ is $\frac{1}{22,000 \text { itt. }}$

As can be seen from Equation (7.18) an entering statically stable misaile ( $s_{\varepsilon}<0$ ) is stabilized by the density gradient while an enterine statically unstable missile which is gyroscopically stable ( $s_{g}>1$ ) is dectabilized by the density gradient. These predictions are only good at altitudes for which the chances in the coefficients are small in a period of $\hat{\phi}$, the nutational frequency.
6. 8 Angular Motion of a Slightly Unsymmetric Missile

Since no actual missile is exactly symmetric, the study of the effect of slight asymmetries is very important for a missile designer. It is also quite possible that lifting surfaces may be slightly deflected so that they may induce a trim angle of attack. These aerodynamic asymmetries which may be either intentional or unintentional have the effect of introducing constant nonzero lift and moment when the angle of attack with respect to the basic symmetric missile's axis of symmetry is zero. This introduces a constant $C_{Y_{0}}+i C_{Z_{0}}$ into Equation (5.15) and a constant $C_{m_{0}}+i C_{n_{0}}$ into Equation (5.16).

The corresponding linear differential equation for the pitching and yawing motion is

$$
\begin{align*}
\tilde{\xi}^{\prime \prime}+(H & -i P) \tilde{\xi}^{\prime}-(M+i P T) \tilde{\xi}=i A e^{i \phi}  \tag{8.1}\\
\text { where } A & =\frac{\rho S \ell}{2 m}\left[k_{t}^{-2}\left(C_{m_{0}}+i C_{n_{0}}\right)+\left(F\left(\frac{I_{y}}{I_{x}}\right)-1\right)\left(C_{Y_{0}}+i C_{Z_{0}}\right)\right] \\
\phi & =\int_{0} \phi^{\prime} d s_{1} \text { and } \\
\phi^{:} & =\frac{p \ell}{V}
\end{align*}
$$

where $\phi_{3}=\phi_{30}+\phi$

This particular solution can easily be found by dircct substitution and the result added to the epicyclic solution to yield the general solution of Equation (r.1)

$$
\tilde{\xi}=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}+K_{3} e^{i \phi_{3}}
$$

$$
\text { where } K_{3} e^{i \phi_{30}}=\frac{-i A}{\left(\phi^{\prime}\right)^{2}-P \phi^{\prime}+M-i\left(\phi_{H}^{\prime}-P I\right)}
$$

The denominator of $\mathrm{K}_{3} \mathrm{e}^{\mathrm{i} \emptyset_{30}}$ is usually dominated by the real part. This real part is the quadratic expression for the epicyclic frequencies. Therefore it will become zero when the spin rate equals one of these frequencies. By definition the magnitude of the slow rate is less than $\left(I_{x} / I_{y}\right)\left|\phi^{\prime}\right|$ and, hence, for most missiles this resonance phenomena occurs when the spin rate equals the last rate. The usual value of $I_{x} / I_{y}$ is less than a tenth and, thus, the $P \phi^{\prime}$ term is much smaller than $\left(\phi^{\prime}\right)^{2}$ and the spin rate may be directly compared with the zero-spin pitch frequency, $\sqrt{-M}$, to determine whether concern about resonance is reasonable.

In most ballistic range tests for which asymmetries are present, the spin rate is usually not constant. If it is not near resonance Equation (8.3) is a good approximation but for roll rapidly varying through resonance it is definitely a very poor approximation. This special case can be handled by the method of variation of parameters.

If varying spin is assumed, Equation (8.1) is a linear equation with varying coefficients with a specified forcing function. Although the particular solution for this forcing function is quite sensitive to roll rates near resonance, the complimentary solution for the homogeneous equation is relatively insensitive. Indeed, for roll rates near resonance $P$ is usually quite small. This means that we can either neglect $P$ on the left side of Equation ( 8.1 ) or replace it by a constant average value. The problem is now to find the solution of an inhomogeneous linear equation with constant coefficients.

The basic approach of the method of variation of paraneters is to assume the constants $K_{j o}, \emptyset_{j o}$ in Equation $(6.13)$ to be functions of $s$. For convenience, the quantities $A_{j}=K_{j o} e^{i \nsim}$ are introduced

$$
\begin{equation*}
\tilde{\xi}_{A}=A_{1} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+A_{2} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s} \tag{8.4}
\end{equation*}
$$

where $A_{j}$ are complex functions of $s$ and
$\tilde{\xi}_{\mathrm{A}}$ is the particular solution due to asymmetry for zero initial conditions. $\left(\tilde{\xi}_{A_{0}}=\tilde{\xi}_{A_{0}}^{:}=0\right)$

Equation 8.4 iss now differentiated.

$$
\begin{align*}
\tilde{\xi}_{A}^{\prime}= & \left(\lambda_{1}+i \phi_{1}^{\prime}\right) A_{1} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) A_{2} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s} \\
& +A_{1}^{\prime} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+A_{2}^{\prime} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s} \tag{8.5}
\end{align*}
$$

If the last two terms are set equal to zero

$$
\begin{equation*}
\hat{A}_{1}^{\prime} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+A_{2}^{\prime} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s}=0 \tag{8.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\xi}_{A}^{\prime}=\left(\lambda_{1}+i \phi_{1}^{\prime}\right) A_{1} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) A_{2} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s} \tag{8.7}
\end{equation*}
$$

Differentiating again we obtain the following:

$$
\begin{align*}
& \tilde{E}_{\dot{A}}^{\prime \prime}=\left(\lambda_{1}+i \phi_{1}^{\prime}\right)^{2} A_{1} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right)^{2} A_{2} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s} \\
& +\left(\lambda_{1}+i \phi_{1}^{\prime}\right) A_{1}^{\prime} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) A_{2}^{\prime} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s} \tag{8.8}
\end{align*}
$$

If Equations ( $8.4,8.7-8$ ) are substituted in Equation (8.1) and it is recalled that terms without $A_{j}^{\prime}$ come from the solution of the homogeneous equation and must cancel, the following equation can be obtained.

$$
\begin{equation*}
\left(\lambda_{1}+i \phi_{1}^{\prime}\right) A_{1}^{\prime} e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) A_{2}^{\prime} e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s}=i A e^{i \phi} \tag{8.9}
\end{equation*}
$$

Substituting Equation (8.6) In Equation (8.9)

$$
\begin{align*}
& A_{1}^{\prime}=\frac{i A e^{-\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s+i \phi}}{\lambda_{1}-\lambda_{2}+i\left(\phi_{1}^{\prime}-\phi_{2}^{\prime}\right)}  \tag{8.10}\\
& A_{2}^{\prime}=\frac{i A e^{-\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s+i \phi}}{\lambda_{2}-\lambda_{1}+i\left(\phi_{2}^{\prime}-\phi_{1}^{\prime}\right)} \tag{8.11}
\end{align*}
$$

Equations (8.10-11) may now be integrated, the integrals substituted in Equation (8.4), and the general solution for arbitrary rolling motion $\phi$ (s) derived

$$
\begin{equation*}
\tilde{\xi}=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}+\tilde{\xi}_{A} \tag{8.12}
\end{equation*}
$$

where

$$
\tilde{\xi}_{\mathrm{A}}=\frac{i A \int_{0}^{s}\left[e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right)\left(s-s_{1}\right)}-e^{\left(\lambda_{2}+i \phi_{2}^{:}\right)\left(s-s_{1}\right)}\right] e^{i \phi\left(s_{1}\right)} d s_{1}}{\lambda_{1}-\lambda_{2}+i\left(\phi_{1}^{*}-\phi_{2}^{\prime}\right)}
$$

As was noted in the definition of $\widetilde{\xi}_{A}$, its initial values are zero and, hence, the relations between the initial values of the modal vectors and the ancle and angular velocity are precisely those of Equations (6.21-22). Since the tricycle mode ( $\mathrm{K}_{3} \mathrm{e}^{\mathrm{i} \emptyset_{3}}$ ) in Equation (8.3) does not have this property, the initial values of the modal vectors in this equation do not have the same relationship with the initial angles and angular velocity. The correct relations, however, may be quickly derived if necessary.

### 6.9 Swerving Motion

Once the pitching and yawing motion is known and the linear aerodynamic force is determined, the motion of the center of mass may be computed. A first approximation to the actual trajectory is the so called particle trajectory. This is the trajectory determined by gravity and zero-lift drag and is followed by a missile which maintains zero angle of attack. The motion of the center of mass of a missile perpendicular to this trajectory is called the swerving motion. This motion is quite important in ballistic range work since direct determination of the aerodynamic force is possible from measurements of this motion.

Fir: most ballistic range tests, the observed trajectory is well approximated by a horizontal straight line. Thus the swerving motion i:; primarily the projection of the three-dimensional motion on a plane perpendicular to this line. If the $X_{e}$ - axis of the earth fixed coordinate is directed alone this line, the variation of the $Y_{e}$ and $Z_{e}$ coordinates of the center of motion provide us with the swerving motion. The differential equation controlline these quantities is

$$
\begin{equation*}
m\left(\ddot{y}_{e}+i \ddot{z}_{e}\right)=F_{Y_{e}}+i F_{Z_{e}}+i m g+m{ }_{c} \tag{9.1}
\end{equation*}
$$

$a_{c}$, the transverse component of the Coriolis acceleration induced by the earth's rotation, can be specified in terms of the latitude of the range, $\theta_{\ell}$, and the azimuth of the line of fire*, $\theta_{a}$,

$$
\begin{align*}
a_{c} & =\frac{\bar{W} V_{o}}{\ell} \hat{a}_{c} \\
& =-\frac{V_{o}}{\ell}\left[2 \frac{\Omega \ell}{V_{o}} \quad\left(\sin \theta_{\ell}+1 \cos \theta_{\ell} \sin \theta_{a}\right)\right] \tag{9.2}
\end{align*}
$$

where $\Omega=2 \pi$ radians per day

$$
=7.3 \times 10^{-5} \mathrm{rad} / \mathrm{sec}
$$

The force components along the $Y_{e}$ and $Z_{e}$ axes are given by Equations (2.10) and (3.1). For small angles these equations may be combined with Equations (2.12) and (3.3) to yield:

$$
\begin{equation*}
F_{Y_{e}}+i F_{Z_{e}}=F_{Y}+i F_{Z}-F_{X}\left(\tilde{\xi}-\frac{\dot{y}_{e}+i z_{e}}{V}\right) \tag{9.3}
\end{equation*}
$$

For a slightly unsymmetric missile with a linear aerodynamic force, then,

The BRL Aerodynamics Range, for example, is located at Aberdeen Proving Ground, Maryland and fires due East. For this range $\theta_{2}=39^{\circ} 26^{\circ}$ and $\theta_{a}=90^{\circ}$.

$$
\begin{align*}
F_{X}= & -(1 / 2)\left(\rho v^{2}\right) S C_{D}  \tag{9.4}\\
F_{Y}+i F_{Z}= & -(I / 2) \rho v^{2} S\left\{\left[C_{N_{\alpha}}+i\left(\frac{\rho \ell}{V}\right) C_{N_{p \alpha}}\right] \tilde{\xi}\right.  \tag{9.5}\\
& \left.+i C_{N_{Q}} \tilde{\mu}+C_{N_{\alpha}} \tilde{\xi}^{\prime}-\left(C_{Y_{0}}+i C_{Z_{0}}\right) e^{1 \phi}\right\}
\end{align*}
$$

Equation (4.24) may be used to eliminate $\tilde{\mu}$ in Equation (9.5) with the usual neglect of squared density terms. The derivatives with respect to time may be replaced by derivatives with respect to arclength by the relation

$$
\begin{align*}
y_{e}^{\prime \prime}+i z_{e}^{\prime \prime} & =\left(\ddot{y}_{e}+i \ddot{z}_{e}\right)\left(\frac{\ell}{V}\right)^{2}-\left(\dot{y}_{e}+i \dot{z}_{e}\right)\left(\frac{\dot{V} \ell^{2}}{v^{3}}\right) \\
& =\left(\ddot{y}_{e}+i \ddot{z}_{e}\right)\left(\frac{\ell}{V}\right)^{2}+\left(\dot{y}_{e}+i \dot{z}_{e}\right)\left(\frac{\ell}{V}\right) C_{D}^{*} \tag{9.6}
\end{align*}
$$

These equations may now be used to write Equation (9.1) in a much more convenient form

$$
\begin{align*}
\frac{y_{e}^{\prime \prime}+i z_{e}^{\prime \prime}}{\ell}=- & {\left[C_{L_{\alpha}^{*}}^{*}+i\left(\frac{p \ell}{V}\right) C_{N_{p \alpha}}^{*}\right] \tilde{\xi} }  \tag{9.7}\\
& -\left(C_{N_{q}}^{*}+C_{N_{\alpha}}^{*}\right) \tilde{\xi}^{\prime}+\left(C_{Y_{o}}^{*}+i C_{Z_{o}^{*}}^{*}\right) e^{i \phi} \\
& +i \frac{g \ell}{v^{2}}+\hat{a}_{c} \frac{V_{o}}{V}
\end{align*}
$$

Equation (9.7) car. now be integrated.

$$
\begin{align*}
\frac{y_{e}+i z e}{\ell} & =B_{o}+B_{1} s-C_{L_{\alpha}^{*}}^{*} I_{1}-i\left(\frac{p_{o}^{\ell}}{V_{o}}\right) C_{N_{p \alpha}}^{*} I_{2} \\
& -\left(C_{N_{q}}^{*}+C_{N_{\dot{\alpha}}^{*}}^{*}\right) I_{3}+\left(C_{Y_{o}^{*}}^{*}+i C_{Z_{o}}^{*}\right) I_{4} \\
& +i\left(\frac{g \ell}{v_{o}^{2}}\right)\left[\frac{e^{2 C_{D}^{*} s}-2 C_{D}^{*} s-1}{\left(2 C_{D}^{*}\right)^{2}}\right] \\
& +\hat{a}_{c}\left[\frac{e^{C_{D}^{*}}-C_{D}^{*} s-1}{\left(C_{D}^{*}\right)^{2}}\right] \tag{9.8}
\end{align*}
$$

where

$$
\begin{aligned}
& I_{1}=\int_{0}^{s} \int_{0}^{s_{2}} \tilde{\xi} d s_{1} d s_{2} \\
& I_{2}=\left(\frac{p_{0}}{V_{0}}\right)^{-1} \int_{0}^{s} \int_{0}^{s_{2}}\left(\frac{p}{V}\right) \tilde{\xi} d s_{1} d s_{2} \\
& I_{3}=\int_{0}^{s} \tilde{\xi} d s_{1} \\
& I_{4}=\int_{0}^{s} \int_{0}^{s_{2}} e^{i \not p} \mathrm{ds}_{1} d s_{2} \\
& B_{0}, B_{1} \text { are complex constants and } \\
& \frac{s^{2}}{2} \text { is a good approximation for the coefficients of } g N_{0}^{-2} \\
& \text { and } \hat{a}_{c} .
\end{aligned}
$$

Note that if the spin to velocity ratio is a constant, $I_{2}$ reduces to $I_{1}$.

For low spin the integrals provide the same frequencies that ure preor:at,
in $\tilde{F}$. Thus the latoral motion of a symmetric missile with cpicyclic angular motion $i s$ represented by a parabola plus an epicyclic motion. The relative amplitude and phase of the two motions are determined by $\mathrm{C}_{\mathrm{L}_{\mathrm{C}}}$ and $\mathrm{C}_{\mathrm{N}_{\mathrm{q}}}+{ }^{\prime \prime} \mathrm{N}_{\mathrm{i}}$. A slightly asymmetric missile has a tricyclic angular motion and its lateral motion is also a parabola plus a tricyclic motion. The relation between thr: two three-mode motions is determined by the relative magnitude and phase of the asymmetric force and moment terms as well as the values of $\mathrm{C}_{L_{\alpha}}$ and $\mathrm{C}_{\mathrm{N}_{\mathrm{q}}}+\mathrm{C}_{\mathrm{N}_{\dot{\alpha}}}$. For hich spin the lateral motion is much simpler. This is due to the fact that, the magnitude of an integral of a circular constant frequency motion is the magnitude of the motion divided by its frequency. Thus the integrations in $I_{1}, I_{2}$, and $I_{3}$ have the effect of reducing or eliminating the influence of !:igh frequency terms like $\emptyset_{1}$ and $\varnothing$ and retaining only the slow mode $\oint_{2}$. Thus the lateral motion of a missile with high spin is essentially a parabola plus a spiral with the slow mode frequency. The relative magnitude and phase is determined by $C_{L_{\alpha}}$ and $C_{N_{p \alpha}}$.

### 6.10 Aerodynamic Jump

The study of the center of mass motion is quite important for ballistic range measurements of aerodynamic force coefficients. An even more important application of this study is present in the requirement that the flight path be sufficiently controlled so that the range instrumentation does not suffer damage. A simple calculation shows that the periodic part of the motion does not have sufficient amplitude to cause difficulty. Indeed this motion is seldom greater in linear extent than a model diameter.

We are, therefore, interested in the average direction of the flight path. The parabolic deflections due to gravity and Coriolis acceleration are easily predicted and, thus, we are primarily concerned with the average effect of the aerodynamic forces.

It should be noted that there are other causes of dispersion of models, i.e., muzzle whip, blast effects. These are usually small with the exception of effect of gun blast on finned missiles. For the short time during which the muzzle gases
are flowing forward over the rear fin surfaces, they can impart a laree destabilizing angular momentum to the model and a much smaller linear momentum. This initial angular velocity can generate an angular motion which will Eive rise to a large displacement. This displacement is precisely the quantity we want to study in general. It is of great importance that the lift of $f$ ins in this reverse flow be kept as small as possible.

We will now study in detail this average effect of the aerodynamic force. This effect will, of course, be related to the initial angles and angular velocities present at launch. These initial conditions may be caused by bore clearances, sabot separation, or by blast effects. This average deflection is called aerodynamic jump and may be defined by the equation

$$
\begin{align*}
\text { aero. jump }= & \lim _{s \rightarrow \infty}-\frac{I}{s}\left\{\left[C_{L_{\alpha}^{*}}^{*}+i\left(\frac{\mathrm{p} \ell}{V}\right) C_{N_{p a}}^{*}\right] I_{1}+\left(C_{N_{q}}^{*}+C_{N_{Q}}^{*}\right) I_{3}\right. \\
& \left.-\left(C_{Y_{0}}^{*}+i C_{Z_{0}}^{*}\right) I_{4}\right\} \tag{10.1}
\end{align*}
$$

In order to take the indicated averages of $I_{1}$ and $I_{3}$ we can solve Equation (8.1) for $\tilde{\xi}$ :

$$
\begin{align*}
& \tilde{\xi}=\frac{\tilde{\xi}^{\prime \prime}+(H-i P) \tilde{\xi}^{i}-i A e^{i \phi}}{M+i P F}  \tag{10.2}\\
& \therefore I_{1}=[M+1 P T]^{-1}\left\{\tilde{\xi}-\tilde{\xi}_{0}-\tilde{\xi}_{0} s+[H-1 P] \quad\left[\int_{0}^{s} \tilde{\xi} d s_{1}-\tilde{\xi}_{0}\right]_{-}^{-}\right. \\
& \left.-\Delta A I_{4}\right\} \tag{10.3}
\end{align*}
$$

But for a dynamically stable missile $\tilde{\xi}$ and its integral are both bounded.

$$
\left.\begin{array}{rl}
\lim _{s \rightarrow \infty} \frac{1}{s} I_{1}= & -[M+1 P T]^{-1}\left\{\left[\tilde{\xi}_{0}^{i}+(H-1 P)\right.\right. \\
\tilde{\xi}_{0} \tag{10.4}
\end{array}\right]
$$

No direct measurements of $\mathrm{C}_{\mathrm{N}_{\mathrm{q}}}+\mathrm{C}_{\mathrm{N}_{\mathrm{d}}}$ have been made in ballistic rance tratai It is quitc reasonable, therefore, to omit this term in our consideration of acrodynamic jump.

$$
\begin{align*}
& \therefore \text { aero. jump }=\left[\begin{array}{cc}
C_{L_{\alpha}^{*}}^{*}+i\left(\frac{p \ell}{V}\right) & C^{*}{ }_{p}^{*}
\end{array}\right][M+i P T]^{-1}\left[\begin{array}{l}
\xi_{0}^{*} \\
{ }_{0}
\end{array}\right. \\
& \left.+(H-i P) \tilde{\xi}_{0}\right]  \tag{10.5}\\
& +\mathrm{J}_{\mathrm{A}} \Phi \\
& \text { where } J_{A}=\left[C_{Y_{0}}^{*}+i C_{Z_{0}}^{*}\right]+i\left[C_{L_{\alpha}}^{*}+i\left(\frac{p \ell}{V}\right) C_{N_{p \alpha}}^{*}\right][M+i P T]^{-1} A \\
& \doteq C_{Y_{0}}^{*}+i C_{Z_{0}}^{*}+i C_{L_{\alpha}}^{*}\left[C_{M_{\alpha}}\right]^{-1}\left[C_{m_{0}}+i C_{n_{0}}\right] \\
& \Phi=\lim _{s \rightarrow \infty} \frac{1}{S}\left[I_{4}\right]
\end{align*}
$$

Equation (10.5) shows the sensitivity of the aerodymaic jump to initial conditions. Usually $\tilde{\xi}_{\mathrm{O}}$ is small and a good approximation to the symmetric part of the jump is $\left[k_{t}{ }^{2}{ }^{C} L_{\alpha} /{ }^{C} M_{\alpha}\right] \tilde{\xi}_{0}$. The asymmetric part depends very much on the roll history. For constant roll,

$$
\begin{equation*}
\Phi=\frac{1}{\phi^{\top}} \tag{10.6}
\end{equation*}
$$

If the roll is varying in accordance with Equation (5.5.6), $\Phi$ can be computed as a function of two parameters ${ }^{6-9}$. One special case of some importance is that where the spin producing moment is large in comparison with the spin damping moment over the one or two periods of the pitching motion and the initial roll rate is zero. Since the aerodynamic jump is an average over this periodic motion, the roll equation for use in $\Phi$ assumes the very special form.

$$
\begin{equation*}
\phi=K_{\delta} \frac{s^{2}}{c} \tag{10.7}
\end{equation*}
$$

For this constant roll acceleration,

$$
\begin{align*}
& \Phi=\frac{1.25}{\sqrt{K_{\delta}}} e^{\frac{\pi}{4} i} \quad K_{\delta}>0  \tag{10.8}\\
& \Phi=\frac{1.25}{\sqrt{-K_{\delta}}} e^{-\frac{\pi}{4} i} \quad K_{\delta}<0 .
\end{align*}
$$

It is interesting to note that the aerodynamic jump is at right angles to $J_{A}$ for constant spin and a $45^{\circ}$ angle for constant acceleration from zero spin. Note that neither (10.5) or (10.8) show any special effect of a resonant roil rate. This is due to the fact that although the resonance angular motion amplitude can be quite large, its average influence on the trajectory is not exceptionally large. The increased induced drag can, however, affect the gravity drop along the $Z_{e}$ - axis.

### 6.11 Spin Lock-in and Catastrophic Yaw

Although spin-pitch resonance can yield large trim angles, the probability of a steady-state spin rate exactly that of the pitching rate is quite small. Moreover, aerodynamic damping usually keeps the trim angle to be a reasonably small multiple of asymmetry angle. By the introduction of roll orientation dependent moments, J. D. Nicolaides ${ }^{6-11}$ has demonstrated the possibility of spin pitch lock-in and large multiplying factors for the asymmetry angle. In this section, we will outline the work which has very successfully explained the rather high incidence of resonance and the large trim angles associated with it.

The complex angle of attack in missile fixed coordinates, $\xi$, can be described by an amplitude, $\delta$, and an orientation, $\rho$. $\theta$ is the angle between the plane of the angle of attack and a fixed plane on the missile such as one containing a fin. Nicolaides' model then was that there is both a roll moment and a side moment depending on angle of atteck and $\theta$. The revised form of Equation (5.5.2) is

$$
\begin{equation*}
\therefore c_{\ell}=\delta_{f} c_{\ell}+\left(\frac{\mathrm{p} \ell}{\mathrm{~V}}\right) \mathrm{c}_{\ell}+\delta \mathrm{c}_{\ell_{\alpha}}(0, \delta) \tag{11.1}
\end{equation*}
$$

If the missile has an angle of rotational symmetry, $\theta_{s}$, then $C_{\ell_{\alpha}}$ is periodic: wit period $\theta_{s}$. Now the presence of differential cant, $\delta_{f}$, excludes the possiLidit: of a plane of mirror symmetry. If the missile with no differential cant ( $\delta_{f}=0$ ), has a plane of mirror symmetry, the roll moment due to orientation must be zero when the plane of the angle of attack lies in the plane of simmetry. This is clear from the fact that if we measure $\theta$ from a plane of mirror symmetry and transform coordinates by a mirror reflection, the missile maps into itself, roll moments are reversed but otherwise unchanged.

$$
\begin{equation*}
\therefore \iota_{\ell_{\alpha}}(\theta, \delta)=-c_{\ell_{\alpha}}(-\theta, \delta) \tag{11.2}
\end{equation*}
$$

A rotationally symmetric missile with $n$ similar fins has a symmetry angle ai $2 \pi / n$ and is an odd periodic function of $2 \pi / n$. This means that it can usualij re represented by a Fourier sine series.

$$
\begin{equation*}
c_{\ell_{\alpha}}=\sum_{k=1}^{\infty} a_{k} \sin n k \theta \tag{11.3}
\end{equation*}
$$

$$
a_{k}=a_{k}
$$

The simplest form of $\mathrm{c}_{\ell_{\alpha}}$ for an n fin missile is, therefore,

$$
\begin{equation*}
{ }^{C_{\ell}}=a_{1} \sin n \theta \tag{i1.4}
\end{equation*}
$$

Maple and Synge ${ }^{6-4}$ assume that all forces and moments are analytic functions of the transverse velocities in missile fixed coordinates ( $v, w$ ). This means that these forces and moments must be at worst infinite power series in $\xi$ and $\bar{\xi}$.
But

$$
\begin{equation*}
\sin n k \theta=\frac{\xi^{n k}-\bar{\xi}^{n k}}{218^{n k}} \cdot \tag{11.5}
\end{equation*}
$$

In order for $\delta_{\ell_{\alpha}}$ to be analytic in $v$ and $w$, then, $a_{k} \delta \sin n k \theta$ must be a polynomial or a convergent infinite series in $\xi$ and $\xi$.

$$
\begin{equation*}
a_{k} \delta \sin n k \theta=\left(a_{k} \delta^{l-n k}\right)\left(\frac{1}{2 i}\right)\left(\xi^{n k}-\xi^{n k}\right) \tag{11.6}
\end{equation*}
$$

The last term in Eq. (11.6) is a polynomial in $\bar{\xi}$ and $\bar{\xi}$ and, hence, a polynomial in $v$ and $w$. $a_{k} \delta^{1}-n k$ is a function of $\delta=\left(v^{2}+w^{2}\right)^{1 / 2} / V$ and would satisff the Maple-Synge requirement if it were represented by a power series in $\delta^{2}$.

$$
\begin{equation*}
\therefore a_{k} \delta^{l-n k}=\sum_{\ell=0}^{\infty} b_{k} \delta^{2 \ell} \tag{II.7}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{k}(\delta)=\sum_{\ell=0}^{\infty} b_{k \ell} \delta^{2 \ell+n k-1} \tag{11.8}
\end{equation*}
$$

Thus, the simplest expression for an $n$ fin missile under the Maple-Synge analyticity assumption is

$$
\begin{equation*}
{ }^{c_{\ell}}=b_{10} \delta^{n-1} \sin n \theta \tag{11.9}
\end{equation*}
$$

For the general roll moment, (11.1), the roll equation of the last chapter ( 5.5 .6 ) assumes the form

$$
\begin{gathered}
\phi^{\prime \prime}+K_{p} \not \phi^{\prime}-K_{\delta}-K_{\alpha}(\hat{\theta}-\phi, \delta)=0 \\
\text { where } K_{\alpha}=\frac{\rho S \ell^{3}}{2 I_{x}} \delta C_{\ell}
\end{gathered}
$$

$\hat{\theta}=\theta+\emptyset$ is orientation of plane of angle of attack with respect to a fixed plane.
During conventional resonance, a missile performs a circular yawing motion at constant frequency $\hat{\theta}$. For a missile in circular constant frequency motion, Equation (11.10) predicts a constant rolling motion when $\hat{\theta}-\phi=\theta^{*}$, a constant, and

$$
\begin{equation*}
\hat{\theta}^{\prime}=\dot{\phi}^{\prime}=\frac{K_{\delta}+K_{\alpha}\left(\theta^{*}, \delta\right)}{K_{p}} \tag{1i.ii}
\end{equation*}
$$

When this vecurs, the roll motion is "locked" to the circular pitchin $\xi^{\prime}$ motion and the missile performs a lunar motion*. This can occur whenever thert exists a $\theta^{*}$ which satisfies Equation (11.11) and this equilibrium value of $\theta^{*}$ is a stable value.

$$
\begin{equation*}
\frac{1}{K_{p}}\left(\frac{\partial K_{\alpha}}{\partial \theta}\right) \quad \theta=\theta^{*} \quad>0 \tag{11.12}
\end{equation*}
$$

Thus, for many pitching motions which are near circular, lock-in can occur and a resonance situation can exist. The occurence of lock-in depends on the roli frequency and the pitch frequency being close to each other at some puint of the flight since widely different frequencies will make $C_{\ell}{ }_{\alpha}$ vary rapidiy with a zero average and, hence, it will have no influence on the motion.

If we now consider the possibility of a side moment dependent on orientation, a Magnus like moment could exist for very small roll rate. If this term and an asymmetric moment term are added to Equation (5.22), we have

$$
\begin{align*}
\tilde{C}_{m}+1 \tilde{C}_{n} & =\left(C_{m_{0}}+1 C_{n_{0}}\right) e^{i \phi}+\left[C_{S M_{\alpha}}+\left(\frac{p l}{V}\right) C_{M_{p \alpha}}-1 C_{M_{\alpha}}\right] \tilde{\xi} \\
& +C_{M_{q}} \tilde{\mu}-1 C_{M_{\alpha}} \tilde{\xi}^{\prime} \tag{11.13}
\end{align*}
$$

where $C_{S M_{\alpha}}$ is a function of $\hat{\theta}-\phi$ and $\delta$, and has the same symmetry properties as those of $\mathrm{C}_{\mathcal{L}_{\alpha}}$.

[^5]\[

$$
\begin{align*}
& \text { Our differential equation (8.1) becomes } \\
& \tilde{\xi}^{\prime \prime}+(H-i P) \tilde{\xi}^{\prime}-\left[M+i\left(P I+M_{s}\right)\right] \tilde{\xi}=i A e^{1 \phi} \\
& \text { where } M_{s}=\gamma\left(\frac{\rho S l}{2 m}\right) k_{t}^{-2} C_{S M_{\alpha}} \tag{11.14}
\end{align*}
$$
\]

For circular motion which is "lock-in" with the rolling motion:

$$
\begin{aligned}
& \left(\phi^{\prime}\right)^{2}-P \phi^{\prime}+M \stackrel{M}{=} \\
& \xi=K_{3} e^{1 \phi_{3}} \\
& \text { where } \phi_{3}=\phi^{\prime} s+\phi_{30} \\
& K_{3} e^{1 \phi_{30}}=\frac{A}{\phi_{H}^{\prime}-P T-M_{s}\left(\theta^{*}, K_{3}\right)}
\end{aligned}
$$

If we have an unfortunate value of $M_{s}$ which makes the denominator of the expression for $K_{3}$ quite small, a very large amplification factor is possible giving rise to a situation which is called "catastrophic" yaw by Nicolaides.

TABLE 6-1
NON-MAGNUS COEFFICIENIS

$$
\begin{aligned}
& \hat{C}_{N_{\alpha}}=C_{N_{\alpha}} \\
& \hat{C}_{N_{q}}=C_{N_{q}}+s_{c g} C_{N_{\alpha}} \\
& \hat{C}_{M_{\alpha}}=C_{M_{\alpha}}-s_{c g} C_{N_{\alpha}} \\
& \hat{b}_{M_{q}}=C_{M_{q}}-s_{c g}\left(C_{N_{q}}-C_{M_{\alpha}}\right)-s_{c g}^{2} C_{N_{\alpha}} \\
& \hat{C}_{M_{\dot{q}}}=C_{M_{\dot{Q}}}-s_{c g}\left(C_{N_{\dot{q}}}-C_{M_{\dot{\alpha}}}\right)-s_{c g}^{2} C_{N_{\dot{\alpha}}}
\end{aligned}
$$

$$
\begin{aligned}
& \hat{C}_{N_{\dot{\alpha}}}=C_{N_{\dot{\alpha}}} \\
& \hat{C}_{N_{\dot{q}}}=C_{N_{\dot{q}}}+s_{c g} C_{N_{\dot{\alpha}}} \\
& \hat{C}_{M_{\dot{\alpha}}}=C_{M_{\dot{\alpha}}}-s_{c g} C_{N_{\dot{\alpha}}}
\end{aligned}
$$

MAGNUS COEFFICIENTS

$$
\begin{aligned}
& \hat{C}_{N_{p \alpha}}=C_{N_{p \alpha}} \\
& \hat{\mathrm{~s}}_{N_{p q}}=C_{N_{p q}}-s_{c g} C_{N_{p \alpha}} \\
& \hat{C}_{M_{p \alpha}}=C_{M_{p \alpha}}-s_{c g} C_{N_{p \alpha}} \\
& \hat{C}_{M_{p q}}=C_{M_{p q}}-s_{c g}\left(C_{N_{p q}}+C_{M_{p \alpha}}\right)+s_{c g}^{2} C_{N_{p \alpha}} \\
& \hat{C}_{M_{p \dot{q}}}=C_{M_{p \dot{q}}}-s_{c g}\left(C_{N_{p \dot{q}}}+C_{M_{p \dot{\alpha}}}\right)+s_{c g}^{2} C_{N_{p \dot{\alpha}}}
\end{aligned}
$$

$$
\begin{aligned}
& \hat{C}_{N_{p \dot{U}}}=C_{N_{p \dot{\alpha}}} \\
& \hat{C}_{N_{p \dot{q}}}=C_{N_{p \dot{q}}}-s_{c g} C_{N_{p \dot{\alpha}}} \\
& \hat{C}_{M_{p \dot{\alpha}}}=C_{M_{p \dot{\alpha}}}-s_{c g} C_{N_{p \dot{\alpha}}}
\end{aligned}
$$
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FIG. 6.I MISSILE FIXED AND EARTH-FIXED COORDINATES


FIG. 6.2 MISSILE AXES SHOWING DIRECTION AND SENSE OF FORCES AND MOMENTS


$$
\begin{gathered}
\dot{\theta}=q \\
\beta=r=0
\end{gathered}
$$

FIG. 6.3 MISSILE IN PITCHING MOTION
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\begin{gathered}
\dot{\psi}=r \\
a=q=0
\end{gathered}
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FIG. 6.4 MISSILE IN YAWING MOTION
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## RANGE MEASUREMENT OF LINEAR COEFFICIENTS

### 7.1 Geometrical Considerations

The basic information acquired from a ballistic range test is the location of the missile's center of gravity ( $x_{1}, x_{2}, x_{3}$ ) and the direction cosines of its axis of symmetry. These measurements are taken in the range coordinate system for which the $x_{1}$ axis points downrange along the intersection of the horizontal plane and the vertical plane containing the gun, the $x_{2}$ axis lies in the horizontal plane pointing to the left and the $x_{3}$ axis points up. The theory of the preceding chapter made use of an earth-fixed system, a missile-fixed system rotating with the missile, and a missile-fixed system with zero roll rate. The range system is essentially the same as the earthfixed system after a rotation of $180^{\circ}$ about the $\mathbf{x}_{1}$ axis

$$
\begin{align*}
\therefore \quad x_{e} & =x_{1}  \tag{1.1}\\
y_{e} & =-x_{2}  \tag{1.2}\\
z_{e} & =-x_{3} \tag{1.3}
\end{align*}
$$

In order to relate the direction cosines to the angles of attack and sideslip in the non-rotating frame of reference yet another coordinate system must be introduced. $\left(y_{1}, y_{2}, y_{3}\right)$ This coordinate system is so defined that the $y_{1}$ axis is along the missile's axis, the $y_{2}$ axis is in the horizontal plane pointing to the right and the $y_{3}$ axis points down. Since the $y_{2}$ axis is constrained to lie in a plane, these coordinates are called fixed plane coordinates. They are approximately the same as the missile-fixed non-rolling coordinates but are much simpler to use. To verify this statement we will first compute the roll rate of these coordinates.

This can be done through the introduction of unit vectors, $\vec{e}_{1}, \vec{e}_{2}, \vec{e}_{3}$, along the fixed-plane axes. Since the $y_{1}$ axis lies along the missile's axis, its components in the range axis system are precisely the direction cosines of the missile's axis:

$$
\begin{equation*}
\vec{e}_{1}=\left(n_{1}, n_{2}, n_{3}\right) \tag{1.4}
\end{equation*}
$$

The requirement that $\vec{e}_{2}$ be in the horizontal plane forces its third component to vanish. Since it is a unit vector, perpendicular to $\vec{e}_{1}$ and points to the right, its remaining components are completely determined.

$$
\begin{equation*}
\vec{e}_{2}=\left(\frac{n_{2}}{\sqrt{n_{1}^{2}+n_{2}^{2}}}, \frac{-n_{1}}{\sqrt{n_{1}^{2}+n_{2}^{2}}}, 0\right) \tag{1.5}
\end{equation*}
$$

According to the right hand rule,

$$
\begin{align*}
\vec{e}_{3} & =\vec{e}_{1} \times \vec{e}_{2} \\
& =\left(\frac{n_{1} n_{3}}{\sqrt{n_{1}^{2}+n_{2}^{2}}}, \frac{n_{2} n_{3}}{\sqrt{n_{1}^{2}+n_{2}^{2}}},-\sqrt{n_{1}^{2}+n_{2}^{2}}\right) \tag{1.6}
\end{align*}
$$

The angular velocity vector ( $\omega_{1}, \omega_{2}, \omega_{3}$ ) for the fixed plane axes is defined by the relations

$$
\begin{align*}
& \omega_{1}=\dot{\vec{e}}_{2} \cdot \vec{e}_{3}=-\vec{e}_{2} \cdot \dot{\vec{e}}_{3}  \tag{1.7}\\
& \omega_{2}=\dot{\vec{e}}_{3} \cdot \vec{e}_{1}=-\vec{e}_{3} \cdot \dot{\vec{e}}_{1}  \tag{1.8}\\
& \omega_{3}=\dot{\vec{e}}_{1} \cdot \vec{e}_{2}=-\vec{e}_{1} \cdot \dot{\vec{e}}_{2} \tag{1.9}
\end{align*}
$$

Equation (1.7) can be reduced to the following relation

$$
\begin{equation*}
\frac{\omega_{1} \ell}{v}=\frac{n_{3}\left(n_{1} n_{2}^{\prime}-n_{2} n_{1}^{\prime}\right)}{1-n_{3}^{2}} \tag{1.10}
\end{equation*}
$$

Thus the fixed plane coordinates do have a non-zero roll rate. For small pitch and yaw angles and small pitch and yaw angular velocities, $n_{2}, n_{3}, n_{1}^{\prime}, n_{2}^{\prime}, n_{3}^{\prime}$ are first order quantities and $n_{1}$ is essentially unity. Therefore, $\omega_{1} \ell / v$ is a second order quantity and for small amplitude motion the fixed plane coordinates are equivalent to the missile fixed non-rolling system.

The components of the velocity vector in the non-rolling system may be computed by the relations

$$
\begin{align*}
& u=u_{1}=\vec{e}_{1} \cdot \vec{v}  \tag{1.11}\\
& \tilde{v} \doteq u_{2}=\vec{e}_{2} \cdot \vec{v}  \tag{1.12}\\
& \tilde{w} \doteq u_{3}=\vec{e}_{3} \cdot \vec{v} \tag{1.13}
\end{align*}
$$

where $u_{1}, u_{2}, u_{3}$ are the components of $\vec{v}$ in the fixed plane system and $\vec{V}$ is the velocity vector for the missile's center of gravity.
If ( $x_{1}, x_{2}, x_{3}$ ) are the coorainates of the missile's center of gravity, its velocity vector in range coordinates is ( $\dot{x}_{1}, \dot{x}_{2}, \dot{x}_{3}$ )

$$
\begin{align*}
\therefore \frac{u_{2}}{V} & =\frac{n_{2} \dot{x}_{1}-n_{1} \dot{x}_{2}}{\sqrt{n_{1}^{2}+n_{2}^{2}} \sqrt{\left(\dot{x}_{1}\right)^{2}+\left(\dot{x}_{2}\right)^{2}+\left(\dot{x}_{3}\right)^{2}}}  \tag{1.14}\\
& \frac{u_{3}}{V}=\frac{n_{1} n_{3} \dot{x}_{1}+n_{2} n_{3} \dot{x}_{2}-\left(n_{1}^{2}+n_{2}^{2}\right) \dot{x}_{3}}{\sqrt{n_{1}^{2}+n_{2}^{2}} \sqrt{\dot{x}_{1}^{2}+\dot{x}_{2}^{2}+\dot{x}_{3}^{2}}} \tag{1.15}
\end{align*}
$$

For small amplitude motion $v \doteq \dot{x}_{1} ; n_{1} \doteq 1$, and $n_{2} n_{3}$ can be neglected

$$
\begin{align*}
& \tilde{\xi}=\frac{\tilde{v}+i \tilde{W}}{v} \\
\therefore & \doteq n_{2}+i n_{3}-\left(\frac{d x_{2}}{d x_{1}}+1 \frac{d x_{3}}{d x_{1}}\right) \tag{1.16}
\end{align*}
$$

The slope of the trajectory in the $x_{1} x_{2}$ and $x_{1} x_{3}$ plane can be easily computed from measurements and $\tilde{\xi}$ obtained by use of Equation (1.16). For large amplitude the exact Equations (1.14-15) must be used.

Equation (1.16) may seem obvious to the reader as a small ancle approximation and he may wonder about the introduction of the fixed plane coordinates and the lengthy vector analysis. In answer we can only say that a careful engineer should always be suspicious of an "obvious" result. As we shall see in the next chapter although this "obvious" result is correct, a similar intuitive feeling that the fixed plane coordinate oscillates about the non-rolling coordinates (i.e., $\left(\omega_{1}\right)_{\mathrm{av}}=0$ ) is not true.

### 7.2 Analysis of Motion of Symmetric Missiles

According to the theory of Chapter VI, the pitching and yawing motion of a symnetric missile acted on by linear coefficients is described by the equation:

$$
\begin{gathered}
\tilde{\xi}=\tilde{\xi}_{g}+K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{\tilde{L}}} \\
\text { where } \tilde{\xi}_{g} \doteq-(P / M)_{g \ell V_{o}^{-2}}^{-2} \\
K_{j}=K_{j o} e^{\lambda_{j} s} \\
\phi_{j}=\phi_{j o}+\phi_{j}^{\prime} s
\end{gathered}
$$

$\tilde{\xi}_{g}$ is measurable for missiles with high spin rates and low velocities. Gravity-induced curvature of the trajectory usually places a lower bound of $500 \mathrm{ft} / \mathrm{sec}$ on range tests although special tests have been made at lower velocities over a fraction of the total range length. With this velocity bound, a statically stable missile would have to have an unusually high spin rate so that $\tilde{\xi}_{\mathrm{g}}$ could be measured in a ballistic range test. These spin rates are, however, required for stabilization of bullets and shell. Since $P / M$ may be expressed as $4 \mathrm{~s} / \mathrm{P}$, we need only consider this ratio to determine the effect of model shape, mass distribution, and spin on $\widetilde{\xi}_{g}$. For most spin stabilized projectiles ${ }^{7-1}$

$$
\begin{align*}
1.1 & <s_{g}<4 \\
1 / 30 & <\frac{I_{x}}{I_{y}}<1 / 10  \tag{2.2}\\
.25 & <\frac{p \ell}{V}<.65
\end{align*}
$$

where $\ell$ is maximum missile diameter.

High values of the stability factor occur with high values of the moment of inertia ratio and spin rate and conversely. Thus the best maximum estimate of $\mathrm{P} / \mathrm{M}$ may be found by combining the low values of the above inequalities.

$$
\begin{equation*}
\therefore\left|\widetilde{\xi}_{g}\right|<500\left(\mathrm{gNV}_{0}^{-2}\right) \tag{2.3}
\end{equation*}
$$

According to Inequality (2.3) a spinning missile with a diameter $10^{-1} \mathrm{ft}$ and a velocity of $500 \mathrm{ft} / \mathrm{sec}$ could have a $\widetilde{\xi}_{\mathrm{g}}$ of six milliradians. This anelc of a third of a degree can be measured but decreases very rapidly with increased velocity. A transonic test of the same missile would produce one-fourth this value of $\tilde{\xi}_{\mathrm{g}}$. A larger missile would, of course, have a proportionately larger $\widetilde{\xi}_{G}$. In any event $\tilde{\xi}_{g}$ is quite small and can be neglected in the analysis of the angular motion of supersonic missiles. If it is necessary to consider $\tilde{\xi}_{g}$, it can be estimated and subtracted from the measured $\tilde{\xi}$ 's so that the motion to be fitted is a simple epicycle

$$
\begin{equation*}
\tilde{\xi}-\tilde{\xi}_{g}=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}} \tag{2.4}
\end{equation*}
$$

After the frequencies of the epicycle have been determined, a better value of $\tilde{\xi}_{\mathrm{g}}$ may be computed by use of Equations $(6.6 .2 \cdot 3,25)$.

$$
\begin{equation*}
\tilde{\xi}_{g}=\frac{-\left(\phi_{1}^{\prime}+\phi_{2}^{\prime}\right)\left(g \Omega N^{-2}\right)}{\phi_{1}^{\prime} \cdot \phi_{2}^{\prime}} \tag{2.5}
\end{equation*}
$$

If the estimate was quite poor, the better value of $\tilde{\xi}_{g}$ may be subtracted from the measurements and the epicycle fit repeated. At most, one such iteration would be necessary.

Turning now to consider the epicycle of Equation (2.4) we see that there are in general eight unknown parameters. Four of these are the initial amplitudes and orientations of the modal vectors and four are the modal frequencies and damping exponents which are related to the aerodynamic coefficient through Equations (6.6.23-26). If the spin is zero, the modal frequencies and damping exponents are essentially the same and there are only
six unknowns. For this case the angles of attack and sideslip are uncoupled and each are described by damped sine waves which differ only in amplitude and phase. The analysis of this special motion is quite simple and will not be discussed here. The more general eight unknown data reduction will, of course, handle this case and presence of zero spin only introduces two consistency checks on the derived frequencies and damping exponents.

The data reduction is a combined graphical-analytic method which can be divided into two parts:
(1) No damping reduction of short sections of the observed trajectory. Initial determination of frequencies and damping exponents from plots of phase and amplitude at these sections versus position of the section.
(2) Refinement of these initial estimates by an iterative least squares technique which can be done by a digital computer.

Over a short flight path, the damping may be neglected and the frequencies determined from estimates of the spin and static moment coefficient. The approximate slow rate may then be used to reduce the epicyclic motion to a much simpler circular motion by the transformation

$$
\begin{align*}
& \left(\tilde{\xi}-\tilde{\xi}_{g}\right) e^{-i \phi_{2 a}^{\prime}\left(s-s_{o}\right)}=K_{1} e^{i \hat{\phi}_{1}}+K_{2} e^{i \hat{\phi}_{2}}  \tag{2.6}\\
& \text { where } \hat{\phi}_{j}=\phi_{j o}+\phi_{2 a}^{\prime} s_{o}+\left(\phi_{j}^{\prime}-\phi_{2 a}^{\prime}\right) s \text { and }
\end{align*}
$$

$s_{0}$ is the coordinate of the center of the interval
under analysis.
If the approximate $\phi_{2 a}^{\prime}$ is close to $\phi_{2}^{\prime}, \hat{\phi}_{2}$ is a constant and the motion is confined to a circle with radius $K_{1}$ and center at $K_{2} e^{i \hat{\phi}_{20}}$ (Figure 7.1). Since this transformation is the rotation of each measured complex angle of attack through the angle $-\phi_{2}^{\prime}\left(s-s_{0}\right)$, it can be easily done by use of a compass and better values of $\hat{\phi}_{2}^{\prime}$ determined by trial and error. Note that $\phi_{10}$ can be found from the angular location on the circle of the complex angle for $s=s_{0}$ and $\phi_{1}^{\prime}$ from the angular location of the other transformed angles. The frequencies
are, however, much better determined from a comparison of phases at consecutive trajectory sections which are some distance apart. Finally, the modal amplitudes at the midpoint of each section are plotted versus position on semi log paper and the slopes used to determine the $\lambda_{j}$ 's.

If these graphical values are felt to be too inaccurate, they may be improved by a least squares technique. A direct least squares is not possible due to the fact that Equation (2.4) is noniinear in the $\phi_{j}^{\prime}$ and $\lambda_{j}$ 's. The relations of the differentials of these quantities is, of course, linear

$$
\begin{align*}
d \tilde{\xi} & =\left[e^{\lambda_{1} s} d K_{10}+s K_{1} d \lambda_{1}+i K_{1}\left(d \phi_{10}+s d \phi_{1}^{\prime}\right)\right] e^{i \phi_{1}} \\
& +\left[e^{\lambda_{2} s} d K_{20}+s K_{2} d \lambda_{2}+i K_{2}\left(d \phi_{20}+s d \phi_{2}^{\prime}\right)\right] e^{i \phi_{2}} \tag{2.7}
\end{align*}
$$

The differentials of $\tilde{\xi}$ are selected to be the residuals of the fit of Equation (2.4) to the experimental data

$$
\begin{equation*}
d \tilde{\xi}=\tilde{\xi}_{\text {observed }}-\tilde{\xi}_{\text {computed }} \tag{2.8}
\end{equation*}
$$

Thus we have $n$ equations of the form of Equation (2.7) for the differentials of the unknown parameters where n is the number of observations. This set of n linear equations in eight unknowns can then be solved by the usual least squares process and the resulting differentials adding to their corresponding first estimates. If the new residuals for the improved set of parameters are smaller the process has converged and may be repeated until the residuals reach a minimum. Usually no more than two or three iterations are required.

For some tests; the frequencies are observed to vary between successive sections of flight path. This change in frequency is usually due to varying $P$ for a spin-stabilized missile although a strong Mach number variation of the static moment coefficient sometimes is the culprit. The frequencies do vary in at worst a linear fashion so that this phenomena may be handled by the introduction of quadratic expressions for the phese angle

$$
\begin{equation*}
\phi_{j}=\phi_{j 0}+\phi_{j o}^{:} s+(1 / 2) \phi_{j}^{\prime \prime} s^{2} \tag{2.9}
\end{equation*}
$$

and the use of a ten unknowns least squares routine.

When it is necessary to use Equation (2.9), the relations between the Irequencies, damping exponents and aerodynamic coefficients must be revised in accordance with the results of Section 6.7. According to that section, the frequency relations are unchanged and apply for the local values of $P$ and $M$. Experimentally, the frequencies are best determined at the midrange point ( $s=0$ ) and hence values of $P$ and $M$ and their derivatives can be obtained for flight conditions at this point.

$$
\begin{align*}
& P=\phi_{10}^{\prime}+\phi_{20}^{\prime}  \tag{2.10}\\
& M=\phi_{10}^{\prime} \phi_{20}^{\prime}-\lambda_{1} \lambda_{2}  \tag{2.11}\\
& P^{\prime}=\phi_{1}^{\prime \prime}+\phi_{2}^{\prime \prime}  \tag{2.12}\\
& M^{\prime}=\phi_{1}^{\prime} \phi_{2}^{\prime \prime}+\phi_{1}^{\prime \prime} \phi_{2}^{\prime} \tag{2.13}
\end{align*}
$$

The expressions for the damping exponents, however, are changed. According to Equation (6.7.13)

$$
\begin{align*}
& \lambda_{j}=\lambda_{j}^{*}-\frac{\emptyset_{j}^{\prime \prime}}{2 \emptyset_{j}^{\prime}-P}  \tag{2.14}\\
& \text { where } \lambda_{j}^{*}=-\frac{H \phi_{j}^{\prime}-P T}{2 \emptyset_{j}^{\prime}-P}
\end{align*}
$$

The $\lambda_{j}^{*}$ at the midrange point can easily be computed from the range measurements of frequencies and damping exponents and $H$ and $T$ obtained from the $\lambda_{j}^{*}$ 's by the usual relations.

$$
\begin{align*}
& H=-\left(\lambda_{1}^{*}+\lambda_{2}^{*}\right)  \tag{2.15}\\
& T=\frac{-\left(\phi_{20}^{\prime} \lambda_{1}+\phi_{10}^{\prime} \lambda_{2}\right)}{\phi_{10}^{\prime}+\phi_{20}^{\prime}} \tag{2.16}
\end{align*}
$$

Frequently, the $\phi_{j}^{\prime \prime \prime}$ s are poorly determined. If it is felt that variations in $P$ and/or $M$ arc large enough to affect the damping exponents, their derivatives often can be independently measured or estimated and used in Equations (2.12-13) to obtain sufficiently accurate $\phi_{j}^{\prime \prime}$ s for use in Equation (2.14). This approach naturally depends on the judgement of the program engineer.

Although the angular motion can be analyzed to obtain directly the static moment cocfificient, it does not yield vaiues of the damping and Magnus moments but only combinations of these coefficients with the drag and lift coefficients, i.e., $H$ and $T$. The drag and lift coefficients must, then, be measured or estimated so that the damping and Magnus moments may be obtained. The drag coefficient may be easily obtained while the lift coefficient may be measured in two ways: (l) indirectly from the static moment coefficients of two models at the same Mach number but with different centers of gravity (Table 6-l and Equation (6.6.7) ); and (2) directly from the swerving motion (Equation (6.9.8)).

The analysis of the swerving motion of a symmetric missile is quite simple because Equation (6.9.8) is linear in its two complex unknowns, $B_{o}$ and $B_{1}$, and its three real unknowns, $C_{L_{\alpha}}, C_{N_{p \alpha}}$, and $C_{N_{q}}+C_{N_{\alpha}}$. Since the coefficient of $C_{N_{q}}+C_{N_{\dot{\alpha}}}$ is a single integral and the coefficients of $C_{L_{\alpha}}$ and $C_{N_{p \alpha}}$ are double integrals, $C_{N_{q}}+C_{N_{\dot{\alpha}}}$ has a much smaller effect on the swerving motion which has not as yet been observed. Thus the swerving motion of a spinning missile is linear in essentially $s i x$ unknown and the measured values of $y_{e}$ and $z_{e}$ may be fitted by a direct use of the least squares method. If the missile has small or zero spin, the Magnus force has no measurable effect and the problem reduces to five unknowns.

For a nonspinning missile the components of the swerving motion are essentially damped sine waves about a line. The amplitude of the wave is proportional to the lift coefficient and could be obtained graphically. If spin is non-zero, the integrals and least squares solution are much more suitable for calculation by digital machine than by an individual engineer.

### 7.3 Analysis of Motion of Slightiy Asymmetric Missiles

For a rolling motion with a constant or "nearly" constant roll rate, the angular motion of a slightly asymmetric missile is described by the equation:

$$
\begin{equation*}
\tilde{\xi}=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}+K_{3} e^{i \phi_{3}} \tag{3.1}
\end{equation*}
$$

where $K_{3}$ is constant and

$$
\phi_{3}=\phi_{30}+\int_{0}^{\mathrm{s}}\left(\frac{\mathrm{p} \ell}{\mathrm{v}}\right) \mathrm{ds}{ }_{1}
$$

When $\mathrm{K}_{3}$ is large enough to affect the measured angular motion, Equation (3.1) must be fitted.

Figure 7.2 shows a tricyclic angular motion for which $K_{3}$ is 20 milliradians. Analysis of this quite complex motion is almost impossible without knowledge of the roll orientation. In some range tests $K_{3}$ is intentionally induced through control surface deflections in order to measure control effectiveness but in most tests it appears through the presence of slight manufacturing errors. Thus it is good policy to determine the rolling motion of all finned missiles undergoing ballistic range tests so that the effect of manufacturing error may be eliminated and the desired static and damping moment coefficient may be obtained.

The roll history can, then, be used to transform the motion to missile fixed coordinates by rotation of each angle through its corresponding roll orientation. (Figure 7.3)

$$
\begin{equation*}
\tilde{\xi} e^{-i \phi}=K_{1} e^{i\left(\phi_{1}-\phi\right)}+K_{2} e^{i\left(\phi_{2}-\phi\right)}+K_{3} e^{i \phi_{30}} \tag{3.2}
\end{equation*}
$$

The result should be an epicyclic motion about the point $K_{3} e^{i \phi_{30}} . K_{3}$ and $\phi_{30}$ are easy to determine since they are the polar coordinates of the center of this epicyclic motion. The origin may be moved to this point and the epicyclic graphical reduction described in Section 7.2 performed. The point could be rotated back through the angle $\emptyset$ about the new origin and a somewhat simpler epicycle obtained (Figure 7.4).

The least squares iteration may be performed for the diffcrentiali of the unknowns.

$$
\begin{align*}
d \xi= & {\left[e^{\lambda_{1} s} d K_{10}+s K_{1} d \lambda_{1}+i K_{1}\left(d \phi_{10}+s d \phi_{1}^{\prime}\right)\right] e^{i \phi_{1}} } \\
& +\left[e^{\lambda_{L}} d K_{20}+s K_{2} d \lambda_{2}+i K_{2}\left(d \phi_{20}+s d \phi_{2}^{i}\right)\right] e^{i \phi_{2}} \\
& +\left(d K_{3}+i K_{3} d \phi_{30}\right) e^{i \phi_{3}} \tag{3.3}
\end{align*}
$$

Equation (3.3) can be simplified by the fact that the trim amplitude decays ravidly with increased spin rate and at low spin rates the sum of the frequencies is almost zero. For moderate Magnus moment coefficients, the difference of the damping exponents is also quite small for low spin. If the graphical analysis indicates that both of these quantities are small, the differential corrections can be reduced to an eight unknown problem by requiring them to be exactly zero.

$$
\begin{align*}
d \xi & =\left(e^{\lambda_{1} s} d K_{10}+i K_{1} d \phi_{10}\right) e^{i \phi_{1}} \\
& +\left(e^{\lambda_{1} s} d K_{20}+i K_{2} d \phi_{20}\right) e^{i \phi_{2}} \\
& +\left(d K_{3}+i K_{3} d \phi_{30}\right) e^{i \phi_{3}} \\
& +s\left(K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}\right) d \lambda_{1} \\
& +i s\left(K_{1} e^{i \phi_{1}}-K_{2} e^{i \phi_{2}}\right) d \phi_{1}^{\prime} \tag{3.4}
\end{align*}
$$

The assumption of constant or "almost" constant spin rate is a grave limitation to all of the tricyclic reductions discussed up to this point. In 1954 an entirely new approach to the reduction process was investigated ${ }^{7-2}$. In this approach the actual differential equation for $\tilde{\xi}$ (Equation 6.8.1) with $T=0$ was programmed for an analog computer. The four initial conditions and four real parameters contained in $H, M$ and $A$ could be varied by changing potentiometer settings. Experimental values of $\tilde{\alpha}$ and $\tilde{\beta}$ were plotted versus
$s$ and a series of solution curves for different values of the eight parameters calculated. A trial and error process could then be developed to obtain quite good fits of the data (Figure 7.5). An experienced operator could obtain food results in three or four hours.

After our only experienced operator was lost due to the intervention of the stork, the possibility of a completely mechanized reduction was re-examincd. In Section 6.8 , a closed form solution was derived under the minor approximation that the variation of $P$ in the $\tilde{\xi}^{\mathbf{\prime}}$ of Equation (6.8.1) could be neglected.

$$
\begin{align*}
& \tilde{\xi}=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}+\tilde{\xi}_{A}  \tag{3.5}\\
& \text { where } \tilde{\xi}_{A}= B\left[e^{\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s} \int_{0}^{s} e^{-\left(\lambda_{1}+i \phi_{1}^{\prime}\right) s_{1}+i \phi\left(s_{1}\right)} d s_{1}\right. \\
&\left.-e^{\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s} \int_{0}^{s} e^{-\left(\lambda_{2}+i \phi_{2}^{\prime}\right) s_{1}+i \phi\left(s_{1}\right)} d s_{1}\right] \\
& B= i A\left[\lambda_{1}-\lambda_{2}+i\left(\phi_{1}^{\prime}-\phi_{2}^{\prime}\right)\right]^{-1}
\end{align*}
$$

The corresponding equation for the differential corrections is

$$
\begin{align*}
d \xi= & \left(e^{\lambda_{1} s} d K_{10}+i K_{1} d \phi_{10}\right) e^{i \phi_{1}} \\
& +\left(e^{\lambda_{2} s} d K_{20}+i K_{2} \bar{\alpha} \phi_{20}\right) e^{i \phi_{2}} \\
& +\left(\xi_{A} / B\right) d B \\
& +\left(s K_{1} e^{i \phi_{1}}+\frac{\partial \xi_{A}}{\partial \lambda_{1}}\right) d \lambda_{1}  \tag{3.6}\\
& +\left(s K_{2} e^{i \phi_{2}}+\frac{\partial \xi_{A}}{\partial \lambda_{2}}\right) d \lambda_{2} \\
& +\left(i s K_{1} e^{i \phi_{1}}+\frac{\partial \xi_{A}^{\prime}}{\partial \phi_{1}^{\prime}}\right) d \phi_{1}^{\prime} \\
& +\left(i s K_{2} e^{i \phi_{2}}+\frac{\partial \xi_{A}}{\partial \phi_{2}^{\prime}}\right) d \phi_{2}^{\prime}
\end{align*}
$$

The initial values of the $K_{j o}$ and $\phi_{j o}{ }^{\prime}$ 's may be obtained from estimates of initial angles and angular velocities by use of Equations (6.6.21-22). The damping exponents can be initially taken to be zero and the frequencies calculated from the spin and estimated static moment coefficient. For each zuessed value of $B$ a sequence of iterations may be, then, computed by a digital computer, and convergence sought. Usually not more than three guesses of the complex number $B$ are necessary to obtain successful convereence. A comparison of these two methods showed better fits (one milliradian standard error instead of two milliradians) but essentially the same values of $M$, $H$ and A. The differential corrections method has the principal advantage of eliminating the need for a highly trained machine operator.

The swerving motion can be handled in a fashion quite similar to that for a symmetric missile. Two more unknowns must be considered in Equation (6.9.8), $C_{Y_{0}}$ and $C_{Z_{0}}$ and the integrals $I_{j}$ computed. Either Equation (3.2) or Equation (3.5) may be used for $\tilde{\xi}$ and indicated integrations taken. These integrations and the least squares solution are extremely laborious for hand computation but can easily be programmed for a digital computing machine.

### 7.4 Criteria for Quality of Results

The various aerodynamic parameters, $M, H$, and $T$, are related to the frequencies and damping exponents of the angular motion. These in turn may be assigned statistical weights through the least squares differential corrections process. If $A_{i j}$ 's are elements of the inverse matrix obtained from the least squares normal equation, the error in a function of two variables $z=f\left(x_{i}, x_{j}\right)$ may be computed by the statistical formula

$$
\begin{align*}
& \epsilon_{z}^{2}=\left[\left(\frac{\partial f}{\partial x_{i}}\right)^{2} A_{i i}+2 \frac{\partial r}{\partial x_{i}} \frac{\partial r}{\partial x_{j}} A_{i j}+\left(\frac{\partial r}{\partial x_{j}}\right)^{2} A_{j j}\right] \epsilon^{2} \\
& \text { where } \epsilon^{2}=\frac{\sum|\Delta \xi|^{2}}{n-k} \tag{4.1}
\end{align*}
$$

$k$ is the number of unknowns in the reduction.

Although Equation (4.1) has the attractive feature of giving a precice standard error for the aerodynamic parameters, it is a relatively blind calculation based on statistical assumptions which are hard to verify. In the drag analysis an alternate approach was used which considered the size of measurable effect of the drag force in comparison with the experimental accuracy. A similar bui much more approximate criteria may be derived for the angular and swerving motion.

Since the static moment cocfficient may be obtained from the frequency of one modal vector when the spin rate is known, essentially circular motion with amplitude at least three times the measurement error is sufficient. When the spin rate is not known both modal amplitudes must exceed three times the measurement error. These criteria assume that at least two revolutions of the given modal vector are observed and at least ten individual angles have been measured. Good values of the static moment coefficient may need less data but the amplitude requirements must be made larger. These amplitude requirements must be upped for reasonable determination of the damping exponents. With the amount of data specified above, both modal amplitudes should exceed five times the experimental accuracy in $\tilde{\xi}$ for good measurements of the damping rates.

The swerving motion of a symmetric missile is usually a spiral motion with amplitude determined by $\mathrm{C}_{\mathrm{L}_{\alpha}}$ and phase by $\frac{\mathrm{p} \ell}{\mathrm{V}} \mathrm{C}_{\mathrm{N}_{\mathrm{p} \alpha}}$. The asymmetric lift term adds another spiral with amplitude proportional to $\left|C_{Y_{0}}+i C_{Z_{0}}\right|$. The average amplitude of these terms may be defined by the equations

$$
\begin{align*}
& R_{L}=C_{L_{\alpha}}^{*}\left|I_{l}\right|_{\text {average }}  \tag{4.2}\\
& R_{M F}=\left(\frac{p \ell}{V}\right) C_{0}^{*}{\underset{N i}{p \alpha}}\left|I_{2}\right|_{\text {average }}  \tag{4,3}\\
& R_{A}=\left|C_{Y_{0}}^{*}+i C_{Z}^{*}\right|\left|I_{4}\right| \text { average } \tag{4.4}
\end{align*}
$$

If the average radius exceeds three times the distance error, the corresponding force coefficient should be reasonably well determined.

## $\left.7 .{ }^{\prime}\right)$ Experimental Results

Since the 1947 firings of the G. E. Dragonfly, a wide variety of conrigurations have been tested. These extend from simple jeometrical shapes of spheres, cones and cone cylinders to precision scaled models of micsiles such as the Nike Zeus, from 20mm bullets to models of the Jupiter and Atlas nost cones and from the Bolz -Nicolaides finned cone-cylinders to five inch models of a delta wing jet fighter. From this wealth of experimental work we will select four programs which not only illustrate the capabilities of ballistic range stability measurements but also contain results of intrinsic aerodynamic importance.
(1) Static Stability of Ring Airfoils.

Since the static moment and normal force are usually easily measured by wind tunnel tests, few ballistic range programs are initiated with the static stability as the primary objective. Of course, when the Reynolds number and/or the Mach number can be better simulated by a baliistic range test, exceptions to this rule are made. In addition to this, some shapes are difficult to mount properly in a wind tunnel and, therefore, may require range tests. A recent test of a series of ring airfoils was made for this reason.

These airfoils had a simple double wedge cross section and the wedge angle was varied from $20^{\circ}$ to $35^{\circ}$ (Figure 7.6). For all models the center of gravity was located at the midchord point and the maximum diameter, d, was 4.75 in. The other dimensions were

| $\theta$ deg. | cin. | $t / \mathrm{c}$ |
| :---: | :---: | :---: |
| 20 | 1.17 | 0.18 |
| 25 | 1.81 | 0.23 |
| 35 | 1.70 | 0.35 |

These models were tested at supersonic Mach numbers up to 3.7 and were found to be statically stable for Mach numbers in excess of 1.7. Below this Mach number; the internal flow choked and the rings tumbled.

The linearized supersonic theory for thin ring airfoils is quite similar to that for thin two-dimensional airfoils and was developed by H. Mirels ${ }^{7-4}$ in 1948. According to this theory, the center of pressure is located at the midchord point and the lift coefficient, $C_{L_{\alpha}}$, is $2 / \beta$ where $\beta=\sqrt{M^{2}-1}$ and the reference area is one half the wetted area. Thus the theory predicts that the models actually tested should be neutrally stable.

This discrepancy from the thin airfoil theory may be due to the finite thickness of the models. The static moment coefficient is, therefore, plotted versus thickness ratio for $M=3.1$. As can be seen from Figure 7.7, the moment coefficient is a linear function of $t / c$. These values of $C_{M_{\alpha}}$ actually imply a very large static margin. If $\mathrm{C}_{\mathrm{L}_{\alpha}}$ is estimated to be 50 percent greater than its thin airfoil value; the $35^{\circ}$ wedge would possess a static margin of almost 30 percent. (Reference length was the chord of the airfoil.)
(2) Dynamic Stability of Cone Cylinders.

With the current emphasis on the glamorous hypersonic speeds, the appearance of severe subsonic or transonic problems is especially unpleasant for the aerodynamic engineer. Unfortunately, a manned re-entry vehicle must fly at these pedestrian velocities and the blunt ICBM nose cones have subsonic impact velocities. Ballistic range tests of a variety of low fineness ratio bodies of revolution similar to shapes used for re-entry have revealed an important subsonic dynamic stability problem. The linear damping moment coefficients have been positive at high subsonic velocities for certain center of gravity locations.

This interesting result was first obtained for cone cylinders with fineness ratio of five ${ }^{7-5}$. (Figure 7.8) The actual dependence of the damping moment coefficients on c.g. location was given in Table 6-1.

$$
\begin{align*}
& \hat{C}_{M_{\dot{q}}}+\hat{C}_{M_{\dot{\alpha}}}=C_{M_{q}}+C_{M_{\dot{\alpha}}}-s_{c g}\left[\left(C_{N_{q}}+C_{N_{\dot{\alpha}}}\right)-C_{M_{\alpha}}\right]-s^{2}{ }_{c g} C_{N_{\alpha}}  \tag{5.1}\\
& \hat{C}_{N_{q}}+\hat{C}_{N_{\dot{\alpha}}}=C_{N_{q}}+C_{N_{\dot{\alpha}}}+s_{\operatorname{cg}} C_{N_{\alpha}} \tag{5.2}
\end{align*}
$$

According to Equation (5.1), the sum of the damping moment coefficients is a quadratic function of c.g. location. This equation may be simplified for ballistic range use by the introduction of a modified damping moment coefficient

$$
\begin{equation*}
\left[\hat{\mathrm{C}}_{\mathrm{M}_{\mathrm{q}}}+\hat{\mathrm{C}}_{\mathrm{M}_{\dot{\alpha}}}\right] \equiv \hat{\mathrm{C}}_{\mathrm{M}_{\mathrm{q}}}+\hat{\mathrm{C}}_{\mathrm{M}_{\dot{\alpha}}}-\mathrm{s}_{c g} \hat{\mathrm{C}}_{\mathrm{M}_{\alpha}} \tag{5.3}
\end{equation*}
$$

This quantity is directly computable from the directly measured quantities ${ }^{C_{M_{q}}}+{ }_{C_{M_{\dot{\alpha}}}}$ and $C_{M_{\alpha}}$ and the distance to the $c . g$. from some reference $c . g$. location. For this modified damping coefficient sum the c.g. dependence is linear and the damping force coefficient sum at the reference point is the slope of a line fitting experimental points in $a\left[\hat{C}_{M_{q}}+\hat{C}_{M_{\&}}\right]$ versus $s_{c g}$ plot.

$$
\begin{equation*}
\left[\hat{C}_{M_{q}}+\hat{C}_{M_{\&}}\right]=C_{M_{q}}+C_{M_{\dot{\alpha}}}-s_{c g}\left(C_{N_{q}}+C_{N_{\&}}\right) \tag{5.4}
\end{equation*}
$$

Three c.g. locations were used in the tests of the cone cylinder model. These were the centroid, 0.40 caliber forward of the centroid and 0.45 caliber rear of the centroid. The centroid was taken as the reference point and modified damping moment coefficients were plotted against c.g. location for two Mach numbers (Figure 7.9).

At $M=1.26$ the scatter of data is rather poor but the subsonic points have very little scatter and are definitely linear with c.g. location. Since the modified damping moment coefficients at the centroid reduce to the unmodified coefficients, we see that $C_{M_{q}}+C_{M_{\dot{\alpha}}}$ is definitely positive at the centroid for $M=.8$. Indeed the further information that $C_{M_{\alpha}}$ at the rear c.g. is 3.7 can be used to show this sum to be positive at the rear c.g. as well.

These values of $C_{M_{q}}+C_{M_{\dot{\alpha}}}$ are sufficient to make $H$ negative and the missile with the middle or rear c.g. location must, therefore, be dynamically unstable. To add insult to injury, it was found that spinning cone cylinders at $M=.8$ were dynamically unstable for all c.g. locations. This state of affairs is caused by the Magnus moment. In Figure 7.10, the Magnus moment
coctricient is plotted versus c.e. location. As can be seen from thic fieure, the conter of pressure of the Magnus moment changes radically with Mach numbrar while the Magnus force coefficient which is the slope of the line; in this plot is relatively unaffected. The large negative values of $C_{M_{p \alpha}}$ make $T$ neeative and, thus, the dynamic s!ability factor, $s_{d}$, will be necative when $H$ is positive. Accurdine to the stability analysis of the preceding chapter, dynamic instability will therefore occur for any spin rate. This simple configuration displays two of the three ways in which a statically unstable missile can not be made dynamically stable by spin. The fourth illustrative program will include the third way $\left(s_{d}>2\right)$.
(3) Magnus Characteristics of Finned Missiles.

A symmetric finned missile with a reasonable stability margin does not require spin for stability and, therefore, a knowledge of its Mganus characteristics is unnecessary. Unfortunately, perfectly symmetric missiles are impossible to manufacture and the aerodynamic asymmetries possible with usual manufacturing tolerances are sufficient to cause undesirable dispersion when the spin rate is zero. Usually this spin rate required to reduce dispersion due to asymmetries is not large enough to encounter Magnus instability although care is required to avoid resonance. It is important to know what are the spin bounds for Magnus instablity if any so that too high a spin rate is not induced.

One case where high spin rates may not be avoided is that of a finned rocket with short burning time with respect to the pitching period. In order to avoid dispersion due to rocket jet misalignment, several revolutions during burning should be induced and quite large spin rates are possible. A knowledge of the Magnus characteristics of a proposed rocket shape of this type would be essential to prove the feasibility of its satisfactory design.

A brief examination of the theory of Section 6.7 shows that Nagnus instability is impossible if the dynamic stability factor is between zero and two. This bright possibility of no spin upper bound is considerably dimmed by the fact that $s_{\mathrm{d}}$ for every finned missile whose Magnus characteristics have been measured has been found to be outside this interval. Thus, an upper bound on spin for dynamic stability is always present.

A study of the properties of two finned missiles is sufficient to obtain charactcristic values of the coefficients and a feeling for the effect of these cuefficients on the spin bounds. These missiles -- the Basic Finner ${ }^{7-6,7-7}$ and the $127 / 60 \mathrm{~mm}$ Anti-Aircraft M1ssile ${ }^{7-8}$-- are shown in Figures 7.11 and 7.12 and some of their physical properties are listed below.

## TABLE

|  | $\boldsymbol{\ell}=\mathrm{d}$ | $L / D$ | c.g.* | $\mathrm{k}_{\mathrm{y}}$ | $\mathrm{I}_{\mathrm{x}} / \mathrm{I}_{\mathrm{y}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Basic Finner | -79" | 10 | 3.90 | 2.4 | . 024 |
| 127/60mm Missile | 2.36 " | 17 | 8.25 | 3.9 | . 011 |

The Basic Finner has a ten caliber long cone-cylinder body with $20^{\circ}$ total cone angle. Its four simple wedge fins are square in planeform with chord equal to the body diameter, d , and have a thickness ratio of .08 . This missile has been tested with various c.g. locations and at various Mach numbers both with and without fins ${ }^{7-9}$.

The $\underset{* *}{127} / 60 \mathrm{~mm}$ missile was the longest finned missile tested in a ballistic range. Its 127 mm span fins are mounted at the end of a 39 inch long body whose maximum body diameter is 60 mm . This missile is fired from a smoothbore 127 mm gun by use of a center ring sabot.

The various aerodymamic coefficients for these missiles are plotted versus Mach number in Figures 7.13-15. Since several c.g. locations were used in the flight tests of the Basic Finner, the normal force coefficient could be measured both directly from the swerving motion as well as indirectiy from the static moment coefficient for different c.g. locations. $\mathrm{C}_{\mathrm{N}_{\alpha}}$ for the $127 / 60 \mathrm{~mm}$ missile could only be obtained from the swerving motion. The normal force is essentially the same for both missiles. The greater effective area of the Basic Finner fins does provide slightly more lift. These fins actually deliver four times the lift of the body as can be seen from the body only curve.

From base in body diameters.
** Recently the 45.5 inch long five inch high altitude gun probe was tested in the Transonic Range and established a new length record. ${ }^{7-13}$

The dampinc moment and Magus moment data for the $12 / / 60 \mathrm{~mm}$ miscile are much poorer than those of the Basic Finner. The $127 / 50 \mathrm{~mm}$ fins were usuaily at least slichtly damaged by sabot fragments. This damaije introduced acrodymaic asymmetry. Since the spin was not measured durinc thic program, a tricycle reduction could not be employed. The epicycie reductions which were usod had average to poor fits and correspondine poorer determination of the dampine and Magnus coefficients.

The much larger $C_{M_{q}}+C_{M_{\dot{\alpha}}}$ for the $127 / 60 \mathrm{~mm}$ is duc to the fact that its fins have twice the lever arm that those of the Basic Finner have and, therefore, the same angular velocity will induce twice as large a cross velocity. This would lead us to expect damping moments four times larger and this expectation is surprisingly well verified by Figure 7.14.

The Magnus moment coefficient behavior for these two missiles is completely unexpected. The moments are even opposite in algebraic sign! A simple physical model can be constructed to explain the positive Magnus moment but not the negative moment.

The $127 / 60 \mathrm{~mm}$ missile increases its spin rate throughout its flicht through the range. Thus, each fin has a associated force in the direction of rotation. Normally, these forces cancel each other and provide no yaw moment but only a roll moment. The fins, however, are partly in the boundary layer separated flow of the body and it is not unreasonable to expect the lee side fin of a missile at angle of attack to have less effective area and hence less lift force than that of the windward side fin. This unbalanced force will cause the missile's nose to rotate in a direction of the spin and, thereby, generate a positive Magnus moment coefficient.

Since the Basic Finner does not have its fins in a separated flow and has its spin rate at the steady state rate for most of its flight, it is not surprising that its Magnus moment is quite different. An explanation for its negative coefficient is not possible at this time.

These radically different Magnus moments provide essentially different dynamic stability factors. $s_{\bar{d}}$ for the Basic Finner is negative while for the $127 / 60$ mit is positive and greater than two. The dynamic stability factors and their ossociated upper bounds for spin are plotted in Figure 7.16.
(4) Effect of Body Length on $\mathrm{C}_{M_{p \alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\mathrm{q}}}+\mathrm{C}_{\mathrm{M}_{\mathrm{q}}}$.

Immediately after World War II, the linearized theory of projectile motion was reasonably well-understood but few actual values of the dampine and Magnus coetficients were available. A joint Army-Navy procram was initiated to fill this void. Since at that time these measurements could only be made by a ballistic range and the only available range was the RRL Aerodynamics Range, the Army agreed to construct, measure, and launch the models while the Navy provided its data analysis facilities at MTT. The bodies tested were secant ogive cylinders with two caliber heads and three different cylinder lengths. The radius of the secant ogive was twice that of a tangent ogive and was so selected for minimum drag. The total lengths of these models were five, seven, and nine diameters. Three center of eravity locations were used for each body length and tests were made of each configuration at three different supersonic Mach numbers. Thus, twenty-seven sets of linear coefficients were obtained from this ambitious program ${ }^{7-1}$. From this mass of data we will extract several interesting results.

In Figure 7.17 the Magnus moment coefficient for the various total lengths and center of gravity locations is plotted for a Mach number of 1.8 The scatter of the data is clearly small enough to allow a good determination of the Magnus force coefficient and its center of pressure.

A rather simple model for the Magnus force on a cylinder has been obtained by J. C. Martin ${ }^{7-10}$. According to this theory the boundary layer thickness on a cylinder at angle of attack grows as one moves from the windward side to the lee side. If the cylinder is spinning, the spin will cause the plane of symmetry of this boundary layer configurations to rotate to a position out of the plane of the angle of attack. The pressure distribution for the resulting effective shape can, then, be found by the usual slender body approximations and integrated to yield a force component normal to the plane of the angle of attack. For a laminar boundary layer Martin shows that the Magnus force coefficient has the form

$$
\begin{equation*}
\widetilde{c}_{\tilde{\mathrm{N}}_{\mathrm{p} \alpha}}=A \hat{L}^{*} \tag{,0}
\end{equation*}
$$

where $\hat{L}$ is the cylinder length in calibers $5^{*}$ is the boundary layer displacement thickness in diamaters and $A$ is a parameter which is independent of length.

The actual boundary layer, however, was partly turbulent and the actual shape was not a cylinder. The displacement for either a laminar or turbulent boundary laver can usualiy be expressed as a power of the length whose exponent is $1 / 2$ for laminar flow and approximately $1 / 5$ for turbulent flow. If we assume a nth powor variation, the c.p. for the Magnus force can be computed.

$$
\begin{align*}
C . P_{M} & =\frac{1}{C_{N_{p \alpha}}} \int_{0}^{\hat{L}} \hat{L} \frac{d C_{N}}{\hat{d}} d \hat{L} \\
& =\left(\frac{2-n}{3-n}\right) \hat{L} \tag{5.6}
\end{align*}
$$

where $3 / 5<\frac{2-n}{3-n}<9 / 14$ for $1 / 2>n>1 / 5$.
The presence of the nose may be incorporated in the theory by replacing the total model length, $L$, by an effective cylinder length $L=L_{n}$ where $L_{n}$ is the same for all models at the same Mach number. Equation (5.6) assumes the form

$$
\begin{equation*}
C . P \cdot M=\left(\frac{2-n}{3-n}\right) \quad\left(L-L_{n}\right) \tag{5.7}
\end{equation*}
$$

The possible range of the coefficient in Equation 4.7 is between .600 and .643 and, hence, this C.P. ${ }^{\text {dependence on type of boundary layer is quite small. }}$ The C.P. M is plotted against length in Figure 7.18 and lines fitted with slope .64. The accuracy of this predicted dependence of C.P. M on length is much better than our approximations deserve.

In Figure 7.19 , the modified dampine coefficients are plotted versus c.g. location. This figure also shows that the force coefficient at the centroid and damping moment coefficient of the centroid are reasonably well determined.

Slunder body values of these coefficients have been computed ${ }^{7-11}$. For bodir: of revolution whose reference length is base diameter and reference aros is the base area then these slender body values reduce to simple expressions

$$
\begin{align*}
& C_{N_{q}}=2 \hat{x}_{c g}  \tag{5.9}\\
& C_{N_{\dot{\alpha}}}=\frac{8}{\pi} \hat{\mathrm{v}}  \tag{5.9}\\
& C_{M_{q}}=-2 \hat{x}_{c g}^{2}+\frac{8}{\pi}(\hat{\mathrm{~V}})\left(\hat{\mathrm{x}}_{\mathrm{cg}}-\hat{\mathrm{x}}_{c}\right)  \tag{5.10}\\
& C_{M_{\dot{\alpha}}}=-\frac{8}{\pi}(\hat{\mathrm{~V}})\left(\hat{\mathrm{x}}_{c g}-\hat{x}_{c}\right) \tag{5.11}
\end{align*}
$$

where $\hat{x}_{c g}$ is the distance from the base to the center of gravity in diameters
$\hat{\mathrm{V}} \quad$ is body volume in cubed diameters
and $\hat{x}_{c}$ is distance from the base to the centroid in diameters. According to these relations $\mathrm{C}_{\mathrm{N}_{\mathrm{q}}}+\mathrm{C}_{\mathrm{N}_{\dot{\alpha}}}$ at the centroid is a complicated function of added cylinder length, but $C_{M_{q}}+C_{M_{\dot{\alpha}}}$ at the centroid has an exceptionally simple form.

$$
\begin{equation*}
\left(C_{M_{q}}+C_{M_{\dot{\alpha}}}\right)_{c}=-2 \hat{x}_{c}^{2} \tag{5.12}
\end{equation*}
$$

In Figure (7.20), the ratio of $\left(C_{M_{q}}+C_{M_{\alpha}}\right)_{c}$ to $\hat{x}_{c}^{2}$ is piotted for the three body lengths and three Mech numbers and compared with the predicted value of -2 . The predicted dependence on length is good but the coefficient should be decreased from -2 to -3.5.

A study of the dynamic stability of the nine caliber long models shows that the third possible form of linear instability is actually physically realizable $\left(s_{d}>2\right)$. At a Mach number of 1.8 the forward center of gravity models have a $s$ of 2.5 . Thus, all three combinations of aerodynamic coefficients for which a body of revolution can not be made dynamically stable by $\operatorname{spin}\left(s_{d}<0, s_{d}>2, H>0\right.$ ) have been observed.
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## B. 1 Introduction

In Section 5.3, we considered the effect of a drag coefficient which was a linear function of the squared angle of attack. In that case, it was found that the usual drag analysis yielded a "range" value of the drag coefficient which corresponded to an "average" $\delta^{2}$, i.e. $\mathfrak{\delta}^{2}$.

The analysis of the pitching and swerving motion up to this point has been limited to linear forces and moments. Thus, the corresponding coefficients were assumed to be independent of angle. The large angle of attack program involving the 20 mm bullet which was mentioned in Section 5.3 included complete reductions of the pitching and swerving motion. Although angles up to twenty-five degrees were used and these angles were outside the linearity range for the forces and moments, reasonably good fits of the observed motion were obtained. The derived values of the various coefficients did vary with the amplitude of the pitching motion. Thus, it should be possible to correlate these "range" values of the coefficients with the proper effective angles.

In this chapter, the angular motion of missiles acted on by a cubic static moment will be analyzed in detail. This $\quad$ fill be done first by neglecting the influence of geometric nonlinearities $\left(\gamma^{\prime}=0, \gamma=1\right)$. Then moderately large geometric angles, a cubic Magnus moment and linear lift force, and damping moments will be inserted and relations between the "range" values and the proper average angles derived. Finālly, a similar analysis will be developed for swerving motion with cubic lift and Magnus forces. The utility of these relations will be demonstrated by comparison with certain exact solutions, and application to actual range flight tests.

### 8.2 Cubic Static Moment: Quasi-Inear Solution

The simplest possible nonlinearity in the aerodynamic moment is a cubic static moment. The usual symmetry consideration requires that it assume the following form

$$
\begin{align*}
C_{m}+i C_{n} & =-1 C_{M_{\alpha}} \xi \\
& =-1\left(c_{0}+c_{2} \delta^{2}\right) \xi \tag{2.1}
\end{align*}
$$


 altack in an (xpun: ion of the static moment, not the derivative wit thr: ;histit: moment. This di.:tinetion vanishes for a linear moment but, i: imuroriant, atherwisn.

The assumpl ion that only a cubic static moment is actine reduces Equation ('.1.12) to a very simple form

$$
\begin{aligned}
& \tilde{\xi}^{i n}-i P \tilde{\xi}^{!}-\left(M_{0}+M_{2} \delta^{2}\right) \tilde{\xi}=0 \\
& \text { where } M_{0}=\frac{\rho S \ell}{2 m} k_{t}^{-2} c_{0} \\
& M_{2}=\frac{\rho S \ell}{2 m} k_{t}^{-2} c_{2}
\end{aligned}
$$

If $M_{2}$ vanishes, the solution to Equation (2.2) would be

$$
\begin{align*}
& \tilde{\xi}=K_{-1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}}  \tag{2.j}\\
& \text { where } \phi_{j}=\phi_{j 0}+\left[\frac{P}{2} \pm \sqrt{\left(\frac{P}{2}\right)^{2}-M_{o}}\right] s
\end{align*}
$$

Our objective is to find an approximate solution to the nonlinear Equation (2..) which has a form similar to that of Equation (2.3). This solution would then supply relations between the observed frequencies, the observed dampine exponents, the static moment coefficients, $c_{0}, c_{2}$ and the modal amplitudes, $K_{1}, K_{2}$.

The technique used will be an extension of the Kryloff-Bogoliubofi equivalent linearization method $\sqrt{8-1,2}$. This method is a ceneralization , f the method used in Section $0-7$ for variable coefficients and can be used for nonlinear damping as well. Somewhat more accurate analyses of the cubic static moment motion are possible from a consideration of the exact elliptic integral solutions but these analyses lead to essentially the same relations when applied to ballistic range data $8-3,4$. We will make use of the exact solution to determine the error implicit in our approximations.
 dirPorentiate that equation twice.

$$
\begin{align*}
\tilde{\xi}^{\prime \prime}= & \left(K_{1}^{\prime}+i \phi_{1}^{\prime} K_{1}\right) e^{i \phi_{1}}+\left(K_{2}^{\prime}+i \phi_{2}^{\prime} K_{2}\right) e^{i \phi_{2}} \\
\tilde{\xi}^{\prime \prime}= & {\left[K_{1}^{\prime \prime}-\left(\phi_{1}^{\prime}\right)^{2} K_{1}+i\left(2 \phi_{1}^{\prime} K_{1}^{\prime}+\phi_{1}^{\prime \prime} K_{1}\right)\right] e^{i \phi_{1}} } \\
& +\left[K_{2}^{\prime \prime}-\left(\phi_{2}^{\prime}\right)^{2} K_{2}+i\left(2 \phi_{2}^{\prime} K_{2}^{\prime}+\phi_{2}^{\prime \prime} K_{2}\right)\right] e^{i \phi_{2}}
\end{align*}
$$

Equations (2.3-2.5) may now be substituted in Equation (2.2) and the result $i \varnothing_{1}$ divided by $K_{1} e^{1}$.

$$
\begin{align*}
& \left(\phi_{1}^{\prime}\right)^{2}-P \phi_{1}^{\prime}+M_{0}-\frac{K_{1}^{\prime \prime}}{K_{1}}-i\left[\left(2 \phi_{1}^{\prime}-P\right) \frac{K_{1}^{\prime}}{K_{1}}+\phi_{1}^{\prime \prime}\right] \\
& =-M_{2} \delta^{2}\left(1+\frac{K_{2}}{K_{1}} e^{-i \hat{\phi}}\right) \\
& -\left\{\left[\left(\phi_{2}^{\prime}\right)^{2}-P \phi_{2}^{\prime}+M_{0}\right] K_{2}-K_{2}^{\prime \prime}-i\left[\left(2 \phi_{2}^{\prime}-P\right) K_{2}^{\prime}+K_{2}^{\prime \prime \prime \prime \prime}{ }_{2}^{\prime \prime}\right]\right\} K_{1}^{-1} e^{-i \hat{\phi}} \\
& \delta^{2}=\xi \xi \\
& =K_{1}^{2}+K_{2}^{2}+K_{1} K_{2}\left[e^{i \hat{\phi}}+e^{-i \hat{\phi}}\right]  \tag{2.7}\\
& =K_{1}^{2}+K_{2}^{2}+2 K_{1} K_{2} \cos \hat{\phi} \\
& \text { where } \hat{\phi}=\hat{\varphi}_{1}-\phi_{2}
\end{align*}
$$

For a linear static moment, the left and right sides of Equation (2.6) are quite similar in form with the exception of the presence of factor $K_{1}^{-1} e^{-i \phi}$. If $\phi_{j}^{\prime}$ and $K_{j}$ vary slowly in a period of $\phi_{j}$, the linearized Equation (2.6) could only be satisfied by requiring that both sides vanish. Another way of saying this would be that the periodic term on the right of the linearized Equation (2.6) has no effect on the almost constant terms on the left side. Indeed, the average of this term over a period of $\hat{\phi}$ is essentially zero. The influence of the fluctuating nonlinear term will, therefore, be obtained by computing its average over a period of $\hat{\phi}$.

$$
\begin{gather*}
{\left[M_{L_{2}} \delta^{2}\left(1+\frac{K_{2}}{K_{1}} e^{-i \hat{\phi}}\right)\right]_{\mathrm{av}}=\frac{M_{2}}{2 \pi} \int_{0}^{2 \pi} \delta^{2}\left(1+\frac{K_{2}}{K_{1}} e^{-i \hat{\phi}}\right) d \hat{\phi}} \\
\quad=\frac{M_{2}}{2 \pi} \int_{0}^{2 \pi}\left[K_{1}^{2}+2 K_{2}^{2}+K_{1} K_{2} e^{i \hat{\phi}}\right. \\
\left.\quad+\left(2 K_{1}^{2}+K_{2}^{2}\right) \frac{K_{2}}{K_{1}} e^{-i \hat{\phi}}+K_{2}^{2} e^{-2 i \hat{\phi}}\right] \hat{d \hat{\phi}} \\
\quad=M_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right)
\end{gather*}
$$

Equation (2.6) may now be averaged with the aid of Equation (2.8), the small damping term in the real part may be neglected in comparison with the squared frequency, and a pair of real equations formed from the real and imaginary parcs.

$$
\begin{align*}
& \left(\phi_{1}^{\prime}\right)^{2}-P \phi_{1}^{\prime}+M_{0}+M_{2} \delta_{e l}^{2}=0  \tag{2.9}\\
& \frac{K_{1}^{\prime}}{K_{1}}-\frac{\phi_{1}^{\prime \prime}}{2 \phi_{1}^{\prime}-P}  \tag{2.10}\\
& \text { where } \delta_{e l}^{2}=K_{1}^{2}+2 K_{2}^{2}
\end{align*}
$$

Similar relations for the other mode may be obtained by multiplying Equation (2.0) by $\left(K_{1} / K_{2}\right) e^{i \hat{\phi}}$ and averaging the result.

$$
\begin{align*}
& \left(\phi_{2}^{\prime}\right)^{2}-\mathrm{F} \phi_{2}^{\prime}+M_{0}+M_{2} \delta_{e 2}^{2}=0  \tag{2.11}\\
& \frac{K_{2}^{\prime}}{K_{2}}=-\frac{\phi_{2}^{\prime \prime}}{2 \phi_{2}^{\prime}-P}  \tag{2.12}\\
& \text { where } \delta_{e 2}^{2}=2 K_{1}^{2}+K_{2}^{2}
\end{align*}
$$

Accurdin; to Equations ( 2.10 ) and (2.12), dampinfs of l,he modal amplit,de :; ran be caused by frequency changes. These changes may be cubiod by Mereh numitr:r dependence of the coefficient, chance in air density wuch a: occur: for an exiting or entering missile or changes in the spin to velocity ratio, F. The relations for these variations are exactly the same as thoce derived in Soction 6.7. The nonlinear frequency equations, Equations (2.9) and (2.11), chr,w is fourth cause of a frequency change. This would be caused by a chanfe in mrdal amplitude and would entail a coupling between the frequency and dampinf equations. For constant coefficients and no aerodynamic damping, the modal amplitudec and frequencies are constant and this complication is not present. Whenever linear aerodynamic damping is considered, this coupling effect must be considered.

For the analysis of range data acquired from missiles with cubic static moments, the frequency equations with the average or mid-range values of the proper equivalent squared amplitude, $\delta_{e j}^{2}$ need only be considered. Modified relations for the sum and products of the frequencies now follow by first, eliminating $M_{0}$ between Equations (2.9) and (2.11) and then eliminating $P$ between these equations.

$$
\begin{align*}
\phi_{1}^{2}+\phi_{2}^{\prime} & =P+M_{2}\left(\frac{K_{1}^{2}-K_{2}^{2}}{\phi_{1}^{2}-\phi_{2}^{1}}\right)  \tag{3}\\
\phi_{1}^{\prime} \cdot \phi_{2}^{2} & =M_{0}+M_{2} \delta_{e}^{2}  \tag{2.14}\\
\text { where } \delta_{e}^{2} & =\frac{\phi_{1}^{2} \delta_{e 2}^{2}=\phi_{2}^{2} \delta_{e}^{2}}{\phi_{1}^{2}-\phi_{2}^{1}} \\
& =K_{1}^{2}+K_{2}^{2}+\frac{\phi_{1}^{\prime} K_{1}^{2}-\phi_{2}^{2} K_{2}^{2}}{\phi_{1}^{2}-\phi_{2}^{2}}
\end{align*}
$$

According to Equation (2.14), the product of the measured frequencies should be plotted versus the effective squared angle, $\delta_{e}^{2}$ and a line fitted. The intercept of the ine is proportional to the linear term in the static moment while its slope is proportional to the cubic term.
$\therefore$ Uubic Static Moment: Exact Solution
In order to obtain the exact solution of Equation (2.2), it is necessary tes climinate the coupling term $\mathbb{P} \tilde{\xi}^{i}$. For the case of no aerodymamic dampine and a cunstant roll to velocity ratio, this can be done by transforming coordinates tis a coordinate system which is rolling with roll rate $\mathrm{P} / 2$

$$
\begin{gather*}
\tilde{\xi}=\hat{\xi}^{i}(1 / 2) P s  \tag{3.1}\\
\therefore \hat{\xi}^{\prime \prime}-\hat{M}_{0}\left(1+m_{2} 8^{\hat{2}}\right) \hat{\xi}=0  \tag{3.2}\\
\text { where } \hat{M}_{0}=M_{0}-P^{2} / 4 \\
m_{2}=M_{2} / \hat{M}_{0}
\end{gather*}
$$

Equation (3.2) has a very nice property of possessing an exact solution. This property is not shared by the other nonlinear equations to be studied in this chapter. Since a comparison of the exact solution with the approximate solution of Section 8.2 will establish confidence in this approximate method, we will now derive this solution.

First we write the conjugate of Equation(3.2)

$$
\begin{equation*}
\overline{\hat{\xi}^{\pi}}-\left(\hat{M}_{0}+M_{2} \delta^{2}\right) \overline{\hat{\xi}}=0 \tag{3.3}
\end{equation*}
$$

Miltiplying Equation (3.2) by $\hat{\xi}^{\prime}$, Equation (3.3) by $\hat{\xi}^{\prime}$, and adding, we have

$$
\begin{aligned}
& \hat{\xi}^{\prime \prime \hat{\xi}^{\prime}}+\overline{\hat{\xi}}^{\Pi} \hat{\xi}^{\prime}=\left(\hat{M}_{0}+M_{2} \delta^{2}\right)\left(\hat{\xi} \bar{\xi}^{\top}+\overline{\hat{\xi}} \hat{\xi}^{\prime}\right)=C_{1}^{\prime}=0 \\
& \text { where } C_{1}=\hat{\xi}^{1} \bar{\Pi}^{\prime}-\left(\hat{M}_{0} \delta^{2}+\frac{M_{2} \delta^{4}}{2}\right)
\end{aligned}
$$

$\mathcal{C}_{1}$ is twice the sum of the kinetic and potential energies and is constant for the conservative cubic moment. A second first integral may be obtained by eliminating the static moment between Equations (3.2) and (3.3).

$$
\begin{align*}
& \hat{\xi}^{\prime \prime} \bar{\xi}=\overline{\hat{\xi}}^{\prime \prime} \hat{\xi}=1 C_{2}^{\prime}=0  \tag{3.5}\\
& \text { where } C_{2}=1\left(\overline{\hat{\xi}}^{T} \hat{\xi}-\hat{\xi}^{\prime} \bar{\xi}\right)
\end{align*}
$$

In order to interpret this constant of the motion polar coordinates are introduced.

$$
\begin{align*}
\hat{\xi} & =\delta \mathrm{e}^{i \hat{\theta}}  \tag{3.6}\\
\therefore \quad \Sigma_{1} & =\left(\delta^{\prime}\right)^{2}+\left(\delta \hat{\theta}^{\prime}\right)^{2}-\left(\hat{M}_{0} \delta^{2}+\frac{\mathrm{M}_{2} \delta^{4}}{2}\right)  \tag{3.7}\\
c_{2} & =2 \delta^{2} \hat{\theta}^{\prime} \tag{3.8}
\end{align*}
$$

Thus $C_{2}$ is twice the flight path component of angular momentum. These equations may be combined to yield simple relations for $\delta$ and $\hat{\theta}$

$$
\begin{align*}
\left(\delta^{2}\right)^{\prime} & = \pm \sqrt{-C_{2}^{C}+4 C_{1} \delta^{2}+4 \hat{M}_{0} \delta^{4}+2 M_{2} \delta^{6}}  \tag{3.9}\\
\hat{\theta}^{\prime} & =(1 / 2) C_{2} \delta^{-2} \tag{3.10}
\end{align*}
$$

The solution to Equation (3.9) is an elliptic function of the first kind ${ }^{8-5}$. Of the four possible combinations of signs for $\hat{M}_{0}$ and $M_{2}$, three correspond to periodic motions. These three are illustrated in Figure 8.1 and may be identified by the following types:
(a) Stāble at small angles; more stabie at larger angles $\left(\hat{M}_{0}<0, M_{2}<0\right)$.
(b) Stable at small angles; less stable at larger angles $\left(\hat{M}_{0}<0, M_{2}>0\right)$.
(c) Unstable at small angles; stable at larger angles $\left(\hat{M}_{0}>0, M_{2}<0\right)$.

These periodic solutions may be written in terms of the sine amplitude function.
type (a) moment

$$
\begin{equation*}
\delta^{2}=\delta_{2}^{2}-\left(\delta_{2}^{2}-\delta_{1}^{2}\right) \operatorname{sn}^{2}\left(\omega_{s}, k\right) \tag{3.11}
\end{equation*}
$$

type (b) moment

$$
\begin{aligned}
\delta^{2}= & \delta_{1}^{2}+\left(\delta_{2}^{2}-\delta_{1}^{2}\right) \operatorname{sn}^{2}(\pi s, k) \\
& \omega^{2}>0
\end{aligned}
$$

${ }^{1} \mathrm{yp}^{\prime}$ (c) moment

$$
\begin{array}{r}
\Sigma^{2}=\delta_{2}^{2}-\left(\delta_{2}^{2}-\delta_{1}^{2}\right) \operatorname{sn}^{2}(\text { us, k) } \\
\hat{M}_{3}+M_{2}\left(\frac{\delta_{1}^{2}+\delta_{2}^{2}}{2}\right) \leq 0 \tag{j.1;}
\end{array}
$$

where $\delta_{1}$ is minimum value of $\delta$
$\delta_{2}$ is maximum value of $\delta$

$$
\omega^{2}=-\hat{M}_{0}-\frac{M_{2}}{2}\left(\delta_{1}^{2}+2 \delta_{2}^{2}\right)
$$

$$
\tilde{\omega}^{2}=-\hat{M}_{0}-\frac{\hat{M}_{2}}{2}\left(2 \delta_{1}^{2}+\delta_{2}^{2}\right)
$$

$$
k^{2}=\frac{M_{2}\left(\delta_{2}^{2}-\delta_{1}^{2}\right)}{2 \omega^{2}} \quad \text { types (a) and (c) }
$$

$$
=\frac{M_{2}\left(\delta_{2}^{2}-\delta_{1}^{2}\right)}{2 w^{2}} \quad \text { type }(b)
$$

The inequalities associated with Equations (3.12-13) are quite important in themselves. Three interesting observations may be made:

1. For type (a) static moment, periodic motion of any amplitude is possible.
2. For type (b) static moment, symmetric planar periodic motions ( $\mathrm{P}=0, \delta_{1}=0$ ) are possible for all amplitudes for which the moment does not change sign; circular motion $\left(\delta_{1}=\delta_{2}\right)$, however, is possible only when the nonlinear part of the moment is not greater than two-thirds of the linear part.
3. For type (c) static moment, possible periodic motions are those for which the median value of $\delta^{2}$ yields a stable moment. The variables $\delta_{1}$ and $\delta_{2}$ may be approximately related to the modal amplitudes $K_{1}$ and $K_{2}$ by the equations

$$
\begin{align*}
& \delta_{1}^{2}=\left(K_{1}-K_{2}\right)^{2}  \tag{3.14}\\
& \delta_{2}^{2}=\left(K_{1}+K_{2}\right)^{2} \tag{3.15}
\end{align*}
$$

The period of the elliptic sine function in Equations (3.11-12) corresponds to half the period of $\hat{\phi}$ in Equation (2.7) since that equation can be put in the form

$$
\begin{align*}
& \delta^{2}=\delta_{2}^{2}-\left(\delta_{2}^{2}-\delta_{1}^{2}\right) \sin ^{2}(\hat{\phi} / 2) \\
& =\delta_{1}^{2}+\left(\delta_{2}^{2}-\delta_{1}^{2}\right) \sin ^{2}(\hat{\phi}+\pi) / 2  \tag{3.16}\\
& \therefore \hat{\phi}^{\prime}=\phi_{1}^{\prime}-\phi_{2}^{\prime}=\frac{\pi \omega}{K(k)} \quad \text { types (a) and (c) } \\
& =\frac{\pi \tilde{\omega}}{K(k)} \quad \text { type (b) } \tag{3.17}
\end{align*}
$$

where $K(k)$ is the complete elliptic integral of the first kind. (The period of $\operatorname{sn}(\omega s, k)$ is $4 K / \omega$.)
$\hat{\phi}^{\prime}$ may be computed from the quasi-linear frequencies of Equations (2.9) and (2.11) for two special motions; circular ( $\delta_{1}^{2}=\delta_{2}^{2} ; K_{1} K_{2}=0$ ) or planar* ( $\delta_{1}^{2}=0 ; K_{1}=K_{2}$ ).

For circular motion

$$
\begin{equation*}
\phi_{1}^{\prime}-\phi_{2}^{\prime}=\sqrt{-\hat{M}_{0}(1+m)}+\sqrt{-\hat{M}_{0}(1+2 m)} \tag{3.18}
\end{equation*}
$$

and for planar motion

$$
\begin{align*}
& \phi_{1}^{\prime}-\phi_{2}^{\prime}=2 \sqrt{-\hat{M}_{0}(1+(3 / 4) m)}  \tag{3.19}\\
& \text { where } m=m_{2} \delta_{2}^{2}=\frac{\hat{M}_{2} \delta_{2}^{2}}{\hat{M}_{0}}
\end{align*}
$$

$m$ is the ratio of the cubic part of the static moment to the linear part. Equations (3.18) and (3.19) are compared with the corresponding exact equations for different moment types in Figures 8.2 and 8.3 . These figures show amazingly good agreement of the approximate curve and the exact one.

[^6]
## . 5 Entort of Large Angles on Epicyclic Frequencies

When linge anclus* are considered, two quite different effecte breon impurtant. First the simple geometric relations of Section 7.I between the direction cusines and the angles of attack and sideslip must be re-examined and then the derivative of the cosine of the total angle of attack, $\gamma^{\prime}$, must be retainci in the equations of pitching and yawing motion.

Althourt. Equations (7.1.14-15) must be used to calculate the transverse compunents of the velocity vector in the fixed plane coordinates, the exact transformation between these coordinates and the non-rolling coordinates seems to be quite formidable. Our geometrical intuition may provide some help. The motion of the 2 and 3 axes of the fixed plane system is directly related to the missile's periodic pitching and yawing motion and, therefore, the average roll rate of the fixed plane system should be zero and frequencies measured in the rixed-plane coordinates the same as those measured in non-roiling coordinates. To verify this conjecture for our cubic analysis we must, therefore, show that at least the second order approximation in average angular velocity of the fixed plane axes is zero.

Since $\omega_{1} \ell / v$ as given by Equation (7.1.10) is at most second order we can use the first order approximations for $n_{2}$ and $n_{3}$ (Equations (7.1.16))

$$
\begin{align*}
& n_{2}=\frac{\tilde{v}}{v}+\frac{x_{2}^{\prime}}{\ell}  \tag{4,1}\\
& n_{3}=\frac{\tilde{w}}{v}+\frac{x_{3}^{\prime}}{\ell} \tag{4.2}
\end{align*}
$$

When the higher order terms in Equation (7.1.10) are omitted, it reduces to

$$
\begin{align*}
\frac{\omega_{1} \ell}{V} & =\frac{n_{3}\left(n_{1} n_{2}^{\prime}-n_{2} n_{1}^{\prime}\right)}{1-n_{3}^{2}} \\
& \doteq n_{3} n_{2}^{\prime} \tag{4.3}
\end{align*}
$$

Angles are usually thought to be large when the approximations $\theta=\sin \theta=\tan \theta, \cos \theta=1$ are not very well satisfied. A glance at a table of trigometric functions shows that angles in excess of fifteen degrees cause these relations to be in error by more than $3 \%$ and could be considered to be large.

Equation: (4.1-i) may now be combined.

$$
\begin{equation*}
\frac{a_{1} \ell}{\underline{v}}=\frac{\tilde{w} \tilde{v}^{\prime}}{v^{2}}+\frac{x_{i}^{\prime} \tilde{v}^{\prime}+x_{2}^{\prime \prime} \tilde{w}}{v \ell}+\frac{x_{3}^{\prime} x_{n}^{\prime \prime}}{\ell^{2}} \tag{4.4}
\end{equation*}
$$

The trajectory terms in Equations (4.1, 2,4) arise from the lift fores and are mich smaller than the first terms in each of those equations and, therefore, will be neglected. A good approximation for the transverse velocities is our familiar epicycle

$$
\begin{align*}
\stackrel{\rightharpoonup}{v}= & K_{1} \cos \phi_{1}+K_{2} \cos \phi_{2}  \tag{4.5}\\
\frac{\tilde{v}}{\bar{v}}= & K_{1} \sin \phi_{1}+K_{2} \sin \phi_{2}  \tag{4.6}\\
\frac{\omega_{1} \ell}{\bar{v}} \doteq & -\left(K_{1} \sin \phi_{1}+K_{2} \sin \phi_{2}\right)\left(K_{1} \phi_{1}^{\prime} \sin \phi_{1}+K_{2} \phi_{2}^{\prime} \sin \phi_{2}\right) \\
= & -\frac{1}{2}\left[K_{1}^{2} \phi_{1}^{\prime}+K_{2}^{2} \phi_{2}^{\prime}\right] \\
& +\frac{1}{2}\left[K_{1}^{2} \phi_{1}^{\prime} \cos 2 \phi_{1}+K_{2}^{2} \phi_{2}^{\prime} \cos 2 \phi_{2}\right] \\
& -\left(\phi_{1}^{\prime}+\phi_{2}^{\prime}\right) K_{1} K_{2} \sin \phi_{1} \sin \phi_{2} \tag{4.7}
\end{align*}
$$

According to Equation (4.7) $\omega_{1} \ell / V$ has a non-zero average! This set back to our geometrical intuition may be overcome by the realization that Equation (4.7) allows us to state the relation between frequencies in the range's fixed plane coordinates, $\phi_{j r}^{\prime}$, and frequencies in the theory's non-rolling coordinates, $\phi_{j}^{\prime}$. Since the measured frequencies are actually averages

$$
\begin{align*}
& \phi_{1}^{\prime}=\phi_{I r}^{\prime}+\left(\frac{\omega_{1} \ell}{V}\right)_{a v}  \tag{4.8}\\
& \phi_{2}^{\prime}=\phi_{2 r}^{\prime}+\left(\frac{\alpha_{1} l}{v}\right)_{a v}  \tag{4.9}\\
& \therefore \phi_{1}^{\prime} \doteq \phi_{1 r}^{\prime}-\frac{1}{2}\left[K_{1}^{2} \phi_{1}^{\prime}+K_{2}^{2} \phi_{2}^{\prime}\right]  \tag{4.10}\\
& \phi_{2}^{\prime} \doteq \phi_{2 r}^{\prime}-\frac{1}{2}\left[K_{1}^{2} \phi_{1}^{\prime}+K_{2}^{2} \phi_{2}^{\prime}\right] \tag{4.11}
\end{align*}
$$

The differential equation for a cubic static moment and lare ecometrical antles can be obteined from Equation (6.6.8)

$$
\begin{aligned}
& \tilde{\xi}^{\prime \prime}-\left(\frac{\gamma^{\prime}}{\gamma}+i P\right) \tilde{\xi}^{\prime}-M \tilde{\xi}=0 \\
& \text { where } M=\gamma \frac{\rho S \ell}{2 m} k_{t}^{-2} C_{M_{\alpha}} \\
& \doteq M_{0}+M_{2} \delta^{2} \\
& M_{o}=\frac{\rho S \ell}{2 m} k_{t}^{-2} c_{o} \quad \text { and } \\
& M_{2}=\frac{\rho S \ell}{2 m} k_{t}^{-2}\left[c_{2}-\left(\frac{1}{2}\right) c_{0}\right] \text {. }
\end{aligned}
$$

Note that the definition of $M_{2}$ differs from that following Equation (2.2). This difference arises from the retention of the cosine in the definition of $M$. If the numerical effect of this difference is large, this means that the nonlinearity in $M$ is primarily a geometrical nonlinearity rather than an aerodynamic nonlinearity.

Since $\gamma=\left(1-\delta^{2}\right)^{1 / 2}$, the $\gamma^{\prime}$ term can be quickly computed

$$
\begin{align*}
\frac{\gamma^{\prime}}{\gamma} & =\frac{1}{2} \frac{\left(\gamma^{2}\right)^{\prime}}{\gamma^{2}} \\
& =-\frac{1}{2} \frac{\left(\delta^{2}\right)^{\prime}}{1-\delta^{2}}  \tag{4.13}\\
& =-\frac{1}{2}\left(\delta^{2}\right)^{\prime}
\end{align*}
$$

From Equations (2.7) and (4.13) we see that if damping is neglected in comparison with frequency

$$
\begin{equation*}
\frac{\gamma^{\prime}}{\gamma}=-\frac{i}{2} K_{1} K_{2} \hat{\phi}^{\prime}\left[e^{i \hat{\phi}}-e^{-i \hat{\phi}}\right]=K_{1} K_{2} \hat{\mathscr{Q}}^{\prime} \sin \hat{\phi} \tag{4.14}
\end{equation*}
$$

These equations may now be substituted in Equation (4.12), solved for the damping and frequency of the first mode, and averaged over a cycle of the difference frequency. The resulting equation for damping is the same as before but the frequency equation for the first mode becomes

$$
\begin{equation*}
\left(\phi_{1}^{\prime}\right)^{i}-P \phi_{1}^{\prime}+M_{0}+M_{2} \delta_{c l}^{\prime 2}+K_{2}^{2}\left(\phi_{1}^{\prime}-\phi_{2}^{\prime}\right) \frac{\phi_{2}^{\prime}}{2}=0 \tag{4.1!}
\end{equation*}
$$

Similarly, the frequency equation for the second mode becomes

$$
\begin{equation*}
\left(\phi_{2}^{\prime}\right)^{2}-P \phi_{2}^{\prime}+M_{o}+M_{2} \delta_{e 2}^{2}+K_{1}^{2}\left(\phi_{2}^{\prime}-\phi_{1}^{\prime}\right) \frac{\phi_{1}^{\prime}}{2}=0 \tag{14.16}
\end{equation*}
$$

Equations (4.15-4.16) differ from Equations (2.9) and (2.11) by the presence of the last terms. Equations similar to Equations (2.13-14) may now be dorived by first eliminating $M_{o}$ between Equations (4.15-16) and then eliminating $P$.

$$
\begin{align*}
& \phi_{1}^{\prime}+\phi_{2}^{\prime}+\frac{1}{2}\left[K_{1}^{2} \phi_{1}^{\prime}+K_{2}^{2} \phi_{2}^{\prime}\right]=P+M_{2}\left(\frac{K_{1}^{2}-K_{2}^{2}}{\phi_{1}^{\prime}-\phi_{2}^{\prime}}\right)  \tag{4.17}\\
& \phi_{1}^{\prime} \cdot \phi_{2}^{\prime}+\frac{1}{2}\left[K_{1}^{2}\left(\phi_{1}^{\prime}\right)^{2}+K_{2}^{2}\left(\phi_{2}^{\prime}\right)^{2}\right]=M_{0}+M_{2} \delta_{e}^{2} \tag{4.18}
\end{align*}
$$

Thus the $\gamma^{\prime} / \gamma$ term does have a noticeable effect on the equations for sum and product of the frequencies in the non-rolling coordinates. What is measured, however, are the frequencies in range coordinates. If Equations (4.10-11) are used to eliminate the non-rolling frequencies and fourth powers of $K_{j}$ 's omitted, we have the following

$$
\begin{align*}
& \phi_{1 r}^{\prime}+\phi_{2 r}^{\prime}-\frac{1}{2}\left(K_{1}^{2} \phi_{1 r}^{\prime}+K_{2}^{2} \phi_{2 r}^{\prime}\right)=P+M_{2}\left(\frac{K_{1}^{2}-K_{2}^{2}}{\phi_{1 r}^{\prime}-\phi_{2 r}^{\prime}}\right)  \tag{4.19}\\
& \phi_{1 r}^{\prime} \cdot \phi_{2 r}^{\prime}\left(1-\left(\frac{1}{2}\right)\left(K_{1}^{2}+K_{2}^{2}\right)\right)=M_{o}+M_{2} \delta_{e}^{2} \tag{4.20}
\end{align*}
$$

The second term in Equation (4.18) comes from the cosine of the total angle of attack and could be quite large in comparison with $\phi_{1}^{\prime} . \phi_{2}^{:}$since it involves the square of the higher frequency and this frequency could be much larger than the lower frequency. The modification of Equation (2.14) due to range frequencies and the cosine terms is Equation (4.20) and it can be seen that this modification is quite small. The two effects mentioned at the beginning of this section, therefore, almost cancel each other and should be either both retained or both omitted from the relation for the product of the frequencies.

The left side of Equation (4.20) contains an additional effect of the cosine of the total angle of attack through the definition of $M_{2}$.

$$
\begin{equation*}
M_{o}+M_{2} \delta_{e}^{2}=\frac{\rho S \ell^{3}}{2 I_{y}}\left[c_{o}\left(1-(1 / 2) \delta_{e}^{2}\right)+c_{2} \delta_{e}^{2}\right] \tag{4.21}
\end{equation*}
$$

If Equation (4.20) is multiplied by $\left[\frac{\rho S \ell^{3}}{2 I_{y}}\right]^{-1}\left(1+(1 / 2) \delta_{e}^{2}\right)$ and fourth powers of the modal amplitudes neglected, the following very convenient form results.

$$
\begin{align*}
{\left[{ }_{C_{\alpha}}\right]_{r} } & =\left(\frac{\rho S \ell^{3}}{2 I_{y}}\right)^{-1} \phi_{1 r}^{\prime} \cdot \phi_{2 r}^{\prime}\left[1+(1 / 2)\left(\frac{\phi_{1 r}^{\prime} K_{1}^{2}-\phi_{2 r}^{\prime} K_{2}^{2}}{\phi_{1 r}^{\prime}-\phi_{2 r}^{\prime}}\right)\right] \\
& =c_{0}+c_{2} \delta_{e}^{2} \tag{4.22}
\end{align*}
$$

Thus the range value of the static moment coefficient, $\left.\left[{ }^{C_{M}}\right]_{\alpha}\right]_{r}$, is essentially the product of the range measured frequencies and a set of $\left[{ }^{C_{M}}\right]_{r}$ 's for the same Mach number and a cubic static moment should yield a straight line where plotted versus $\delta_{e}^{2}$. The intercept is $c_{0}$, the zero amplitude static moment derivative, and the slope is $c_{2}$, the cubic coefficient in an expansion of the static moment.

### 8.5 Cubic Magnus Moment

As could be seen in Section 8.4, the effect of large geometric angles is rather small and will be neglected in the remainder of this chapter. Equation (4.20) is quite simple to apply and will be used in the data analysis. It now remains to include the aerodynamic damping terms. The only damping nonlinearity which has been measured in a ballistic range has been a cubic Magnus moment and we will restrict our study to this nonlinearity. It is a simple exercise for the reader to incorporate any other type of nonlinearity he may prefer. The exact expressions for arbitrary nonlinearities will be derived in the next chapter.

For cubic static and Magnus moments Equation (6.6.12) ausumes the form

$$
\begin{align*}
& \tilde{\xi}^{\prime \prime}+(H-1 P) \tilde{\xi}^{\prime}-\left[M_{0}+M_{2} \delta^{2}+i P\left(T_{0}+T_{2} \delta^{2}\right)\right] \hat{\xi}=0  \tag{ย.1}\\
& \text { where } C_{M_{p \alpha}}=\hat{c}_{0}+\hat{c}_{2} \delta^{2} \\
& T_{0}=\frac{\rho S \ell}{2 m}\left[C_{L_{\alpha}}+k_{a}^{-2} \hat{c}_{0}\right] \\
& T_{2}=\frac{\rho S \ell}{2 m} k_{a}^{-2} \hat{c}_{2}
\end{align*}
$$

The quasi=linear analysis of previous section results in the same frequency equations [Equations (2.9-11)] but different damping equations

$$
\begin{align*}
& \phi_{1}^{\prime}=\frac{P+\sqrt{P^{2}-4\left(M_{0}+M_{2} \delta_{e l}^{2}\right)}}{2}  \tag{5.2}\\
& \phi_{2}^{\prime}=\frac{P-\sqrt{P^{2}-4\left(M_{0}+M_{2} \delta_{e 2}^{2}\right)}}{2} \tag{5.3}
\end{align*}
$$

$$
\begin{equation*}
\frac{K_{1}^{\prime}}{K_{1}^{\prime}}=\lambda_{1}=\frac{-\phi_{1}^{\prime \prime}-\left[\phi_{1}^{\prime} H-P\left(T_{o}+T_{2} \delta_{e \overline{1}}^{2}\right)\right]}{2 \phi_{1}^{\prime}-P} \tag{5.4}
\end{equation*}
$$

$$
\begin{equation*}
\frac{K_{2}^{\prime}}{K_{2}^{\prime}}=\lambda_{2}=\frac{-\phi_{2}^{\prime \prime}-\left[\phi_{2}^{\prime} H-P\left(T_{o}+T_{2} \delta_{e}^{2}\right)\right]}{2 \phi_{2}^{\prime}-P} \tag{5.5}
\end{equation*}
$$

One unfortunate feature of Equations (5.2-5) is the way they are coupled. The damping equations are affected by the derivatives of the frequencies but these derivatives in turn involve the damping. If Equation (5.2) is differentiated,

$$
\begin{align*}
\phi_{1}^{\prime \prime} & =\frac{-2 M_{2}\left(K_{1}^{2} \lambda_{1}+2 K_{2}^{2} \lambda_{2}\right)}{\sqrt{\mathrm{P}^{2}-4\left(M_{0}+M_{2} \delta_{\mathrm{e}}^{2}\right)}} \\
& =\frac{-2 M_{2}\left(K_{1}^{2} \lambda_{1}+2 K_{2}^{2} \lambda_{2}\right)}{\left(2 \phi_{1}^{1}-\mathrm{P}\right)} \tag{5.6}
\end{align*}
$$

Equation ( 5.0 ) and a similar equation for $\phi_{2}^{\prime \prime}$ may be used to eliminate the derivatives of the frequencies from Equations (5.4-5)

$$
\begin{align*}
& \lambda_{1}=2 M_{2}\left[\frac{K_{1}^{2} \lambda_{1}+2 K_{2}^{2} \lambda_{2}}{\left(2 \phi_{1}^{\prime}-P\right)^{2}}\right]=\lambda_{10}+\lambda_{12} \delta_{\mathrm{e} 1}^{2}  \tag{5.7}\\
& \lambda_{2}-2 M_{2}\left[\frac{2 K_{1}^{2} \lambda_{1}+K_{2}^{2} \lambda_{2}}{\left(2 \emptyset_{2}^{\prime}-P\right)^{2}}\right]=\lambda_{20}+\lambda_{22} \delta_{\mathrm{e} 2}^{2}  \tag{5.8}\\
& \text { where } \lambda_{10}=-\frac{\phi_{1}^{\prime} \mathrm{H}-\mathrm{PT}}{2 \phi_{1}^{\prime}-\mathrm{P}} \\
& \lambda_{20}=-\frac{\phi_{2}^{\prime} \mathrm{H}-\mathrm{PT}}{2 \phi_{2}^{\prime}-\mathrm{P}} \\
& \lambda_{12}=\frac{\mathrm{PT}_{2}}{2 \emptyset_{1}^{\prime}-\mathrm{P}} \\
& \lambda_{22}=\frac{\mathrm{PT}_{2}}{2 \phi_{2}^{\prime}-\mathrm{P}}
\end{align*}
$$

$M_{2}$ can be obtained from the measured frequencies and the left sides of above equation can then be computed for each test. In most cases, however, the $M_{2}$ term is quite small and will, therefore, be omitted in the remainder of this discussion. Equations ( $5.7=8$ ) show that for a series of tests of the same configuration at the same Mach number the measured damping exponents should be plotted versus $\delta_{\text {ei }}^{2}$. If the points fall on lines whose slopes are negatives of each other, the Magnus moment is cubic with cubic coefficient determined by the slope.

In wost range tests, this plot is not made but the linear formulas (Equations 6.6.23-26) are used to compute range values of the damping in pitch and Magnus moment coefficients. If these formulas are applied to Equations (5.7-8), and the static moment is assumed to be linear, the following relations result

$$
\begin{align*}
& {\left[C_{M_{p \alpha}}\right]_{r}=\hat{c}_{o}+\hat{c}_{2} \delta_{e}^{2}}  \tag{5.9}\\
& {\left[C_{M_{q}}+C_{M_{\alpha}}\right]_{r}=C_{M_{q}}+C_{M_{\dot{\alpha}}}+\hat{c}_{2} \Delta}  \tag{5.10}\\
& \text { where } \Delta=-\frac{I_{y}}{I_{x}}\left(\frac{\phi_{l}^{1}+\phi_{2}^{\prime}}{\phi_{l}^{\prime}-\phi_{2}^{\prime}}\right)\left(K_{l}^{2}-K_{2}^{2}\right)
\end{align*}
$$

It is interesting to note the reappearance of $\delta_{e}^{2}$. This should not be too surprising since the Magnus moment is the imaginary coefficient of $\tilde{\xi}$ while the static moment is the real part of the same coefficient. Equation (5.9) contains a warning that a dependence of the range-measured damping moments coefficient on amplitude of motion does not necessarily imply a nonlinear damping moment. A nonlinear Magnus moment can have this effect.

### 8.6 Cubic Lift and Magnus Forces

The swerving motion for linear aerodynamic forces has been discussed in some detail in Section 6.9. For simplicity, we will neglect damping force, the asymmetry force, gravity and Coriolis acceleration. These quantities may be easily incorporated in the nonlinear analysis as additive terms. In range coordinates then, Equation (6.9.7) reduces to

$$
\begin{equation*}
\frac{x_{2}^{\prime \prime}+i x_{3}^{\prime \prime}}{\ell}=f \tilde{\xi} \tag{6.1}
\end{equation*}
$$

$$
\text { where } \mathrm{f}=\mathrm{C}_{\mathrm{L}_{\alpha}}^{*}+i \frac{\mathrm{p} \ell}{\mathrm{~V}} C_{N_{\mathrm{p} \alpha}}^{*}
$$

If the lift and Magnus forces are cubic in $\delta, f$ has the form $f_{0}+f_{2} \delta^{2}$. Integrating 6.1 with the excellent approximation $s=\frac{x_{1}}{\frac{l}{1}}$, we have*

$$
\begin{equation*}
\frac{x_{2}+i x_{3}}{\ell}=B_{0}+B_{1} s+\int_{0}^{s} \int_{0}^{s}\left(f_{0}+f_{2} \delta^{2}\right) \tilde{\xi} d s_{2} d s_{1} \tag{6.2}
\end{equation*}
$$

Note that $B_{i}$ of this equation are the negatives of $B_{i}$ of Equation (6.9.8).

If f were linear, this reduces to the form

$$
\begin{aligned}
& \frac{\mathrm{x}_{2}+i \mathrm{x}_{3}}{\ell}=\mathrm{B}_{0 \ell}+\mathrm{B}_{1 \ell} \mathrm{~s}+\mathrm{f}_{0} I_{1} \\
& \text { where } I_{1}=\int_{0}^{\mathrm{s}} \int_{0}^{\mathrm{s}} \tilde{\mathrm{I}}^{1} \tilde{\xi} d s_{2} d s_{1}
\end{aligned}
$$

Now motion caused by nonlinear forces has been well fitted by Equation (6.3) and provided a range value of $f$.

$$
\begin{equation*}
f_{r}=f_{o}+f_{2} \delta_{e s}^{2} \tag{6.4}
\end{equation*}
$$

where $\delta_{\text {es }}^{2}$ is an effective value of $\delta^{2}$ for the swerving motion.
It remains to determine this effective value of $\delta^{2}$. To do this we will assume that $\mathcal{\xi}$ is well approximated by an epicycle without damping.

$$
\begin{aligned}
& \therefore I_{l}=C_{0 \ell}+C_{1 \ell} s+I_{\ell} \\
& \text { where } I_{\ell}=-\left[\frac{K_{1} e^{i \phi_{1}}}{\left(\phi_{1}^{\prime}\right)^{2}}+\frac{K_{2} e^{i \phi_{2}}}{\left(\phi_{2}^{\prime}\right)^{2}}\right]
\end{aligned}
$$

and

$$
\begin{equation*}
\frac{\mathrm{x}_{2}+i x_{3}}{\ell}=\hat{B}_{0 \ell}+\hat{B}_{1 \ell}+\mathrm{f}_{0} I_{\ell} \tag{6.6}
\end{equation*}
$$

$$
\text { where } \hat{B}_{i \ell}=B_{i \ell}+f_{o} C_{i \ell}
$$

But

$$
\begin{equation*}
\int_{0}^{s} \int_{0}^{s} \delta \tilde{\xi}^{1} d s_{2}{ }^{d s_{1}}=C_{0}+C_{1} s+I_{c} \tag{6.7}
\end{equation*}
$$

$$
I_{c}=-\left[\frac{K_{1} \delta_{e 1}^{2} e^{1 \phi_{1}}}{\left(\phi_{1}^{\prime}\right)^{2}}+\frac{K_{2} \delta_{e 2}^{2} e^{i \phi_{2}}}{\left(\phi_{2}^{\prime}\right)^{2}}+\frac{K_{1}^{2} K_{2} e^{i\left(2 \phi_{1}-\phi_{2}\right)}}{\left(2 \phi_{1}^{1}-\phi_{2}^{\prime}\right)^{2}}+\frac{K_{1} K_{2}^{2} e^{1\left(2 \phi_{2}-\phi_{1}\right)}}{\left(2 \phi_{2}^{1}-\phi_{1}^{1}\right)^{2}}\right]
$$

Therefore the equation for the cubic forces becomes

$$
\begin{equation*}
\frac{x_{2}+i x_{3}}{\ell}=\hat{B}_{0}+\hat{B}_{1} s+f_{0} I_{\ell}+f_{2} I_{c} \tag{6,8}
\end{equation*}
$$

$$
\text { where } \hat{B}_{i}=B_{i}+f_{0} C_{i \ell}+f_{2} C_{i}
$$

In order to reduce Equation (6.8) to the form of (6.6), the effective $\delta^{2}$ would have to satisfy the equation

$$
\begin{equation*}
\delta_{e s}^{2} I_{\ell}-I_{c}=0 \tag{6.9}
\end{equation*}
$$

Except for certain special cases, $I_{c}$ is not proportional to $I_{\ell}$ and, hence, a constant $\delta_{\text {es }}^{2}$ will not satisfy Equation (6.9). Our experience in data analysis implies that it should be possible to select a constant value of $\delta_{\text {es }}^{2}$. The key to the solution lies in the fact that the data analysis is based on a least squares technique. We will, therefore, define $\delta_{\text {es }}^{2}$ to be that number which makes the integral over the observed trajectory of the squared magnitude of the left side of Equation (6.9) a minimum. This approach is quite similar to that used for a quadratic drag coefficient in Section 5.3.
$\delta_{\text {es }}^{2}$ is, therefore, defined by the requirement that

$$
\int_{-L / 2}^{L / 2}\left(\delta_{e s}^{2} I_{\ell}-I_{c}\right)\left(\delta_{e s}^{2} I_{\ell}-\bar{I}_{c}\right) \text { ds is a minimum }
$$

We differentiate the above, set the result equal to zero and solve for $\delta_{\text {es }}^{2}$.

$$
\delta_{e s}^{2}=\frac{I / L \int_{-L / 2}^{L / 2}\left(I_{c} \bar{I}_{\ell}+\bar{I}_{c} I_{\ell}\right) d s}{2 / L \int_{-L / 2}^{L / 2} I_{\ell} \bar{I}_{\ell} d s}
$$

For large $L$ the numerator is the average value of $I_{c} \bar{I}_{\ell}+\overline{\mathrm{I}}_{c} I_{\ell}$ and the denominator is twice the average of $\mathrm{I}_{\hat{\ell}} \overline{\mathrm{I}} \ell . \quad \delta_{\text {es }}^{2}$ can be quickly computed and reduced to the form

$$
\begin{equation*}
\therefore \delta_{e s}^{2}=\frac{\left(\phi_{2}^{\prime}\right)^{4} K_{1}^{2} \delta_{e \overline{1}}^{2}+\left(\phi_{1}^{\prime}\right)^{4} K_{2}^{2} \delta_{e 2}^{2}}{\left(\phi_{2}^{\prime}\right)^{4} K_{1}^{2}+\left(\phi_{1}^{\prime}\right)^{4} K_{2}^{2}} \tag{6.11}
\end{equation*}
$$

For the special case of a spin stabilized missile $\emptyset_{2}^{\prime} \ll \phi_{1}^{\prime}$ and the effective $\delta^{2}$ reduces to the simple form

$$
\begin{equation*}
\delta_{\text {es }}^{2}=\delta_{e 2}^{2} \tag{6.12}
\end{equation*}
$$

This is one of the special cases which directly satisfies Equation (6.9). A second important case is that of a nonspinning missile ( $\phi_{1}^{\prime}=-\phi_{2}^{\prime}$ ). For this condition

$$
\begin{equation*}
\delta_{e s}^{2}=\frac{K_{1}^{4}+4 K_{1}^{2} K_{2}^{2}+K_{2}^{4}}{K_{1}^{2}+K_{2}^{2}} \tag{6.13}
\end{equation*}
$$

In any event the range values of $C_{L_{\alpha}}$ and $C_{N}$ should be plotted versus $\delta_{\text {es }}^{2}$ and the existence of a cubic force dependence on $\delta$ determined.

### 8.7 Experimental Results

As can be seen from the preceding analysis, the cubic coefficients can only be obtained from a set of tests of the same configuration at the same Mach number but flying at different effective angles of attack. These considerations lead to a need for at least three and preferably five tests in each set. Although the analysis has been applied to the data obtained from finned missiles these programs were not large enough to allow cross checks of the results and no good wind tunnel data was available.

The ogive-cylinder program ${ }^{8-6}$ of Section 7-4 (4) included tests of identical models with three different center of gravity locations at the same Mach number. This redundancy of data can and will be used to determine the validity of the cubic analysis. In a second program ${ }^{8-7}$ the large angle behavior of a 20 mm shell was specifically studied. Some of the results of this program can be used to increase further our confidence in the cubic analysis.

Wind tunnel measurements of the Magnus force and moment for the seven caliber ogive cylinder ${ }^{(3-8)}$ and static force and moment for the 20 mm shell ${ }^{8,-9}$ are available and will be compared with the results of the nonlincar reduction at the same Mach numbers with different center of gravity locations. In Figure 8.4, the range value of $\mathrm{C}_{\mathrm{M}_{\alpha}}$ is plotted versus the effective squared angle of attack for the nine caliber long models at Mach number of 1.f. As can be seen from this figure, the points for each center of gravity location fall on lines with well determined slopes.

Of the twenty-seven possible combinations of length, Mach numbers, and center of gravity location, the data was sufficiently good to determine sixteen values of the cubic coefficient, $c_{2}$. (Table 8-1) For some of the Mach numbers and length, wind tunnel measurements of the static moment were available. These were fitted by cubics and the cubic coefficients are listed in Table $\because-1$. At all seven points of comparison the agreement is good.

Since models with three different center of mass locations were tested, a second check is possible. If the normal force is expanded as a cubic section of $\delta$, the usual center of gravity relation (Table 6-1) provided that

$$
\begin{align*}
& c_{0}\left(s_{c g}\right)=c_{0}-s_{c g} a_{o}  \tag{7.1}\\
& c_{2}\left(s_{c g}\right)=c_{2}-s_{c g} a_{2}  \tag{7.2}\\
& \text { where } c_{N_{\alpha}}=a_{0}+a_{2} \delta^{2} \text { and } c_{1}\left(s_{c g}\right)
\end{align*}
$$

are the moment coefficients for a center of mass located $s_{c g}$ calibers forward of that for the $c_{i}$ 's.

This means that the $c_{1}$ 's for different center of mass locations are linear functions of location. In Figure 8.5, the slopes and intercepts of Figure 8.4 are plotted versus center of gravity location. The fact that the cubic coefficients as well as the linear coefficients fall on a straight line is another point in the favor of the cubic analysis. The slopes of these lines are $a_{2}$ and $a_{0}$ respectively. The c.g. intercept of the $c_{0}$ line is the location
of the center of pressure and the c.B. Intercept of the $a_{2}$ line is the $\mathrm{e} \cdot \mathrm{E}$. location for which the cubic coefficient is zero and the moment is exactly linear. This point is rear of the rear center of gravity tested.

For a total of seven of the nine combinations of length and Mach number it was possible to determine $a_{2}$ from the variation of $c_{2}$ with $c . g$. location. The wind tunnel measurements of normal force may be analyzed to yield cubic coefficients as well as linear coefficients. These are tabulated in Table 8-2 and the agreement with the range values is seen to be reasonably good.

If the lift force is cubic in angle of attack, it can be written in the form

$$
\begin{equation*}
c_{L_{\alpha}}=a_{L O}+a_{L 2} \delta^{2} \tag{7.3}
\end{equation*}
$$

From the relation connecting the lift, drag, and normal forces (Equation (6.6.7)), the coefficients of the normal and lift forces satisfy the following equations.

$$
\begin{align*}
& a_{0}=a_{L O}+C_{D_{0}}  \tag{7.4}\\
& a_{2}=a_{L 2}-(1 / 2) a_{L O}+C_{D_{8}} 2 \tag{7.5}
\end{align*}
$$

in Section 8.6, it is show that the range value of the lift coefficient of a spinning missile should be plotted versus $\delta_{e}^{2}$ and the cubic coefficient can be obtained from the slope of a line through the data. This technique is illustrated in Figure 8.6. Values of $a_{0}$ and $a_{2}$ could be computed for eight combinations of length and Mach number and these are compared with values obtained from $\left[C_{M_{\alpha}}\right]_{r}$ and wind tunnels in Teble 8.2.

Finally, in the 20 mm shell program it was possible to study the influence of quite large angles. In Figure 8.7, the range static moment coefficient is plotted versus effective squared angle of attack and we see that the data is essentially bilinear. Each line corresponds to a cubic segment in the moment plane. If the parameters of each cubic are calculated from the slope and intercept of its corresponding line in Figure 8.7, they can be pieced together
to form a smooth moment plot. (Figure 8.83). An examination of the spark shadowgraphs reveals that flow separation occurs at about $21^{\circ}$ and this explains the sudden change in the moment curve at this point. In Figure 8.9, $\left[C_{L_{\alpha}}\right]$ is plotted versus $\delta_{e 2}^{2}$ and the corresponding lift force is shown in Figure 8.10.

Since wind tunnel measurements were available, a further verification is possible. The data were divided into that for angles less than $21^{\circ}$ and that for angles greater than $21^{\circ}$ and pairs of cubics fitted. The resulting coefficients are given in Table 8.3. The agreement for such different experimental conditions is quite good*.

In view of this success with cubic static moments, our interest turns quite naturally to cubic Magnus moments. According to Equations (5.9-10) the range values of damping in pitch and Magnus moment coefficients are both affected by the presence of a cubic Magnus moment. Thus values of this cubic coefficient may be computed from a plot of $\left.\left[{ }^{C_{M}}\right]_{p \alpha}\right]_{r}$ and $\left[C_{M_{q}}+C_{M_{\alpha}}\right]_{\underline{r}}$ versus $\delta_{e}^{2}$ and $\Delta$ respectively. (See Figures 8.11-12) Eight cubic Magnus coefficients were determined for the ogive cylinder and these results appear in Table $6-4$. In four cases $\Delta$ had a wide enough range to determine $\hat{c}_{2}$ from $\left[C_{M_{q}}+C_{M_{\dot{\alpha}}}\right]_{r}$ and the pairs of values of $\hat{c}_{2}$ are all within their combined probable errors. Unfortunately, with the exception of the one value for the nine caliber long models these probable errors are quite large. Thus, the measurements of cubic Magnus moments are quite delicate.

The swerving motions of the ogive cylinder were examined to determine any influence of a cubic Magnus force. In only two out of the six combinations of length and Mach number was this effect large enough to measure and these two cases are shown in Figure 8.13. The cubic Magnus moment coefficients given in Table 8-4 for different center of gravity locations could be analyzed to yield four indirect values of the cubic Magnus coefficient, $\hat{a}_{2}$. The agreement of these coefficients is reasonably good.

Additional examples of the analysis of cubic static moments are supplied by References 8-10 and 8-11.

CUBIC STATIC MOMENT COEFFICIENT, $c_{2}$, FOR OGIVE CYLINDERS

$$
S=\pi d^{2} / 4 ; \quad \ell=d
$$

Mach Number

Forward c.g.
Range Wind Tunnel
Middle c.g.
Range Wind Tunnel $L / d=5$
1.3
1.5
$-\quad 5$

- $8 \pm 2$
- 36
- 18

$$
\begin{array}{r}
2.5 \pm 5 \\
8 \pm 2
\end{array}
$$

$\mathrm{L} / \mathrm{d}=7$
$1.3-53 \pm 3 \quad-13 \pm 3$
$1.8-31 \pm 3-28$
2.5
$-71 \pm 3$

- 66
$18 \pm 5$
13
- 8
$0 \pm 8$
- 28
$\mathrm{L} / \mathrm{d}=9$
1.3
$-89 \pm 3$
$0.3 \pm .03$
$1.8-76 \pm 10$
$-41 \pm 3$
$-9.5 \pm .8$
2.5
$-76 \pm 5$
$-2.5 \pm 1.5$

TABLE 8-2
LINEAR AND CUBIC NORMAL FORCE COEFFICIENTS FOR OGIVE CYLINDERS

| Mach Number | $\mathrm{a}_{0}$ |  |  | $a_{2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | c.g. | Swerve | Wind Tunnel | c.g. | Swerve | Wind Tunnel |
|  | $\underline{L} / \mathrm{a}=5$ |  |  |  |  |  |
| 1.3 | 2.50 | 2.52 | 2.34 | 17 | $13 \pm 0.5$ | 12 |
| 1.8 | 2.88 | 2.88 | 2.80 | - | $25 \pm 5$ | 17 |
|  | $\underline{L} / \mathrm{d}=7$ |  |  |  |  |  |
| 1.3 | 2.60 | 2.50 | - | 51 | $25 \pm 3$ | - |
| 1.8 | 2.88 | 2.88 | 2.74 | 31 | $23 \pm 10$ | 25 |
| 2.5 | 3.08 | 3.06 | 3.08 | 46 | $69 \pm 10$ | 46 |
| $\overline{\mathrm{L}} / \overline{\mathrm{d}}=9$ |  |  |  |  |  |  |
| 1.3 | 2.70 | 2.72 |  | 43 | $43 \pm 3$ |  |
| 1.8 | 2.90 | 3.13 |  | $36 \pm 1$ | $38 \pm 5$ |  |
| 2.5 | 3.33 | 3.06 |  | 87 | $76 \pm 5$ |  |

## TABLE $8-3$

BI-CUBIC STATIC MOMENT AND LIFT COEFFICIENI FOR 20 mm SHELL

|  | $c_{0}$ | $\mathrm{c}_{2}$ | ${ }^{\text {L }}$ O | ${ }^{1} 12$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Wind Tunnel | 2.10 | -2.8 | 2.57 | 10.2 | before separation |
| Range | 2.11 | -2.5 | 2.52 | 9.2 | $\delta=\sin 21^{\circ}$ |
| Wind Tunnel | 1.86 | 0.0 | 3.69 | 0.0 | after separation |
| Range | 1.83* | 0.3 | 3.64* | 1.0 | $\delta=\sin 21^{\circ}$ |

[^7]LUBIC MAGNUS FORCE AND MOMENT COEFFICIENT FOR OGIVE CYLINDERS

$$
L / d=7
$$

$$
\begin{aligned}
& \begin{array}{lllll}
\hat{c}_{2} & \hat{c}_{2} & \hat{c}_{2} & \hat{a}_{2} & \hat{a}_{2}
\end{array} \\
& \text { Mach No. } \\
& \text { f.c.g. } \\
& \text { m.c.g. r.c.g. } \\
& \text { c.g. } \\
& 1.3\left[\begin{array}{lllll}
\left.\mathrm{C}_{M_{p \alpha}}\right]_{\mathrm{r}} & 40 \pm 13 & 13 \pm 3 & --36 & -43
\end{array}\right. \\
& {\left[\mathrm{C}_{\mathrm{M}_{\mathrm{q}}}+\mathrm{C}_{\mathrm{M}_{\dot{\alpha}}}\right]_{\mathrm{r}} \quad 50 \pm 36} \\
& 1.8\left[\begin{array}{c}
C_{M} \\
M_{p \alpha}
\end{array}\right]_{r} \quad 90 \pm 40 \quad-\quad 0 \pm 3-56 \\
& {\left[C_{M_{q}}+C_{M_{\alpha}}\right]_{r} \quad 65 \pm 36 \quad--\quad--} \\
& 2.5\left[\begin{array}{c}
{ }^{C_{M}} \\
{ }^{\mathrm{p} \alpha}
\end{array}\right]_{\mathrm{r}} \quad 90 \pm 13 \quad--\quad 15 \pm 8 \quad-48 \\
& {\left[\mathrm{C}_{\mathrm{M}_{\mathrm{q}}}+\mathrm{C}_{\mathrm{M}_{\dot{\alpha}}}\right]_{\mathrm{r}} \quad 70 \pm 10 \quad-\quad-} \\
& L / d=9 \\
& 1.8\left[\begin{array}{c}
\left.\mathrm{C}_{M_{\mathrm{P} \alpha}}\right]_{\mathrm{r}} \quad 74 \pm 5
\end{array} \quad-\quad 13 \pm .5-31\right. \\
& {\left[C_{M_{q}}+C_{M_{\dot{\alpha}}}\right]_{r} \quad 66 \pm 8 \quad--}
\end{aligned}
$$

[^8]B-1 Kryloff, N. and Bogolluboff, N. B. Introduction to Nonlinear Mechanics. (translated by S. Lefschetz), Princeton University Press, 1947.
8-2 Murphy, C. H. Effect of Varying Air Density on the Nonlinear fitching and Yawing Motion of a Symmetric Missile. BRL Report No. 1162, February 1962.
8-3 Rasmussen, M. L. Determination of Nonlincar Pitching-Moment Characteristics of Axially Symmetric Models from Free-Flight Data. NASA TN D-144, February 1960.
8-4 Kirk, Donn B. A Method for Obtaining the Nonlinear Aerodynamic Stability Characteristics of Bodies of Revolution from Free-Flight Tests. NASA TN $D=780$, March 1961.
8-5 Byrd, P. F. and Friedman, M. D. Handbook of Elliptic Integrals for Engineers and Physicists. Springer-Verlag, Berlin, 1954.
8-6 Murphy, C. H. and Schmidt, L. E. The Effect of Length on the Aerodynamic Characteristics of Boaies of Revolution in Supersonic Flight. BRL Report Nc. 876, August 1953.
8-7 Roecker, E. T. Large Yaw Firings of the 20mm, HEI, T282El Shell with Fuze T196 at Mach Number 2.3. BRL Memorandum Report No. 888, April 1955.
8-8 Luchuk, W. and Sparks, W. Wind-tunnel Magnus Characteristics of the T-Caliber Army-Navy Spinner Rocket. NAVORD 3813, September 1954.
8-9 Buford, W. E. Aerodynamic Characteristics of zümm Shell T-282El, HEI. BRL Memorandum Report 834, October 1954.
8-10 Intrieri, P. F. Free Flight Measurements of the Static and Dymamic Stability and Drag of a $10^{\circ}$ Blunted Cone at Mach Numbers 3.5 and 8.5. NASA TN D-1299, May 1962.
8-1l Kirk, D. B, and Miller, R, J. Free Flight Tests of Fifth Stage Scout Entry Vehicle at Mach Numbers of 5 and 17. NASA TN D-1425, October 1962.
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## CIRCULAR MOTION

 TYPE (c) MOMENT

$$
\begin{gathered}
{\left[{ }^{C_{M a}}\right]_{r} \text { vs } 10^{2} 8_{e}^{2}} \\
M=1.8 \\
9 \mathrm{CAL} . \mathrm{MODEL}
\end{gathered}
$$
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$$
\begin{gathered}
{\left[C_{L}\right]_{r} \text { vs } 10^{2} \delta_{e_{2}^{2}}^{2}} \\
M=1.8 \\
9 \mathrm{CAL} . \mathrm{MODEL}
\end{gathered}
$$



FIG. 8.6
$\left[C_{M_{a}}\right]_{r}$ vs $10^{2} \delta_{e}^{2}$ LARGE ANGLE OF ATTACK


## STATIC MOMENT <br> vs <br> RESULTANT ANGLE OF ATTACK
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$\left[C_{L}\right]_{r}$ vs $10^{2} 8_{e^{2}}^{2}$ LARGE ANGLE OF ATTACK
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$$
\left[C_{M_{P a}}\right]_{r} \text { vs } \delta_{e}^{2}
$$
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SHADOWGRAPH OF 20-mm SHELL AT LARGE YAW
FIG. 8.14

## PREDICTION OF NONLINEAR MOTION

### 9.1 Introduction

In the last chapter, we considered the measurement of certain nonlirn:ar forces and moments by analyzing the motion induced by these quantities an: observed on a ballistic range. In this chapter, we consider the invers problem of predicting the motion caused by known nonlinear forces and moments. The actual expression for this force and moment may be either measured experimentally in a ballistic range or wind tuñel or computed from a theoretical model.

The problem will first be attacked by a generalization of the quasi-linear method of Section 8.2. This method provides effective values of frequencice and damping exponents in terms of "averages" of the linear and nonlinear aerodynanic terms but is limited by the assumption that the motion for al last a number of nutations is epicyclic. The behavior for a large number of cjo.es is determined by the consideration of the modal amplitudes alone and the use of an "amplitude plane". Finally, the limitation to epicyclic motion is removed for the special case of a strongly nonlinear cubic static moment. In this case, the trigonometric functions of the epicycle are replaced by elliptic functions and use is made of "quasi-constants" of the motion.

### 9.2 The Quasi-Inear Analysis

Quasi-linear analyses such as that of Kryloff and Bogoliuboff usually become extremely complex when applied to general real fourth order differential systems. We have already seen that the linearized motion of a rotationally symmetric missile can be described by a very simple fourth order system -- one that can be written in the form of a second order equation in one complex variable.

The nonlinear analysis will, therefore, be lifilied so that this symmetry is preserved. This is the reason symmetric direction cosines ( $u / v, v / v, w / v$ ) and not nonsymmetric Eulerian angles were used to locate the velocity vector with respect to the missile axis system. In this chapter, the aerodynamic
coefticicnts are assumed to be functions of the complex $\xi$, and its derivative, $\xi^{i}$, which are independent of roll orientation. Clearly, the magnitude of these two two-dimensional vectors and the orientation angle between them possess this property. Now the angular velocity can be resolved into a radial component along the complex angle of attack and circumferential one perpendicular to the complex angle of attack, and one of these plus the magnitude of the angular velocity is sufficient to determine this orientation angle. With these remarks in mind, we will introduce the rotationally invarient quantities

$$
\begin{aligned}
& \delta^{2}=|\xi|^{2}=\xi \bar{\xi},|\xi \cdot|^{2}=\xi \cdot \xi^{\prime}, \text { and } \\
& \left(\delta^{2}\right)^{\prime}=2 \delta \delta^{\prime}=\left(\xi \xi^{\prime}+\xi \cdot \bar{\xi}\right) .
\end{aligned}
$$

and assume that aerodynamic coefficients are at most functions of these quantities.

The actual quasi-linear analysis initially parallels that of Section 6.7 for varying coefficients. (Equation (6.7.8-10)). As in that section we assume that the solution can be written in the form of an epicycle whose frequencies are not necessarily constants and whose ampititudes are not necessarily exponentially varying.

$$
\begin{equation*}
\tilde{\xi}=K_{1} e^{i \phi_{1}}+K_{2} e^{i \phi_{2}} \tag{2.1}
\end{equation*}
$$

Differentiating Equation (2.1) twice we have

$$
\begin{align*}
& \tilde{\xi}^{\prime}=\left(\lambda_{1}+i \phi_{1}^{\prime}\right) K_{1} e^{1 \phi_{1}}+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) K_{2} e^{1 \phi_{2}} \\
& \widetilde{\xi}^{\prime \prime}= {\left[\lambda_{1}^{\prime}+\lambda_{1}^{2}-\left(\phi_{1}^{i}\right)^{2}+i\left(\phi_{1}^{\prime \prime}+2 \lambda_{1} \phi_{1}^{i}\right)\right] K_{1} e^{i \phi_{1}} }  \tag{2.2}\\
&+\left[\lambda_{2}^{\prime}+\lambda_{2}^{2}-\left(\phi_{2}^{\prime}\right)^{2}+1\left(\phi_{2}^{\prime \prime}+2 \lambda_{2} \phi_{2}^{\prime}\right)\right] K_{2} e^{i \phi_{2}} \\
& \text { where } \lambda_{j}=K_{j}^{\prime} \tag{2,3}
\end{align*}
$$

Since Equation (2.1) is the solution to the homogeneous linearized equation of pitching and yawing motion, we will apply this quasi-linear mes d to the homogeneous exact equation:

$$
\tilde{\xi}^{\prime \prime}+\left(H-\frac{\gamma^{\prime}}{\gamma}-i P\right) \tilde{\xi}^{\prime}-(M+i P T) \tilde{\xi}=0
$$

where $H, M$, and $T$ may be functions of

$$
\delta^{2},\left|\xi^{\prime}\right|^{2}, \text { and }\left(\delta^{2}\right)^{\prime} .
$$

Inclusion of the small inhomogeneous gravity term, G, in Equation (2.4) impozes great difficulties on the nonlinear analysis and, hence, will not be done.

Equations (2.1-3) are now substituted in Equation (2.4) and the result rearranged.

$$
\begin{align*}
&\left(\phi_{1}^{\prime}\right)^{2}-P \phi_{1}^{\prime}+M_{0}-\lambda_{1}\left(\lambda_{1}+H_{0}\right)-\lambda_{1}^{i} \\
&=1\left[\left(2 \phi_{1}^{\prime}-P\right) \lambda_{1}+\phi_{1}^{\prime \prime}+H_{0} \phi_{1}^{\prime}-P T_{0}\right] \\
&= {\left[H-H_{0}-\frac{\gamma^{\prime}}{\gamma}\right]\left[\left(\lambda_{1}+i \phi_{1}^{\prime}\right)+\left(\lambda_{2}+i \phi_{2}^{\prime}\right) \frac{K_{2}}{K_{1}} e^{-i \hat{\phi}}\right] } \\
&-\left[\left(M-M_{0}\right)+i P\left(T-T_{0}\right)\right]\left[1+\frac{K_{2}}{K_{1}} e^{-i \hat{\phi}}\right]  \tag{2.5}\\
&-\left\{\left[\left(\phi_{2}^{\prime}\right)^{2}-P \phi_{2}^{\prime}+M_{0}-\lambda_{2}\left(\lambda_{2}+H_{0}\right)-\lambda_{2}^{\prime}\right]\right. \\
&\left.=i\left[\left(2 \phi_{2}^{\prime}-P\right) \lambda_{2}+H_{0} \phi_{2}^{\prime}-P P_{0}+\phi_{2}^{\prime \prime}\right]\right\} \frac{K_{2}}{K_{1}} e^{-i \hat{\phi}} \\
& \text { where } \hat{\phi}^{\prime}=\phi_{1}-\phi_{2}
\end{align*}
$$

For the linear equation, the right side of equation (2.5) is fluctuating with an average very close to zero and the left side is at most slowly varying. In Section 6.7, the frequency and damping exponent for the one-mode were

いhtained by setting the left side of Equation (2.5) equal to zero. In Section $\therefore .2$, the quasi-linear solution for no damping, small ceometrical angles and cubic static moment was derived by averaging the right side of Equation (2.5) with $T=F=\gamma^{\prime}=T_{o}=H_{o}=0$. In order to incorporate these previously excluded terms, we will take the average of all the terms on the right under the quasi-linear assumption that these averages are good approximationio of the effect of "small" nonlinearities. The small terms involving $\lambda_{j}$ in the real part of Equation (2.5) will be omitted in comparison with $M_{0}$.

$$
\begin{align*}
\left(\phi_{1}^{\prime}\right)^{2} & =P \phi_{1}^{\prime}+M_{0}-1\left[\left(2 \phi_{1}^{\prime}-P\right) \lambda_{1}+H_{0} \phi_{1}^{\prime}-P P_{0}+\phi_{1}^{\prime \prime}\right] \\
& =\frac{i}{2 \pi} \int_{0}^{2 \pi}\left(H-H_{0}-\frac{\gamma^{\prime}}{\gamma}\right)\left[\phi_{1}^{\prime}+\phi_{2}^{\prime}\left(\frac{K_{2}}{K_{1}}\right) e^{-i \hat{\phi}}\right] d \hat{\phi} \\
& -\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\left(M-M_{0}\right)+i P\left(T-T_{0}\right)\right]\left[1+\frac{K_{2}}{K_{1}} e^{-i \hat{\phi}}\right] d \hat{\phi} \tag{2,6}
\end{align*}
$$

It was show in Section 8.4 that $\gamma^{\prime} / \gamma$ is well approximated by an odd function of $\hat{\phi}$ and, hence, only affects the frequency. With this in mind, we separate Equation (2.6) into real and imaginary parts.

$$
\begin{align*}
& \left(\phi_{1}^{\prime}\right)^{2}-P \phi_{1}^{\prime}-\frac{1}{2 \pi} \int_{0}^{2 \pi}\left\{\left[\left(H-\frac{\gamma^{\prime}}{\gamma}\right) \phi_{2}^{i}-P T\right]\left(\frac{K_{2}}{K_{1}}\right) \sin \hat{\phi}\right. \\
& \left.-M\left[1+\frac{K_{2}}{\bar{K}_{1}} \cos \hat{\phi}\right]\right\} \hat{d} \hat{\phi}=0  \tag{2.7}\\
& \lambda_{1}=\lambda_{1}^{*}-\frac{\phi_{1}^{\prime \prime}}{2 \phi_{1}^{\prime}-P} \tag{2.8}
\end{align*}
$$

$$
\text { where } \begin{aligned}
\bar{\lambda}_{1}^{*}= & \frac{-1}{2 \pi\left(2 \phi_{1}^{\prime}-F\right)} \int_{0}^{2 \pi}\left\{\tilde{H}\left[\phi_{1}^{\prime}+\phi_{2}^{\prime} \frac{K_{2}}{K_{1}} \cos \hat{\phi}\right]\right. \\
& \left.-\operatorname{PI}\left[1+\frac{K_{2}}{K_{1}} \cos \hat{\phi}\right]+M \frac{K_{2}}{K_{1}} \sin \hat{\phi}\right\} d \hat{\phi}
\end{aligned}
$$

Similar expressions apply for the other mode except the algebraic sign in firont, of the sine $\hat{\phi}$ term in $\lambda_{2}^{*}$ is reversed due to the oddness of the sine function.

Equation $(2.7)$ can be solved for $\phi_{1}^{\prime}$ and differentiated to obtain $\phi_{1}^{\prime \prime}$. Since $\phi_{1}^{\prime}$ depends on amplitude when nonlinearities are present $\phi_{1}^{\prime \prime}$ will contain $\lambda_{j}^{\prime}$ s. Thus, Equation (2.8) is not solved for $\lambda_{1}$ since $\phi_{1}^{\prime \prime}$ also has $\lambda_{1}$ ac vell as $\lambda_{2}$ in it. An important simple relation for frequency is that derived in Section 8.2 for cubic static moment, small geometrical angles, and no aerodynamic damping. The same relation may be obtained from Equation (2.7) if the no aerodynamic damping condition were replaced by the requirement that the average of ( $H$ - PI) sin $\hat{\phi}$ is zero. This would occur, for example, if $\hat{H}$ and in were only functions of $\delta^{2}$. Under these conditions then

$$
\begin{align*}
& \phi_{1}^{\prime}=\frac{P}{2}+\sqrt{-\hat{M}_{0}\left[1+m_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right)\right]}  \tag{2.9}\\
& \dot{\varphi}_{2}^{\prime}=\frac{P}{2}-\sqrt{-\hat{M}_{0}\left[1+m_{2}\left(2 K_{1}^{2}+\bar{K}_{2}^{2}\right)\right]} \tag{2.10}
\end{align*}
$$

Equation (2.9) can be differentiated and substituted in Equation (2.8).

$$
\left.\begin{array}{rl}
\lambda_{1}\left[1+\frac{m_{2} K_{1}^{2}}{2\left[1+m_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right)\right.}\right]
\end{array}\right]+\lambda_{2}\left[\frac{2 m_{2} K_{2}^{2}}{2\left[1+m_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right]\right.}\right]
$$

A similar equation can be derived for the other mode.

$$
\begin{align*}
& \lambda_{1}\left[\frac{2 m_{2} K_{1}^{2}}{2\left[1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right]}\right]+\lambda_{2}\left[1+\frac{m_{2} K_{2}^{2}}{2\left[1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right]}\right] \\
& =\lambda_{2}^{*}-\left[\frac{M_{0}^{\prime}-\bar{P}^{\prime} \phi_{2}^{\prime}}{4 \hat{M}_{0}}+\frac{M_{2}^{\prime} m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)}{4 M_{2}}\right]\left[1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right]^{-1} \tag{2.12}
\end{align*}
$$

Equations (2.11-12) may be solved simultaneously for $\lambda_{1}$ and $\lambda_{2}$.

$$
\begin{align*}
\lambda_{j} & =a_{j 1}\left[\lambda_{1}^{*}-\frac{M_{o}^{\prime}}{4 \hat{M}_{0}}\right]+a_{j 2}\left[\lambda_{2}^{*}-\frac{M_{0}^{\prime}}{4 \hat{M}_{0}}\right]+a_{j 3}\left[\frac{M_{0}^{\prime}}{\hat{M}_{0}}-\frac{M_{2}^{\prime}}{M_{2}}\right] \\
& +a_{j 4}\left[\frac{P^{\prime} \phi_{j}^{\prime}}{\hat{M}_{0}}\right] \tag{2.13}
\end{align*}
$$

where the $a_{j k}$ 's are defined in Table S.1.
One important occasion for which $M_{0}$ and $M_{2}$ are variable is that of a missile entering or leaving the earth's atmosphere. (See Section 6.7). If this missile's static moment coefficients are constants,

$$
\begin{equation*}
\frac{M_{o}^{\prime}}{M_{0}^{\prime}}=\frac{M_{2}^{\prime}}{M_{2}^{\prime}}=\frac{\rho^{\prime}}{\rho}=\tilde{\sigma} \tag{2.14}
\end{equation*}
$$

and $\quad \frac{M_{o}^{\prime}}{\hat{M}_{o}}=\frac{\tilde{m}_{0}^{\prime} / M_{o}}{I-s_{g}}=\frac{\tilde{\sigma}}{1-s_{g}}$
where $\tilde{\sigma}=\ell \sigma \cos \psi, \sigma=\frac{1}{\chi 2,000 \mathrm{ft}}$. and
$\psi$ is the angle the trajectory makes with a dowward pointing vertical.

$$
\begin{align*}
\therefore \lambda_{j}= & a_{j 1}\left[\lambda_{1}^{*}-\frac{\tilde{\sigma}}{4\left(1-s_{g}\right)}\right]+a_{j 2}\left[\lambda_{2}^{*}-\frac{\tilde{\sigma}}{4\left(1-s_{g}\right)}\right] \\
& +a_{j 3}\left[\frac{s_{g} \tilde{\sigma}}{1-s_{g}}\right]+a_{\cdot l}\left(\frac{P^{\prime} \phi_{j}^{\prime}}{\hat{M}_{0}}\right) \tag{2.16}
\end{align*}
$$

TABLE 9.1

$$
\begin{aligned}
& a_{11}=\left(\frac{2}{d}\right)\left[1+m_{2}\left(\frac{K_{1}^{2}}{2}+2 K_{2}^{2}\right)\right]\left[2+m_{2}\left(4 K_{1}^{2}+3 K_{2}^{2}\right)\right] \\
& a_{12}=-\left(\frac{4}{d}\right)\left[m_{2} K_{2}^{2}\right]\left[1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right] \\
& \mathrm{a}_{13}=\left(\frac{1}{2 \mathrm{~d}}\right)\left[2 \overline{\bar{m}_{2}}\left(K_{1}^{2}+2 K_{2}^{2}\right)+m_{2}^{2}\left(4 K_{1}^{4}+7 K_{1}^{2} K_{2}^{2}+4 K_{2}^{4}\right)\right] \\
& a_{14}=\left(\frac{1}{2 d}\right)\left[2+m_{2}\left(4 K_{1}^{2}+3 K_{2}^{2}\right)-2\left(\frac{\phi_{2}^{\prime}}{\phi_{1}^{\prime}}\right)\left(m_{2} K_{2}^{2}\right)\right] \\
& a_{21}=-\left(\frac{4}{d}\right)\left[m_{2} K_{1}^{2}\right]\left[1+m_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right)\right] \\
& a_{22}=\left(\frac{2}{d}\right)\left[1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right]\left[2+m_{2}\left(3 K_{1}^{2}+4 K_{2}^{2}\right)\right] \\
& a_{23}=\left(\frac{1}{2 d}\right)\left[2 m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)+m_{2}^{2}\left(4 K_{1}^{4}+7 K_{1}^{2} K_{2}^{2}+4 K_{2}^{4}\right)\right] \\
& a_{24}=\left(\frac{1}{2 \bar{d}}\right)\left[2+m_{2}\left(3 K_{1}^{2}+4 K_{2}^{2}\right)-2\left(\frac{\phi_{1}^{\prime}}{\phi_{2}^{\prime}}\right)\left(m_{2} K_{1}^{2}\right)\right] \\
& d=4+14 m_{2}\left(K_{1}^{2}+K_{2}^{2}\right)+m_{2}^{2}\left(12 K_{1}^{4}+21 K_{1}^{2} K_{2}^{2}+12 K_{2}^{4}\right)
\end{aligned}
$$

## 9.j The Amplitude Plane

Two distinctive properties of a nonlinear homogeneous system are the dependence of the type of motion on initial conditions and the existence of limit motions. A linear second order complex system, for example, will have essentially the same motion for any initial condition since any solution is a linear combination of two linearly independent solutions and the only possible limit motion is the trivial one of the zero amplitude motion for dymamically stable systems.

For a second order system with coefficients which are independent of the independent variable, the phase plane is the best method for studying these properties. In a phase plane, the dependent variable is plotted versus its derivative and solutions appear as trajectories through each point. With the exception of singular points, every point has only one curve through it. The initial values of the variable and its derivative locate the particular trajectory which is the solution for those initial values. Thus, a look at the phase plane inmediately reveals the relationship between initial conditions and the various possible motions and yields boundaries on these conditions for particular motions. The existence, size, and shape of limit motions are also revealed by this two dimensional phase space.

A fourth order system has, in general, a four dimensional phase space. One selection of these four coordinates would be the magnitudes and orientation angles of the initial complex angle of attack and initial complex angular velocity. Since rotationally symmetric missiles should have a rotationally symuetric phase space, their phase space is essentially three dimensional. Its coordinates could be the magnitudes of the initial angle of attack and the initial angular velocity and the angular orientation of one with respect to the other.

A three dimensionsl phase space is, however, quite difficult to use. The quasi=linear domping equations

$$
\begin{equation*}
\frac{K_{j}^{\prime}}{K_{j}}=\lambda_{j} ; j=1,2 \tag{3.1}
\end{equation*}
$$

indicatr a possible two dimensional space which might he used. This simplirity in dimensionality is paid for by the assumption that the actual noniinear motion can be described by epicycles whose frequencies and amplitudec vary throughout the missile's flight. Since the general behavior of the motice and the existence of limit motions are revealed by Equations (3.1), the frequ:.:!y ecuations may be neglected and only the two equations for the modal ampiltudes iun:idtred.

As wis previously noted, phase planes are used for equations whict. do ré. contain functions of the independent variable other than the dependent, rariak.i. appearing in the phase plane. For this reason, we require that tile $\lambda$ ' $i$ be functions on only the modal amplitudes themselves, i.e., $M_{0}^{\prime}=M_{2}^{\prime}=P^{\prime \prime}=0$, etc. From basic symmetry, we see that the squares of amplitudes should appear in the $\lambda_{j}{ }^{\prime}$ s. We, therefore, rewrite Equation (3.1) in the form

$$
\begin{align*}
& \left(K_{1}^{2}\right)^{2}=2 K_{1}^{2} \lambda_{1}\left(K_{1}^{2}, K_{2}^{2}\right)  \tag{3,2}\\
& \left(K_{2}^{2}\right)^{2}=2 K_{2}^{2} \lambda_{2}\left(K_{1}^{2}, K_{2}^{2}\right) \tag{3,3}
\end{align*}
$$

The independent variable, s, may now be eliminated by dividing Equation (3.3) by Equation (3.2)

$$
\begin{equation*}
\frac{d K_{2}^{2}}{d K_{1}^{2}}=\frac{K_{2}^{2} \lambda_{2}\left(K_{1}^{2}, K_{2}^{2}\right)}{K_{1}^{2} \lambda_{1}\left(K_{1}^{2}, K_{2}^{2}\right)} \tag{3.4}
\end{equation*}
$$

Equation (3.4) describes the angular motion by means of a point moving in the $K_{1}^{2}-K_{2}^{2}$ plane which we will call the amplitude plane. For any point in this plane, the quasi-linear frequencies and damping exponents may be computed from Equations (2.7-8) for the one-mode and similar equations for the two-mode and except for the phase angles, $\phi_{\text {fo }}$, the motion is completely determined.

Although Equation (3.4) is a nonlinear equation, it is first order asd, therefore, much simpler than the fourth order Equation (2.4). The amplitude plane could be generated by numerically integrating Equation (3.4) for a variety of initial modal amplitudes. Equations of this form, however, have

[^9]been extensively studied by H. Poincare ${ }^{9-2}$ who showed that the basic behavior of the amplitude plane trajectories is fixed by the location and type of Equation (3.4) singularities. (Singularities are points for which both the numerator and denominator of the right side of Equation (3.4) vanish.) A consideration of Equations (3.4) indicates the existence of three categories of possible singularities:
(1) the origin ( $K_{1}^{2}=K_{2}^{2}=0$ )
(2) the $K_{1}^{2}$ intercepts of the one-mode zero damping curve ( $K_{2}^{2}=0, \lambda_{1}=0$ )
(3) the $K_{2}^{2}$ intercepts of the two-mode zero damping curves ( $K_{1}^{2}=0, \lambda_{2}=0$ )
(4) the intersection of the zero damping curves ( $\lambda_{1}=0, \lambda_{2}=0$ ).

According to Poincare's classification, there are four possible types of first order singularities: nodes, saddies, spirals, and centers. In Figure 9-2, a node and a saddle are shown while a spiral appears in Figure 9-3c and a center in Figure 9-3d. The particular curve along which the actual motion moves is determined by the initial modal amplitudes as specified by initial conditions. If the coordinates are translated so that the singularity is at the origin, Equation (3.4) has the form

$$
\begin{equation*}
\frac{d y}{d x}=\frac{a x+b y+P(x, y)}{c x+d y+Q(x, y)} \tag{3.5}
\end{equation*}
$$

where* ad - bc $\neq 0$ and $P$ and $Q$ vanish to at least the second order at the origin. The criteria for the type of singularity may now be stated in terms of the coefficients $a, b, c, d$ and their discriminant $D=(b-c)^{2}+4$ ad. (See page 44 of reference 9-3.):
(1) The singularity is a node if (a) $D>0$ and ad - bc $<0$ or (b) $D=0$. (Note that if $a d=0$, it is a node if $b c>0$.)
(2) The singularity is a saddle if $D>0$ and ad - bc $>0$.
(3) The singularity is a spiral if $D<0$ and $b+c \neq 0$.

[^10](4) The singularity may be a center if $\mathrm{L}<0$ and $\mathrm{b}+\mathrm{c}=0$; othcorw: $;$, it is a spiral*.

For the linear case, the $\lambda_{j}^{\prime}$ are constants and the origin is the orijy singular point. If the spin is zero; $\lambda_{1}=\lambda_{2}$, and all the tra.jectories ( $:$, eithor toward or away from the origin which is a node. (See Figure g-Lu) The particular curve which describes a given motion is specified by init,ia values of $K_{j}$ and the direction of motion along the curve by the sign of the $\lambda_{j}^{\prime} \dot{\prime}$. For positive $\lambda_{j}^{\prime} \mathrm{s}$, the motion undamps away from the origin. When pin is not zero, the damping exponents are not necessarily equal and may evern i: $\mathrm{f}^{\prime} \in \mathrm{r}$ in sign. The origin can, therefore, be either a node (Figure 9-2a) or a sadil: (Figure 9-2b). All these figures display an important characteristic of linear systems -- i.e., the type of motion is indenendent of initial corditio،s.

Amplitude planes will now be constructed for two simple nonlineariti:s and one fairly general nonlinearity. In the first example, the effect of quadratic dependence in $\delta$ of $\mathrm{C}_{\mathrm{M}_{\mathrm{q}}}+\mathrm{C}_{\mathrm{M}_{\dot{\alpha}}}$ on the motion of a nonspinning inissile will be considered while in the second the effect of a cubic Magnus momert on the motion of a spinning missile will be described. In both of these exump:a, small geometrical angles ( $\gamma \doteq 1, \gamma^{\prime}=0$ ) and a linear static moment will be assumed. In the third example, the effect of a cubic static moment and a very general nonlinear aerodynamic damping moment on a nonspinning missile will be studied in detail.

$$
\text { 9.3a Zero Spin - Quadratic } C_{M_{q}}+C_{M_{\alpha}} 9-11
$$

For this case, the damping in pitch coefficients have the form

$$
\begin{equation*}
C_{M_{q}}+C_{M_{\dot{\alpha}}}=d_{o}+d_{2} \delta^{2} \tag{3,6}
\end{equation*}
$$

and $\quad \xi^{\prime \prime}+\left(\mathrm{H}_{0}+\mathrm{H}_{2} \delta^{2}\right) \xi^{i}-\mathrm{M} \xi=0$

If $P=Q=0$, the singularity is a center. In reference 9-4, the conditions for a center are given when $P$ and $Q$ are quadratic functions of $x$ and $y$. Since equalities seldom occur in practice -- only inequalities, the distinction between a center and a very slow spiral is purely academic.

$$
\text { where } \begin{aligned}
H_{0} & =\frac{\rho S \ell}{2 m}\left[C_{L_{\alpha}}-C_{D}-k_{t}^{-2} d_{0}\right] \\
H_{2} & =-\frac{\rho S \ell}{2 m} k_{t}^{-2} d_{2}
\end{aligned}
$$

From Equation (2.8) and the corresponding equation for the two-mode,

$$
\begin{align*}
& \lambda_{1}=-\left(\frac{1}{2}\right)\left[H_{0}+H_{2} K_{1}^{2}\right]  \tag{3.8}\\
& \lambda_{2}=-\left(\frac{1}{2}\right)\left[H_{0}+H_{2} K_{2}^{2}\right] \tag{3.9}
\end{align*}
$$

The amplitude plane for the interesting case where the damping changes sign ( $\mathrm{H}_{\mathrm{o}} \mathrm{H}_{2}<0$ ) is shown in Figure 9-lb. The zero damping curves are vertical and horizontal straight lines with intercepts ( $-\mathrm{H}_{0} / \bar{H}_{2}, 0$ ) and ( $0,-\mathrm{H}_{0} / \mathrm{H}_{2}$ ). The tests of this section show that both of these singularities are saddle points. These lines intercept at a planar singularity point ( $-\mathrm{H}_{0} / \mathrm{H}_{2},-\mathrm{H}_{\mathrm{o}} / \mathrm{H}_{2}$ ) which is a node.

If $H_{0}$ is positive, the origin is a stable node and Figure $9-1 b$ shows a characteristic nonlinear dependence of the type oi motion on initial conditions. For initial modal amplitudes which are inside the square formed by the axes and the zero damping lines, the motion will damp to zero amplitude; for modal amplitudes outside this square, the motion will grow into an undamped spiral motion.

If $H_{0}$ is negative, the origin becomes an unstable node and the planar node becomes a stable node. For any initial conditions, the motion will become a planar motion with maximum amplitude $K_{1}+K_{2}=2\left|H_{0} / H_{2}\right|^{1 / 2}$. This limit motion is another property of nonlinear systems. It is interesting to note that had we restricted ourselves to planer motion $\xi=e^{10} 0$, the corresponding differential equations wouid be that for the van der pol oscillator.

$$
\begin{equation*}
\delta^{\prime \prime}+\left(H_{0}+H_{2} \delta^{2}\right) \delta^{\prime}=M \delta=0 \tag{3.10}
\end{equation*}
$$

This planar singularity is precisely the limit cycle predicted by the one-l:prysof freedom theory. This example is, therefore, a generalized van der fol equation.
9. 3 b Cubic Magnus Moment. ${ }^{\text {-il }}$

For this example, spin is constant but non-zero, damping in pitch anc static moments are linear, and the Magnus moment is cubic in $\delta$.

$$
\begin{align*}
& \mathcal{C}_{M_{p \alpha}}=\hat{c}_{0}+\hat{c}_{2} \delta^{2}  \tag{,,1}\\
& \tilde{\xi}^{\prime \prime}+(H-i P) \tilde{\xi}^{\prime}-\left[M+i P\left(T_{0}+T_{2} \delta^{2}\right)\right] \tilde{\xi}=0
\end{align*}
$$

Equation (3.11) is precisely Equation (8.5.1) with $M_{2}=0$. The quasi-Inaar expressions for the damping exponents are those given in Section (8.5).

$$
\begin{align*}
& \lambda_{1}=\lambda_{10}+\lambda_{12}\left(K_{1}^{2}+2 K_{2}^{2}\right) \\
& \lambda_{2}=\lambda_{20}+\lambda_{22}\left(2 K_{1}^{2}+K_{2}^{2}\right) \\
& \text { where } \lambda_{j 0}=-\frac{\phi_{j}^{\prime} H-P T_{0}}{2 \phi_{j}^{1}-P} \\
& \quad \lambda_{j 2}=\frac{\mathrm{PI}_{2}}{2 \phi_{j}^{1}-P} \quad\left(\therefore \lambda_{12}==\lambda_{22}\right)
\end{align*}
$$

The zero damping curves in the amplitude plane are, therefore, straight lines with slopes - $1 / 2,-2$.

When spin is not zero, the origin is either a node $\left(\lambda_{10} \lambda_{20}>0\right)$ or a saddle $\left(\lambda_{10} \lambda_{20}<0\right)$. These two possibilities are shown in Figures $9-2 a$ and $9-2 b$ for a linear Magnus moment. For a cubic Magnus moment, the intercepts and intersection of the zero damping lines must be studied.

$$
\begin{align*}
& \lambda_{10}+\lambda_{12}\left(K_{1}^{2}+2 K_{2}^{2}\right)=0  \tag{3.15}\\
& \lambda_{20}-\lambda_{12}\left(2 K_{1}^{2}+K_{2}^{2}\right)=0 \tag{3.16}
\end{align*}
$$

Singularities exist at the intercepts, $\left(-\lambda_{10} / \lambda_{12}, 0\right)$ and $\left(0, \lambda_{20} / \lambda_{12}\right)$, and at the point of intersection $\left(\frac{\lambda_{10}+2 \lambda_{20}}{3 \lambda_{12}}, \frac{2 \lambda_{10}+\lambda_{20}}{-3 \lambda_{12}}\right)$. The type of singularity at the intercept ( $-\lambda_{10} / \lambda_{12}, 0$ ) can now be found by substituting Equations (3.13-14) in Equation (3.4) and translating the origin to this circular singularity.

$$
\begin{gather*}
\frac{d y}{d x}=\frac{y\left[2 \lambda_{10}+\lambda_{20}-\lambda_{12}(2 x+y)\right]}{\left(\lambda_{12} x-\lambda_{10}\right)(x+2 y)}  \tag{3.17}\\
\text { where } x=K_{1}^{2}+\frac{\lambda_{10}}{\lambda_{12}} \\
y=K_{2}^{2} \\
D=(b-c)^{2}+4 \mathrm{ad} \\
=\left(3 \lambda_{10}+\lambda_{20}\right)^{2} \geq 0  \tag{3.18}\\
a d-b c=\lambda_{10}\left(2 \lambda_{10}+\lambda_{20}\right) \tag{3.19}
\end{gather*}
$$

For these relations and the conditions given after Equation (3.5), we see that we will have a 1 - mode circular singularity in the first quadrant if $\lambda_{10} \lambda_{12}<0$. This singularity is a saddle if $\lambda_{10}\left(2 \lambda_{10}+\lambda_{20}\right)>0$ and is a node otherwise. Similarly, a 2 - mode circuiar singularity exists if $\lambda_{20} \lambda_{22}=-\lambda_{20} \lambda_{12}<0$. This singularity is a saddle if $\lambda_{20}\left(\lambda_{10}+2 \lambda_{20}\right)>0$ and is a node otherwise.

The character of singularity at the point of intersection (a mixed mode singularity) can be found by transferring the origin to that point.

$$
\begin{equation*}
\frac{d y}{d x}=\frac{\left(2 \lambda_{10}+\lambda_{20}\right)(2 x+y)-3 \lambda_{12}(2 x+y) y}{\left(\lambda_{10}+2 \lambda_{20}\right)(x+2 y)+3 \lambda_{12}(x+2 y) x} \tag{3.20}
\end{equation*}
$$

$$
\begin{align*}
\therefore D & =33 \lambda_{10}^{2}+78 \lambda_{10} \lambda_{20}+33 \lambda_{20}^{2} \\
& =\frac{33}{\lambda_{20}^{2}}\left[\frac{\lambda_{10}}{\lambda_{20}}+1.812\right]\left[\frac{\lambda_{10}}{\lambda_{20}}+.552\right]  \tag{3.21}\\
a d-b c & =3\left(\lambda_{10}+2 \lambda_{20}\right)\left(2 \lambda_{10}+\lambda_{20}\right)  \tag{3.22}\\
b+c & =3\left(\lambda_{10}+\lambda_{20}\right) \tag{3.23}
\end{align*}
$$

The existence and type of singularity can now be determined in the usual way with the following results:
(1) A mixed mode singularity exists if $\lambda_{12}$ has the opposite sign to $\lambda_{10}$ and $-2<\frac{\lambda_{10}}{\lambda_{20}}<-.5$.
(2) This singularity is a node if

$$
-2<\frac{\lambda_{10}}{\lambda_{20}} \leqq-1.812 \text { or }-.552 \leqq \frac{\lambda_{10}}{\lambda_{20}}<-.5
$$

(3) This singularity is a spiral singularity if

$$
-1.812<\frac{\lambda_{10}}{\lambda_{20}}<-1 \text { or }-1<\frac{\lambda_{10}}{\lambda_{20}}<-.552
$$

(4) This singularity is a center* if

$$
\frac{\lambda_{10}}{\lambda_{20}}=-1
$$

To prove that it must be a center, the relations of Reference $9-4$ are required.

Most of the possible amplitude planes are shown in Figure 9-3a=d. In Figure 9-3a, the curve terminating at the singular point is called the separatrix and for a missile with stable small amplitude motion it divides all initial conditions into two families: those which yield a motion tending to zero amplitudes and those which yield motion which grows without bound. Figures $9-3 \mathrm{~b}$ and $9-3 \mathrm{c}$ demonstrate the existence of circular limit motion and epicyclic limit motion respectively while Figure 9-3d shows the very special case of epicyclic motion with periodic variation of the ampiitudes. The predictions of the separatrix, the limit circular motion and the limit epicyclic motion have been tested by numerical integration of the exact differential equations with great success ${ }^{9-5}$. This success reinforces our confidence in the quasi-linear theory.

9-3c Cubic Static Moment $=$ Nonlinear Damping - Zero Spin. ${ }^{9-12}$
For this case, we will study a very general form of the aerodynamic moment with the approximation $\mu=-i \xi^{\text {: }}$

$$
\begin{equation*}
c_{m}+i c_{n}=-i\left[\left(c_{0}+c_{2} \delta^{2}+c^{*}\right) \xi+d \xi^{\prime}\right] \tag{3.24}
\end{equation*}
$$

where $d=d\left(\delta^{2}\right)$ is a function of $\delta^{2}$ and

$$
c^{*}=c^{*}\left(\left(\delta^{2}\right)^{\prime}\right) \text { is a function of }\left(\delta^{2}\right)^{\prime}
$$

To define $c_{0}$ uniquely, we will require that $c^{*}(0)=0$. The presence of $\left(\delta^{2}\right)^{\prime}$ in c* indicates that this term probably affects the damping as well as the more conventional amplitude dependent damping term $d \xi^{\prime}$.

The simplest nonlinear form of $d$ and $c^{*}$ can be obtained by assuming them to be linear in $\delta^{2}$ and $\left(\delta^{2}\right)^{\prime}$ respectively.

$$
\begin{equation*}
\therefore C_{m}+i C_{n}=-i\left\{\left[c_{0}+c_{2} \delta^{2}+c_{2}^{*}\left(\delta^{2}\right)^{1}\right] \xi+\left[d_{0}+d_{2} \delta^{2}\right]\right\} \tag{3.25}
\end{equation*}
$$

These two nonlinear damping terms have different directions and so depend on the eccentricity of the quasi-linear elliptic motion. For circular motion, $\xi=\delta_{0} e^{i \theta}$ and $\xi^{\prime}$ is perpendicular to $\xi$.

$$
\begin{equation*}
c_{m}+i c_{n}=-i \delta_{0} e^{i \theta}\left[c_{0}+c_{2} \delta_{0}^{2}+i \theta^{\prime}\left(d_{0}+d_{2} \delta_{0}^{2}\right)\right] \tag{3.26}
\end{equation*}
$$

For planar motion, however, $\xi=\delta e^{i \theta} 0$ and $\xi^{\prime}$ has the same direction as $\xi$

$$
\begin{equation*}
c_{m}+1 c_{n}=-1 e^{1 \theta_{0}}\left[\left(c_{0}+c_{2} \delta^{2}\right) \delta+\left[d_{0}+\left(d_{2}+2 c_{2}^{*}\right) \delta^{2}\right] \delta^{\prime}\right] \tag{3.27}
\end{equation*}
$$

Thus the damping moment depends on the shape of the motion. This result casts some doubt on the standard wind tunnel method of measuring aerodynamic damping by forcing planar oscillation and determining the net energy required to maintain the oscillation. If the actual damping moment has the form of Equation (3.25), these wind tunnel measurements could lead to quite erroneous predictions of actual flight behavior.

Returning now to the more general Equation (3.24), we derive the corresponding equation of pitching and yawing motion for small geometrical angles

$$
\begin{aligned}
& \xi^{\prime \prime}+H\left(\delta^{2}\right) \xi^{\prime}-M^{*}\left(\left(\delta^{2}\right)^{\prime}\right) \xi-\left(M_{o}+M_{2} \delta^{2}\right) \xi=0 \\
& \text { Where } H\left(\delta^{2}\right)=\frac{\rho S \ell}{2 m}\left[C_{I_{\alpha}}-C_{D}-k_{t}^{-2} d\right] \\
& M^{*}=\frac{\rho S \ell}{2 m} k_{t}^{-2} c^{*} .
\end{aligned}
$$

For Equation (3.28), the quasi-linear damping exponents can be obtained from Equation (2.13).

$$
\begin{align*}
& \lambda_{1}=\frac{2}{d}\left\{\left[1+m_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right)\right]\left[2+m_{2}\left(4 K_{1}^{2}+3 K_{2}^{2}\right)\right] \lambda_{1}^{*}\right. \\
&\left.=2 m_{2} K_{2}^{2}\left[1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right] \lambda_{2}^{*}\right\}  \tag{3.29}\\
& \lambda_{2}=\frac{2}{d}\left\{-2 m_{2} K_{1}^{2}\left[1+m_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right)\right] \lambda_{1}^{*}\right. \\
&\left.+\left[1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right]\left[2+m_{2}\left(3 K_{1}^{2}+4 K_{2}^{2}\right)\right] \lambda_{2}^{*}\right\} \tag{3.30}
\end{align*}
$$

where

$$
\begin{aligned}
d & =4+14 m_{2}\left(K_{1}^{2}+K_{2}^{2}\right)+m_{2}^{2}\left(12 K_{1}^{4}+21 K_{1}^{2} K_{2}^{2}+12 K_{2}^{4}\right) \\
\lambda_{1}^{*} & =-\frac{1}{4 \pi} \int_{0}^{2 \pi}\left\{H\left[1+\frac{\phi_{2}^{\prime} K_{2}}{\phi_{1}^{\prime} K_{1}} \cos \hat{\phi}\right]+M^{*} \frac{K_{2}}{\phi_{1}^{\prime} K_{1}} \sin \hat{\phi}\right\} d \hat{\phi} \\
\lambda_{2}^{*} & =-\frac{1}{4 \pi} \int_{0}^{2 \pi}\left\{H\left[1+\frac{\phi_{1}^{\prime} K_{1}}{\phi_{2}^{4} K_{2}} \cos \hat{\phi}\right]-M^{*} \frac{K_{1}}{\phi_{2}^{\prime} K_{2}} \sin \hat{\phi}\right\} d \hat{\phi} \\
\delta^{2} & =K_{1}^{2}+K_{2}^{2}+2 K_{1} K_{2} \cos \hat{\phi} \\
\left(\delta^{2}\right)^{\prime} & =-2 K_{1} K_{2} \hat{\phi}^{\prime} \sin \hat{\phi} \\
\hat{\phi}^{\prime} & =\phi_{1}^{\prime}-\phi_{2}^{\prime} \\
& =\sqrt{-M_{0}\left[\left(1+m_{2}\left(K_{1}^{2}+2 K_{2}^{2}\right)\right]\right.}+\sqrt{-M_{0}\left[\left(1+m_{2}\left(2 K_{1}^{2}+K_{2}^{2}\right)\right]\right.}
\end{aligned}
$$

Equations (3.29-30) are symmetric in the modal amplitudes and, hence, only half of the amplitude plane need be studied because the line $K_{1}^{2}=K_{2}^{2}$ is a line of mirror symmetry. We will, therefore, consider only the lower pie shape part of the amplitude plane bounded by the $K_{1}^{2}$ - axis and the line $K_{1}^{2}=K_{2}^{2}$ and obtain the upper half by symmetry.

It is important to note that singularities on the boundaries of this region represent simple types of motion: circular and planar. We will, therefore, study the implications of Equation (3.29-30) in the vicinity of these boundaries, i.e., for almost circular motion and for almost planar motion. Throughout this work we will assume $H$ and $M^{*}$ to be differentiable functions.

With this in mind, $H$ and $M^{*}$ will be expanded about a circular motion $\delta=\delta_{c}=K_{l}, \delta^{\prime}=0$.

$$
\begin{align*}
& H=H_{c}+\left[\frac{d H}{d \delta^{2}}\right]_{c}\left(\delta^{2}-\delta_{c}^{2}\right)  \tag{3.31}\\
& M^{*}=\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{\top}}\right]_{0}\left(\delta^{2}\right)^{\prime} \tag{3.32}
\end{align*}
$$

$$
\begin{aligned}
& {\left[\frac{d H}{d \delta^{2}}\right]_{c}=\left[\frac{d H}{d \delta^{2}}\right]_{\delta^{2}=\delta_{c}^{2}}^{\text {and }}} \\
& {\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{T}}\right]_{0}=\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{\top}}\right]_{\left(\delta^{2}\right)^{\prime}=0}}
\end{aligned}
$$

$$
\text { where } \bar{H}_{c}=H\left(\bar{\delta}_{c}^{2}\right)
$$

Equations (3.31-32) may now be substituted into Equations (3.29-30) and the results simplified for almost circular motion ( $K_{2} \ll K_{1}$ ).

$$
\begin{align*}
& \lambda_{1}=-\frac{\left(1+m_{c}\right)}{2+3 m_{c}}\left\{H_{c}+\left[\frac{d H}{d \delta^{2}}\right]_{c}\left(K_{l}^{2}-\delta_{c}^{2}\right)\right\}  \tag{3.33}\\
& \lambda_{2}=\frac{2+5 m_{c}+4 m_{c}^{2}}{2\left(1+m_{c}\right)\left(1+2 m_{c}\right)} \lambda_{1} \\
& +\frac{1}{2}\left\{\sqrt{\frac{1+m_{c}}{1+2 m_{c}}}\left[\frac{\partial \bar{H}}{d \delta^{2}}\right]_{c}+\left[1+\sqrt{\frac{1+m_{c}}{1+2 \bar{m}_{c}}}\right]\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{2}}\right]\right\}_{0} K_{1}^{2} \tag{3.34}
\end{align*}
$$

where

$$
m_{c}=m_{2} \delta_{c}^{2}=\frac{M_{2} \delta_{c}^{2}}{M_{0}}
$$

A singular point exists on the $K_{l}^{2}$ axis at $K_{l}=\delta_{c}$ when

$$
\begin{equation*}
\mathrm{H}_{\mathrm{c}}=0 \tag{3.35}
\end{equation*}
$$

Smaller circular motions ( $K_{1}<\delta_{c}$ ) grow toward $K_{1}=\delta_{c}$ and larger circular motions decay when

$$
\begin{equation*}
\left[\frac{d H}{d \delta^{2}}\right]_{c}>0 \tag{3.36}
\end{equation*}
$$

This singularity represents a true limit cycle if almost circular motion tends to become more circular near the singularity. ( $\lambda_{2}<0$ )

$$
\begin{equation*}
\left[\frac{d H}{d \delta^{2}}\right]_{c}+\left[1+\sqrt{\frac{1+2 m_{c}}{1+m_{c}}}\right]\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{1}}\right]_{0}<0 \text { for } K_{2} \ll K_{1}=\delta_{c} \tag{3.37}
\end{equation*}
$$

Inequalities (3.36-37) are precisely the conditions that the circular singularity be a stable node. A somewhat more convenient form of these inequalities is

$$
\begin{align*}
& {\left[\frac{d H}{d \delta^{2}}\right]_{c}>0}  \tag{3.36}\\
& {\left[\frac{d M^{*}}{d\left(\delta^{2}\right)}\right]_{0} /\left[\frac{d H}{d \delta^{2}}\right]_{c}<\frac{-1}{1+\sqrt{\frac{1+2 m_{c}}{1+m_{c}}}} ;} \tag{3.38}
\end{align*}
$$

A positive $\lambda_{2}$ would make the singularity a saddle. If we define an unstable saddle as one for which trajectories on the origin side of the saddle are directed away from the origin, we see that the singularity is an unstable saddle if Inequaility (3.36) and not Inequality (3.38) are satisfied. Finally, a negative $\left[\frac{\mathrm{dH}}{\mathrm{d} \delta^{2}}\right]_{c}$ has the effect of reversing the stability of the singularity. These conditions are summarized in Figure 9-4.

The prediction of a circular limit motion when conditions (3.35-36, 38) are satisfied can be verified by direct numerical integration of the actual differential equations of pitching and yawing motion. This has been done for $M^{*}$ and $H$ linear in $\left(\delta^{2}\right)^{\prime}$ and $\delta^{2}$ respectively and motions like that of Figure 9-5 have been obtained.

Onc very interesting result can be obtained from the Ficure and the various Inequalities. If the damping moments are only functions of $\delta^{2}\left(M^{*}=0\right)$, every circular singularity must be a saddle! This was shown in our first examples to be the case when $H$ was quadratic in $\delta$ and we now see that this is true whenever $H$ is a differentiable function of $\delta^{2}$ and the aerodynamic moment is a function of only $\delta$. Under these conditions, a circular limit motion is impossible. Since circular limit motions have been observed in ballistic range tests, a more complicated moment such as one containing terms like $c^{*} \xi$ must be present.

Turning now to the question of almost planar motion ( $K_{2} \doteq K_{2}$ ) we will consider motion in vicinity of the planar motion $K_{1}=K_{2}=K_{p}$.

$$
\begin{equation*}
\therefore \delta_{p}^{2}=2 K_{p}^{2}(1+\cos \hat{\phi}) \tag{3.39}
\end{equation*}
$$

$$
\begin{equation*}
\left(\delta^{2}\right)_{p}^{i} \doteq-2 K_{p}^{2} \hat{\phi}_{p}^{i} \sin \hat{\phi} \tag{3.40}
\end{equation*}
$$

where

$$
\begin{aligned}
& \hat{\phi}_{p}=\sqrt{-M_{0}\left(4+3 m_{p}\right)} \\
& m_{p}=\frac{4 M_{2} K_{p}^{2}}{M_{0}}
\end{aligned}
$$

The nature of the almost planar motion near this planar motion can be conveniently stualed by use of the variables $\epsilon_{1}$ and $\epsilon_{2}$ which are defined by the equations:

$$
\begin{equation*}
K_{j}=K_{p}\left(1+\epsilon_{j}\right) \quad j=1,2 \tag{3.41}
\end{equation*}
$$

Since only motions near this planar motion are of interest, the $\epsilon_{j}{ }^{\prime} s$ will be assumed to be small in comparison with unity and, hence, higher powers of the $\epsilon_{j}$ 's will be neglected in comparison with their linear powers or unity.

Therefore, the varlations of $\delta^{2}, \hat{\phi}^{\prime}$ and $\left(\delta^{2}\right)^{\prime}$ can be computed as a small perturbation of the corresponding variations in $\delta_{\underline{p}}^{2}, \hat{\phi}_{p}^{\prime}$ and $\left(\delta^{2}\right)_{p}^{\prime}$.

$$
\begin{align*}
\delta^{2}= & \delta_{p}^{2}+2 \kappa_{p}^{2}(1+\cos \hat{\phi})\left(\epsilon_{1}+\epsilon_{2}\right)  \tag{3.42}\\
\hat{\phi}^{\prime}= & \phi_{1}^{\prime}-\phi_{2}^{\prime} \\
= & \frac{1}{2}\left[\sqrt{-M_{o}\left[4+\bar{m}_{p}\left(3+2 \epsilon_{1}+4 \epsilon_{2}\right)\right]}\right. \\
& \left.+\sqrt{-M_{0}\left[4+m_{p}\left(3+4 \epsilon_{1}+2 \epsilon_{2}\right)\right]}\right] \\
= & \hat{\phi}_{p}^{\prime}\left[1+\frac{3 m_{p}\left(\epsilon_{1}+\epsilon_{2}\right)}{\delta+6 m_{p}}\right]  \tag{3.43}\\
\left(\delta^{2}\right)^{\prime}= & \left(\delta^{2}\right)_{p}^{\prime}-K_{p}^{2} \hat{\phi}_{p}^{\prime} \sin \hat{\phi}\binom{8+9 m_{p}}{4+3 m_{p}} \quad\left(\epsilon_{1}+\epsilon_{2}\right) \tag{3.44}
\end{align*}
$$

$H$ and $M$ can now be expanded about the planar motion.

$$
\begin{align*}
& H=H_{p}+\left[\frac{d H}{d \delta^{2}}\right]_{p}\left[\delta^{2}-\delta_{p}^{2}\right]^{2}  \tag{3.45}\\
& M^{*}=M_{p}^{*}+\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{\prime}}\right]_{p}\left[\left(\delta^{2}\right)^{\prime}-\left(\delta^{2}\right)_{p}^{\prime}\right] \tag{3.46}
\end{align*}
$$

where the $p$ subscript on a function of $\delta^{2}$ or $\left(\delta^{2}\right)^{\prime}$ denotes that function evaluated for $\delta^{2}=\delta_{p_{i}}^{2}$ or $\left(\delta^{2}\right)^{\prime}=\left(\delta^{2}\right)_{p}^{\prime}$; Relations (3.42-46) together with the proper expansion of $\dot{\phi}_{2}^{\prime} K_{2} / \phi^{\prime} K_{1}$ and $K_{2} / \phi_{1} K_{1}$ may be placed in the definition of $\lambda_{1}^{*}$ with the result

$$
\begin{align*}
\lambda_{1}^{*}= & \lambda_{p}^{*}-\frac{1}{4 \pi} \int_{0}^{2 \pi}\left\{H_{p}\left(\frac{4+2 m_{p}}{4+3 m_{p}}\right)\left(\epsilon_{1}-\epsilon_{2}\right) \cos \hat{\phi}\right. \\
& +2\left[\frac{d H}{d \delta^{2}}\right]{ }_{p} k_{p}^{2}\left(\epsilon_{1}+\epsilon_{2}\right) \sin ^{2} \hat{\phi} \\
& -\frac{2 M_{p}^{*}\left[4\left(1+m_{p}\right) \epsilon_{1}-\left(4+m_{p}\right) \epsilon_{2}\right] \sin \hat{\phi}}{\hat{\phi}_{p}^{\prime}\left(4+3 m_{p}\right)} \\
& \left.-2\left[\frac{d M^{*}}{d\left(\delta^{2}\right)}\right]_{p} K_{p}^{2}\left(\frac{8+9 m_{p}}{4+3 m_{p}}\right)\left(\epsilon_{1}+\epsilon_{2}\right) \sin ^{2} \hat{\phi}\right\} d \hat{\phi}  \tag{3.47}\\
\text { where } \lambda_{p}^{*} & =-\frac{1}{4 \pi} \int_{0}^{2 \pi}\left[\left(H_{p}\right)(1-\cos \hat{\phi})+\left(M_{p}^{*}\right)\left(\frac{2 \sin ^{2} \hat{\phi}}{\hat{\phi}_{p}^{\prime}}\right)\right] d \hat{\phi} .
\end{align*}
$$

The terms involving $\left[\frac{d H}{d \delta^{2}}\right]_{p}$ and $M_{p}^{*}$ may be integrated by parts and the results combined with the other terms.

$$
\begin{align*}
\lambda_{1}^{*}=\lambda_{p}^{*} & -\frac{[H 1}{4\left(4+\frac{1}{3} m_{p}\right)}\left\{\left[\left(8+5 m_{p}\right) \epsilon_{1}+m_{p} \epsilon_{2}\right]\right. \\
& -\left[m_{p} \epsilon_{1}+\left(16+11 m_{p}\right) \epsilon_{2}\right] r_{0} \\
& \left.+\left[\left(16+17 m_{p}\right) \epsilon_{1}+7 m_{p} \epsilon_{2}\right] r_{2}\right\} \tag{3.48}
\end{align*}
$$

$$
\begin{aligned}
& \text { where } r_{j}=\frac{\left[\frac{d M^{*}}{d\left(\delta^{2}\right)}\right]_{j} K_{p}^{2}}{[H]_{1}^{2}} \quad j=0,2 \\
& {\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{1}}\right]_{j}=\frac{1}{\pi} \int_{0}^{2 \pi}\left[\frac{d M^{*}}{d\left(\delta^{2}\right)^{r}}\right]_{p} \cos \hat{\phi} \hat{\phi} \quad d \hat{\phi} \quad j=0,2} \\
& {[H]_{1}=\frac{1}{\pi} \int_{0}^{2 \pi} H_{p} \cos \hat{\phi} d \hat{\phi} .}
\end{aligned}
$$

A similar relation for $\lambda_{2}^{*}$ may be obtained by interchanging $\epsilon_{1}$ and $\epsilon_{2}$ in Equation (3.48).

The numerical subscript on the outside of the bracketed expressions in $\lambda_{1}$ identifies that term as a particular Fourier cosine coefficient. It is quite surprising that the influence of H on $\lambda_{1}$ is completely determined by its first order Fourier cosine coefficient. The influence of $M^{*}$, however, is specified by the zeroth and second order Fourier cosine coefficients of its first derivative. These coefficients are computed for fixed modal amplitudes, $K_{j}$, and are thus functions of these amplitudes.

For a planar singularity $\lambda_{p}^{*}$ vanishes and the $\lambda_{j}$ are linear in the $\epsilon_{j}$. Thus, only planar value of the coefficients of Equations (3.29-30) are needed to calculate the $\lambda_{j}{ }^{\prime}$ s.

$$
\begin{align*}
& \lambda_{j}=a_{j_{1}} \lambda_{1}^{*}+a_{j_{2}} \lambda_{\underline{2}}^{*}  \tag{3.49}\\
& \text { where } a_{11}=a_{22}=\frac{2\left(4+3 m_{p}\right)\left(8+7 m_{p}\right)}{\left(8+9 m_{p}\right)\left(8+5 m_{p}\right)} \\
& a_{12}=a_{21}=\frac{-4 m_{p}\left(4+3 m_{p}\right)}{\left(8+9 m_{p}\right)\left(8+5 m_{\bar{p}}\right)} \\
& \therefore \lambda_{1}=-\frac{[H]_{1}\left[b \epsilon_{1}+a \epsilon_{2}\right]}{2\left(8+5 m_{p}\right)\left(8+9 m_{p}\right)}  \tag{3.50}\\
& \lambda_{2}=-\frac{[\mathrm{H}]_{1}\left[a \epsilon_{1}+b \epsilon_{2}\right]_{p}}{2\left(8+5 m_{p}\right)\left(8+9 m_{p}\right)} \tag{3.51}
\end{align*}
$$

$$
\begin{aligned}
\text { where } a= & -m_{p}\left(8+3 m_{p}\right)+\left(128+200 m_{p}+75 m_{p}^{2}\right) r_{0} \\
& +3 m_{p}\left(8+5 m_{p}\right) r_{2} \\
b= & 64+96 m_{p}+33 m_{p}^{2}+3 m_{p}\left(8+5 m_{p}\right) r_{o} \\
& +\left(128+248 m_{p}+105 m_{p}^{2}\right) r_{2}
\end{aligned}
$$

The differential equation for solution curves in the vicinity of a planar singularity in the amplitude plane is

$$
\begin{equation*}
\frac{d \epsilon_{2}}{d \epsilon_{1}} \doteq \frac{\lambda_{2}}{\lambda_{1}}=\frac{a \epsilon_{1}+b \epsilon_{2}}{b \epsilon_{1}+a \epsilon_{2}} \tag{3.52}
\end{equation*}
$$

According to the usual criteria, the singularity must be either a saddle or a node. It is a node if $a^{2}-b^{2}$ is negative and a sadde if $a^{2}-b^{2}$ is positive.

$$
\begin{align*}
a^{2}-b^{2}= & (a+b)(a-b)  \tag{3.53}\\
= & -4\left(8+5 m_{p}\right)\left(8+9 m_{\bar{p}}\right) \\
& x\left[2\left(2+m_{p}\right)+\left(r_{o}+r_{2}\right)\left(8+5 m_{p}\right)\right] \\
& \times\left[\left(4+3 m_{p}\right)\left(1-2 r_{0}\right)+4\left(2+3 m_{p}\right) r_{2}\right]
\end{align*}
$$

Note that if $r_{0}$ and $r_{2}$ both vanish and $m_{p}$ is outside the interval (-2, - 8/9), $a^{2}-b^{2}$ is negative. Thus, if the aerodynamic moment coefficients are functions of $\delta^{2}$ alone and not functions of $\left(\delta^{2}\right)$, all planar singularities are nodes and almost planar motions near a planar singular motion will tend to that planar singular motion if neighboring planar motions tend to the planar singular motion.

Another interesting special case is that for which $H$ and $M^{*}$ are linear in $\delta^{2}$ and $\left(\delta^{2}\right)^{\prime}$ respectively.

$$
\begin{align*}
& H=H_{0}+H_{2} \delta^{2}  \tag{3.54}\\
& M^{*}=M_{2}^{*}\left(\delta^{2}\right)^{\prime} \tag{3.55}
\end{align*}
$$

A simple calculation shows that

$$
\begin{align*}
{[H]_{1} } & =2 H_{2} K_{p}^{2}  \tag{3.56}\\
r_{0} & =\frac{M_{2}^{*}}{H_{2}}  \tag{3.57}\\
r_{2} & =0 \tag{3.58}
\end{align*}
$$

The amplitude of the planar singular motion is fixed by the condition $\lambda_{p}^{*}=0$ to be

$$
\begin{equation*}
K_{p}^{2}=-H_{0}\left(H_{2}-2 M_{2}^{*}\right)^{-1}=-H_{0} H_{2}^{-1}\left(1-2 r_{0}\right)^{-1}>0 \tag{3.59}
\end{equation*}
$$

For $r_{2}=0, a^{2}-b^{2}$ reduces to a simple form. A planar singularity, therefore, will be a node if

$$
\begin{align*}
& \left(8+5 m_{p}\right)\left(8+9 m_{p}\right)\left(4+3 m_{p}\right)\left(1-2 r_{o}\right) \\
& x\left[4+2 m_{p}+r_{0}\left(8+5 m_{p}\right)\right]>0 \tag{3.60}
\end{align*}
$$

When $m_{p}$ is excluded from the interval ( $-2,-8 / 9$ ) and $r_{o}$ is replaced by its actual value, this Inequality can be written in a very concise form.

$$
\begin{equation*}
-\left[\frac{4+2 m_{p}}{8+5 m_{p}}\right]<\frac{M_{2}^{*}}{H_{2}}<\frac{1}{2} \tag{3.61}
\end{equation*}
$$

According to Inequalities (3.61), ( $1-2 r_{0}$ ) has to be positive and, hence, Equation (3.59) shows us that $H_{0}$ and $H_{2}$ must have opposite algebraic signs. A negative $\bar{H}_{0}$ causes smail amplitude motion to grow and, hence, the planar node will be a stable node if

$$
\begin{equation*}
\mathrm{H}_{0}<0, \mathrm{H}_{2}>0 \tag{3.62}
\end{equation*}
$$

The various posaibilities are summarized in Figure 9-6.

### 9.4 The Perturbation Method

The work of this chapter has assumed that epicyclic motion which is essentially a linear combination of trigonometric functions is a good approximation of the actual motion. The value of this approximation should diminish as the static moment becomes strongly nonlinear. In Section 8.3, the exact solution for a cubic static moment was derived in terms of elliptic functions. In this section, we will use this solution rather than the epicyclic solution as our basic solution and consider the effects of both linear and nonlinear damping to be perturbation of this elliptic function solution*. The discussion will not contain all the necessary details but will be more in the nature of an outline.

For simplicity, we will neglect the geometrical terms $\gamma^{\prime} / \gamma$, assume all coefficients to be independent of arclength**, and require constant spin. The approach will be to manipulate Equation (2.4) to obtain differential equations for the energy and angular momentum. First, we transform Equation (2.4) by the relation

$$
\begin{aligned}
& \tilde{\xi}=\hat{\xi}^{I(1 / 2) P s} \\
\therefore & \hat{\xi}^{\prime \prime}-\left[\hat{M}_{0}+M_{2} \delta^{2}\right] \hat{\xi}=-\hat{H}^{\prime}+\left[M^{*}+1 P\left(T-\frac{H}{2}\right)\right] \hat{\xi} \\
& \text { where } \hat{M}_{0}=M_{0}-\frac{P^{2}}{4} \\
& M^{*}=M-M_{0}-M_{2} \delta^{2}
\end{aligned}
$$

The conjugate of Equation (4.2) is

$$
\begin{equation*}
\overline{\hat{\xi}} \bar{\xi}^{\prime}-\left[\hat{M}_{0}+M_{2} \delta^{2}\right] \overline{\hat{\xi}}=-\overline{\hat{\xi}^{\prime}}+\left[M^{*}=1 P\left(T=\frac{H}{2}\right)\right] \bar{\xi} \tag{4.3}
\end{equation*}
$$

[^11]Multiplying Equation (4.2) by $\overline{\hat{\xi}}$, Equation (4.3) by $\hat{\xi}^{\prime}$, and adding, we have an equation for the change of total energy.

$$
\begin{aligned}
& \begin{aligned}
C_{1}^{\prime}= & -H\left[2 C_{1}+2 \hat{M}_{0} \delta^{2}+M_{2} \delta^{4}\right]+\left(M^{*}\right)\left(\delta^{2}\right)^{\prime} \\
& +P\left(T-\frac{H}{2}\right) C_{2}
\end{aligned} \\
& \text { where } C_{1}=\left|\hat{\xi}^{\prime}\right|^{2}-\hat{M}_{0} \delta^{2}-M_{2} \quad \frac{\delta^{4}}{2} \quad \text { total energy } \\
& C_{2}=1\left(\overline{\hat{\xi}}^{\prime} \hat{\xi}-\hat{\xi}^{\prime} \hat{\xi}\right) \quad \text { angular momentum } \quad
\end{aligned}
$$

The equation for the variation of angular momentum may be obtained by eliminating $\hat{\mathrm{M}}_{\mathrm{o}}+\mathrm{M}_{2} \delta^{2}$ from Equations (4.2-3).

$$
\begin{equation*}
C_{2}^{\prime}=-H C_{2}+2 P\left(T-\frac{H}{2}\right) \delta^{2} \tag{4.5}
\end{equation*}
$$

When damping is zero ( $\mathrm{H}=\mathrm{T}=\mathrm{M}^{*}=0$ ), the amplitude variation is given by Equation (8.3.9) which is repeated here

$$
\begin{equation*}
\left(\delta^{2}\right)^{\prime}= \pm \sqrt{-C_{2}^{2}+4 C_{1} \delta^{2}+4 \hat{M}_{0} \delta^{4}+2 M_{2} \delta^{6}} \tag{4.6}
\end{equation*}
$$

The actual solutions in terms of the sine amplitude function are given in Section 8.3. The requirement of rotational symmetry once again leads us to the restriction that the aerodynamic coefficients are functions of $\delta^{2},\left(\delta^{2}\right)^{\prime}$, and $\left|\xi^{\prime}\right|^{2}$. But $\left(\delta^{2}\right)^{\prime}$ and $\left|\xi^{\prime}\right|^{2}$ are functions of $C_{1}, C_{2}$ and $\delta^{2}$ through Equation (4.6) and the definition of $C_{1}$ respectively. Thus Equations (4.4-5) have the form

$$
\begin{equation*}
c_{j}^{\prime}=f_{j}\left(c_{1}, c_{2}, \delta^{2}\right) \quad j=1,2 \tag{4.7}
\end{equation*}
$$

For a conservative system $f_{j}=0$, and Equation (4.6) applies. He assume that the damping functions, $f_{j}$, represent smail damping and, hence, $C_{1}$ and $C_{2}$ vary very little over a period of the nutation. If this is the case, it is reasonable to use the no damping solution for $\delta^{2}$ in $f_{j}$ and to assume that only the average effect of the $\delta^{2}$ is important.

$$
\begin{equation*}
C_{j}^{\prime}=\left[f_{j}\right]_{a} \tag{4.8}
\end{equation*}
$$

$$
\text { where }\left[f_{j}\right]_{a}=\frac{1}{P^{*}} \int_{0}^{P^{*}} f_{j} d s \text { and }
$$

$$
P^{*} \text { is a period of } \delta^{2} \text {. }
$$

Since the solutions for $\delta^{2}$ are usually given in terms of the extreme values $\delta_{1}^{2}$ and $\delta_{2}^{2}$, this average function will contain $\delta_{1}^{2}$ and $\delta_{2}^{2}$ as well as $C_{1}$ and $C_{2}$. These two sets of variables are related by Equation (4.6) and the fact that $\left(\delta^{2}\right)^{\prime}$ vanishes for extremum values of $\delta^{2}$.

$$
\begin{equation*}
4 C_{1} \delta_{j}^{2}+4 \hat{M}_{0} \delta_{j}^{4}+2 M_{2} \delta_{j}^{6}=C_{2}^{2} \quad j=1,2 \tag{4.9}
\end{equation*}
$$

Thus, either set could be eliminated in favor of the other. In view of our previous work with the amplitude plane, a third set is much more convenient. These variables are generalized squared modal amplitudes and will be defined so that the sum of their square roots is the maximum amplitude, $\delta^{2}$, and the difference is the minimum amplitude. Instead of using the previous symbols $K_{j}^{2}$, as was done in Equations ( $8.3 .14-15$ ), we will use new symbols, $x_{j}$, so that any possible confusion with the epicylic modal amplitudes can be eliminated.

$$
\begin{align*}
\therefore & \delta_{1}^{2}=\left(\sqrt{x_{1}}-\sqrt{x_{2}}\right)^{2}  \tag{4.10}\\
& \delta_{2}^{2}=\left(\sqrt{x_{1}}+\sqrt{x_{2}}\right)^{2} \tag{4.11}
\end{align*}
$$

Accoraing to Equations (4.10-11), the $X_{j}$ axes correspond to constant amplitude circular motion in the same way as the $\mathrm{K}_{\mathrm{j}}$ axes did in the quasi-linear method.

Equations (4.9-11) may now be combined to relate the $x_{j}$ s and $C_{j}$ :s.

$$
\begin{align*}
& c_{1}=-\left[2 \hat{M}_{0}\left(x_{1}+x_{2}\right)+\frac{M_{2}}{2}\left(3 x_{1}^{2}+10 x_{1} x_{2}+3 x_{2}^{2}\right)\right]  \tag{4.12}\\
& c_{2}=2\left(x_{1}-x_{2}\right) \sqrt{-\hat{M}_{0}-M_{2}\left(x_{1}+x_{2}\right)} \tag{4.13}
\end{align*}
$$

According to Equation (4.13), the angular momentum is zero when $x_{1}=x_{2}$ and, hence, this line retains the locus of planar motion*. Equation (4.13) indicates a second possibility for planar motion, i.e.,

$$
\begin{equation*}
\hat{M}_{0}+M_{2}\left(x_{1}+x_{2}\right)=0 \tag{4.14}
\end{equation*}
$$

An inspection of the various solutions of Section 8.3 shows that this can occur for the type (c) moments and represents oscillations about the trim equilibrium angle of $\sqrt{-\hat{M}_{0} / M_{2}}$. For the type (c), the line given by Equation (4.14) is also the locus of planar motions.

If Equations (4.12-13) are differentiated and solved for $x_{j}^{\prime}$, the final equations for the generalized amplitude plane follow.
$x_{1}^{\prime}=\frac{\left[2 \hat{M}_{0}+M_{2}\left(x_{1}+3 x_{2}\right)\right] c_{1}^{\prime}+\left[2 \hat{M}_{0}+M_{2}\left(5 x_{1}+3 x_{2}\right)\right] \sqrt{-\hat{M}_{0}-M_{2}\left(x_{1}+x_{2}\right) c_{2}^{\prime}}}{-8 \omega^{2} \tilde{\omega}^{2}}$
$x_{2}^{\prime}=\frac{\left[2 \hat{M}_{0}+M_{2}\left(3 x_{1}+x_{2}\right)\right] C_{1}^{\prime}-\left[2 \hat{M}_{0}+M_{2}\left(3 x_{1}+5 x_{2}\right)\right] \sqrt{-\hat{M}_{0}-M_{2}\left(x_{1}+x_{2}\right)} C_{2}^{\prime}}{-8 \omega^{2} \hat{\omega}^{2}}$
where $\omega^{2}=-\hat{M}_{0}-M_{2}\left[\frac{3 x_{1}+2 \sqrt{x_{1} x_{2}}+3 x_{2}}{2}\right]$

$$
\tilde{\omega}^{2}=-\hat{M}_{0}-M_{2}\left[\frac{3 x_{1}-2 \sqrt{x_{1} x_{2}}+3 x_{2}}{2}\right]
$$

and
$C_{j}^{\prime}$ :s are given by Equation (4.8).
As an example of this perturbation method, we will consider the special case of Section 9.3 c .

* This motion is planar in the roofed coordinates specified by Equation (4.1). Only when spin is zero will the motion be planar in the eyes of a nonspinning observer.

$$
\begin{align*}
& H=H_{0}+H_{2} \delta^{2}  \tag{4.17}\\
& M^{*}=M_{2}^{*}\left(\delta^{2}\right)^{\prime}  \tag{1+10}\\
& P=0 \tag{4.19}
\end{align*}
$$

Equations (4.8) reduce to

$$
\begin{align*}
& C_{1}^{\prime}=-\left\{\left[H_{0}+\left(H_{2}-2 M_{2}^{*}\right) \delta^{2}\right]\left[2 C_{1}+2 \hat{M}_{0} \delta^{2}+M_{2} \delta^{4}\right]\right\}_{a}-M_{2}^{*} C_{2}^{2}  \tag{4.20}\\
& C_{2}^{\prime}=-\left[H_{0}+H_{2} \delta_{a}^{2}\right] C_{2} \tag{4.21}
\end{align*}
$$

Before using these equations in Equations (4.15-16), we must compute the average value of $\delta^{2 n}$ for $n=1,2,3$. In general, this is quite tedious since it involve: the calculation of integrals of $\operatorname{sn}^{2 n}$. This can be done numericaily, however, and Equations (4.15-16) may then be integrated to construct a generalized amplitude plane for particular values of the coefficients. To derive general conditions on the coefficients for the various limit motions, it is necessary to locate singular points and calculate the $\delta_{a}^{2 n} s$ in their vicinities. For two special cases - circular singularities and planar singularities - the necessary algebra is not excessive. From this partial information about the complete generalized amplitude planes, it is then possible to infer the general form of these planes and select interesting sets of values of the coefficients for numerical construction of specific generalized amplitude planes. For almost circular motion $\left(x_{1} \gg x_{2}\right)$, it can be shown that 9-9

$$
\begin{equation*}
\delta_{a}^{2 n} \equiv x_{1}^{n}+n x_{1}^{n-1} x_{2}\left(n-\frac{m_{c}}{2+3 m_{c}}\right) \tag{4.22}
\end{equation*}
$$

Equations (4.20-22) may now be placed in Equations (4.15-16).

$$
\begin{align*}
& \frac{x_{1}^{\prime}}{x_{1}} \doteq=\frac{2(1+m)}{\left(2+3 m_{c}\right)}\left[H_{0}+H_{2} \tilde{x}_{1}\right]  \tag{4.23}\\
& \frac{x_{2}^{\prime}}{x_{2}} \doteq-\left(2+3 m_{c}\right)^{-2}\left\{\left(4+9 m_{c}+6 m_{c}^{2}\right) H_{o}-\left[m_{c} H_{2}+2\left(2+3 m_{c}\right)^{2} M_{2}^{*}\right] x_{1}\right\} \tag{4.24}
\end{align*}
$$

Equation (4.23) is exactily the same as Equation (3.33) which was derived from the quasi-linear method. The symbols of that equation may be easily related to those of Equation (4.23) by a consideration of the coefficients defined by Equations (3.31) and (4.17) respectively

$$
\begin{align*}
& H_{o}=H_{c}-\left[\frac{d H}{d \delta^{2}}\right]_{c} \delta_{c}^{2}  \tag{4.25}\\
& H_{2}=\left[\frac{d H}{d \delta^{2}}\right]_{c} \tag{4.26}
\end{align*}
$$

Equation (4.24) and the corresponding quasi-Iinear Equation (3.34) do differ markedly. The importance of this difference can be most conveniently evaluated by comparing the two sets of conditions for a circular singularity which is a node. The quasi=linear conditions may be written in the form

$$
\begin{equation*}
\delta_{c}^{2}=-H_{o} / H_{2}>0 \tag{4.27}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{H}_{2}>0 \tag{4.28}
\end{equation*}
$$

$$
\begin{equation*}
\frac{M_{2}^{*}}{\bar{H}_{2}}<\frac{-1}{1+\sqrt{\frac{1+2 m_{c}}{1+m_{c}}}} \tag{4.29}
\end{equation*}
$$

Relations (4.27-28) are the same as those derived from the perturbation method. The perturbation method form of Inequality (4.29) can be derived by setting $x_{1}^{\prime}=0$ and $x_{2}^{\prime}<0$, and eliminating $H_{0}$ between Equations (4.23) and (4.24).

$$
\begin{equation*}
\frac{M_{2}^{*}}{H_{2}}<\frac{-\left(1+m_{c}\right)}{2+3 m_{c}} \tag{4.30}
\end{equation*}
$$

For a linear static moment ( $m_{c}=0$ ), Inequalities (4.29-30) are the same. Their asymptotic values - $(1+\sqrt{2})^{-1}$ and $(-1 / 3)$, however, differ by $35 \%$. For a type (b) moment, the quasi-linear expression limits $m_{c}$ to the interval $(-1 / 2,0)$ while the perturbation expression is valid for the complete range
in $m_{c}$ for which almost circular motions are possible $\left(-2 / 3<m_{c}<0\right)$. These differences and others may be seen in Figure $9=4$ where both upper bounds ars plotted as functions of $m_{c}$.

The algebra for almost planar motion* is more lengthy and will only be outlined here. If the common value of $x_{j}$ for planar motion is identified by $x_{p}$, the maximum amplitude of the motion is $2 \sqrt{x_{p}}$. Our generalized definition of $m_{p}$ is

$$
\begin{equation*}
m_{p}=\frac{4 M_{2} x_{p}}{M_{0}} \tag{4.31}
\end{equation*}
$$

and our generalized $\epsilon_{j}$ 's of Equations (3.41) are defined by**

$$
\begin{equation*}
x_{j}=x_{p}\left(1+2 \epsilon_{j}\right) \quad j=1,2 \tag{4.52}
\end{equation*}
$$

For these variables, the average values of $\delta^{2 \bar{n}}$ can be determined

$$
\begin{equation*}
\delta_{a}^{2 n}=\left[A_{2 n}+2 B_{2 n}\left(\epsilon_{1}+\epsilon_{2}\right)\right]\left(4 x_{p}\right)^{n} \tag{4.33}
\end{equation*}
$$

where $A_{2 n}$ and $B_{2 n}$ are combinations of complete elliptic integrals of the first and second kind which in turn are functions of $m_{p}$. These quantities are explicitly derived and defined in Reference 9-10.

The amplitude of the planar singular motion $2 \sqrt{x_{p}}$ is fixed by the condition $x_{j}^{\prime}=0$ to be

$$
\begin{equation*}
x_{p}=\frac{-H_{0} \Delta}{H_{2}-2 M_{2}^{*}} \tag{4.34}
\end{equation*}
$$

$$
\begin{aligned}
& \text { where } \\
& \Delta=\Delta\left(m_{p}\right)=\frac{2+m-2 A_{2}-m A_{4}}{4\left[\left(2+m_{p}\right) A_{2}-2 A_{4}-m_{p} A_{6}\right]}
\end{aligned}
$$

[^12]The corresponding equation for the quasi-linear method is Equation (3.59) which differs from the above by the absence of $\Delta$. One interesting characteristic of Equation (4.34) is that for certain values of $H_{2} / H_{0}, M_{2}^{*} / H_{2}$, and $M_{2} / M_{0}$ and a type (c) moment, it has two roots. The $m_{p}$ 's for the members of such a pair lie in the intervals (-2.535, - 2.164), and (-2.164, - 2) respectively. If we omit consideration of the second member of these pairs ( $m_{p}<-2.164, m_{p}>-1$ ), the conditions for a stable node may be quickly stated.

$$
\begin{align*}
& \mathrm{H}_{0}<0, \quad \mathrm{H}_{2}>0  \tag{4.35}\\
& \frac{1-4 A_{2} \Delta}{2}<\frac{M_{2}^{*}}{\mathrm{H}_{2}}<\frac{1}{2} \tag{4.36}
\end{align*}
$$

The lower bound in Inequality (4.36) differs from that of Inequality (3.61). The two lower bounds are compared in Figure 9-6.

Now that we have considered the implications of singularities on the coordnate axes and the line $x_{1} \equiv x_{2}$, we want to show how information about the remainder of the generalized amplitude plane can be inferred. First, it is necessary to combine the various boundaries for $M_{2}^{*} / H_{2}$ in one plot. To do this, we must compute $m_{c}$ in terms of $m_{p}$.

From Equations (4.27, 31, 34),

$$
\begin{align*}
m_{c} & =\left(\frac{M_{2}}{M_{0}}\right) \delta_{c}^{2}=-\frac{M_{2} H_{0}}{M_{0} H_{2}}  \tag{4.37}\\
m_{p} & =4\left(\frac{M_{2}}{M_{0}}\right) x_{p}=-\frac{4 M_{2} H_{0} \Delta}{M_{0}\left(H_{2}-2 M_{2}^{*}\right)}  \tag{4.38}\\
\therefore \frac{m_{c}}{m_{\underline{p}}} & =\left[1-\left(\frac{2 M_{2}^{*}}{H_{2}}\right)\right]\left(\frac{1}{4 \Delta}\right) \tag{4.39}
\end{align*}
$$

By means of Equation (4.39), Figure $9-6$ can be replotted in terms of $m_{c}$ and superimposed on Figure 9-4. The result is Figure 9-7.

This figure has a number of interesting features. For a Type (b) moment, it can be seen that as $M_{2}^{*} / H_{2}$ is increased a circular node and planar saddle. change to a circular saddle and a planar saddle which in turn change to a circular saddle and a planar node! This disappearance of the nude from the $x_{1}=$ axis and later appearance on the line $x_{1}=x_{2}$ implies its motion through the generalized amplitude plane and the possible existence of a limit motion varying between two nonzero modal amplitudes. This conjecture was checked by the numerical calculation of the generalized amplitude plane for $m_{c}=-.55$ and $M_{2}^{*} / H_{2}=-1$. (Figure 9-8). This figure demonstrates the existence of the stable node. The differential equations of pitching and yawing motion for these parametric values were then calculated on an analogue computer and it was found that the motion quickly went to a limit motion with constant maximum and minimum amplitudes. (Figure 9.9a) These maximum and minimum amplitudes are those assigned by the location of the node in the generalized amplitude plane.

Finally, we note that the dotted region of Figure 9-7 appears to te quite interesting due to the presence of two stable limit motions. A sample generalized amplitude plane is shown in Figure 9-10 and a plot of the angular motion approaching the planar motion is given in Figure 9-9b. The ability of the perturbation method to predict fairly unexpected motions is very impressive.
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FIG. 9-1a


FIG. 9-1b

AMP_EE PLANE FOR LINEAF EQUATIO.
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## AMPLITUDE PLANE FOR CUBIC MAGNUS MOMENT $\left(\lambda_{10} \lambda_{20}>0\right)$



FIG. 9-30

AMPLTUEE F:ANE TOR CUBIC MAGNUS MOMENT ( $\mathrm{A}_{10} \mathrm{R}_{20}<0$ )



FIG. 9-3 d

## CIRCULAR SINGULARITIES

NONLINEAR DAMPING MOMENTS
$\left[\frac{d H}{d B}\right]_{c}>0$


$\square$


FIG. 9-5

PLANAR SINGULARITIES<br>$\mathrm{H}_{0}<0$<br>



## PLANAR AND CIRCULAR SINGULARITIES <br> $\mathrm{H}_{0}<\mathrm{O}, \mathrm{H}_{3}>0$

Reverse signs of $H_{6}$ and $H_{3}$ to reverse stability


$$
\begin{gathered}
\text { AMF_ITUDE PLANE TTYPE O MOMENTi } \\
\qquad 10 n_{c}=-55, \frac{M_{1}}{H_{2}}=-1 ;
\end{gathered}
$$

PITCHING AND YAWING LIMIT MOTION


FIG. 9-90
FIG. 9-9 b

AMPLITUDE PLANE (TYPE c MOMENT)

$$
\left(m_{c}=-1.1, \frac{M_{1}}{H_{2}}=-\frac{1}{9}\right)
$$
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[^0]:    The midpoint is not the point at which the actual velocity is exactly equal to the average velocity. A small correction can be employed to eliminate this minor difficulty ${ }^{5-3}$.

[^1]:    If the plane of symmetry is not exactly vertical, it is possible to place yourself on the axis of symmetry in a forward facing position in the plane of symmetry so that your head is above your feet. Once this is done the selection of the positive direction of the $Y$ axis is easy. If the missile is roliing, this selection must be made at some instant in time and the direction fixed with respect to the missile thereafter.

[^2]:    - The products of starred coefficients are important for the angular motion of lighter than air ships, submarines and topedoes. For these vehicles, $\widehat{M}_{1}$ can be negative when $C_{m_{\alpha}}$ is positive! See Reference 6-10.

[^3]:    In wind tunnel measurements of damping in pitch derivatives by means of forced-oscillations the coefficient $C_{M}{ }_{\dot{q}}$ can have a measurable effect quite similar to the static moment coefficient $C_{M_{\alpha}}$.
    The various statements about certain coefficients having no measurable effect may be verified by retaining these quantities in the analysis of the next section. It would then develop that through the small size of the density factor $\frac{\rho S \hat{\ell}}{\partial m}$ these coefficients would have little effect on the pitching and yawing motion or the c.g. transformation of coefficients which do infiluence that motion.

[^4]:    Precisely this behavior occurred during the development of an important shell. As a result of ballistic range tests the shell design was stated to be unsatisfactory by the experts. Fortunately, the project engineer who had not studied the mathematical theory of this chapter was able to get approval for full range firings. The shell gave one of the best dispersion patterns ever observed and the "experts" learned from bitter experience.

[^5]:    * This motion is so named since it is quite similar to the moon's rotating about the earth in such a way that it presents the same face to our view.

[^6]:    This motion is called planar although except for zero spin it is not planar in range coordinates. In other words, planar epicyclic motion is motion which includes zero total angle of aitack.

[^7]:    Evaiuated at separation angle of $21^{\circ}$. The 20 mm shell flying at an angle of $25^{\circ}$ with separated flow is shown in Figure 8.14.

[^8]:    $a_{2}$ for Mach number 1.3 was given in Figure 8.13 as $-19 \pm 2$.

[^9]:    * A rigorous justification for the quasi-inear treatment of limit motions is given in Reference 9-13.

[^10]:    If $a d-b c=0$ and the origin is a singuiarity, $a=b=c=d=0$ and the singularity is at least second order.

[^11]:    * This perturbation method is an extension and modification of the work of Reference 9-6 and 9-7.

    The effect of varying coefficients is considered in Reference 9-8.

[^12]:    * Only the symmetric planar motion for which $x_{1}=x_{2}$ will be considered here. Planar motion about trim is studied in Reference 9-10.
    **The 2 appears in Equation (4.32) because $x_{j}$ corresponas to $K_{j}^{2}$ and $l+2 \epsilon_{j}$ is the first order approximation of $\left(1+\epsilon_{j}\right)^{2}$.

