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Freely Decaying Weak Turbulence for Sea Surface Gravity Waves
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We study the long-time evolution of deep-water ocean surface waves in order to better understand the
behavior of the nonlinear interaction processes that need to be accurately predicted in numerical models
of wind-generated ocean surface waves. Of particular interest are those nonlinear interactions which
are predicted by weak turbulence theory to result in a wave energy spectrum of the form of jkj�2:5. We
numerically implement the primitive Euler equations for surface waves and demonstrate agreement
between weak turbulence theory and the numerical results.
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in a plasma [7], turbulence in nonlinear optics [8],
Langmuir waves [9], etc. Predictions from this theory

the inertial range is of the form P�!� � �g ! , where
P�!� is the energy density, g is gravity, and � is a
After the pioneering work by Kolmogorov [1] on the
equilibrium range in the power spectrum of an homoge-
neous and isotropic hydrodynamic turbulent flow, there
have been a number of studies on cascade processes in
many other fields of physics such as plasma physics, ocean
waves, nonlinear optics, etc. In some of these situations,
the description of turbulence turns out to be more acces-
sible than in the case of hydrodynamics because non-
linear terms, although still crucial, are smaller than the
linear terms. In this framework, a systematic approach
based on averaging the dynamical equations leads to an
integro-differential equation known as a wave kinetic
equation that describes the evolution of the spectral den-
sity function for the turbulent field [2]. The wave kinetic
equation is of the same form as the standard kinetic
equation for bosons, traditionally used in statistical
physics since the 1920s. The turbulence that can be de-
scribed by such an equation is known as weak or wave
turbulence [3].

One remarkable property of wave turbulence is that, in
contrast to hydrodynamic turbulence, power law spectra
(also known as Kolmogorov spectra) have been found as
exact solutions of the wave kinetic equation [4]. Since this
discovery, weak turbulence has found applications in a
wide variety of fields of physics including internal
waves [5], waves on liquid hydrogen [6], Alfvén waves
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are very welcome in these various fields because theoreti-
cal results are normally hard to achieve and physical
behavior is often obscured by little understood complex
behaviors in numerical simulations.

In spite of the fact that weak turbulence theory is at a
rather advanced state analytically, the actual verification
of many of its predictions in comparison to the behavior
of the full dynamical equations is often lacking. In this
study of surface water waves, one begins with the classi-
cal Euler equations [10]. A long outstanding difficulty
with wave turbulence theory has been actually verifying
that the wave kinetic equation adequately describes the
basic physics of the Euler equations. Here we present new
results which suggest that the Kolmogorov spectra pre-
dicted by weak turbulence theory for surface gravity
waves agree with numerical simulations of the Euler
equations. This result is important for many fields in
physics because it supports the idea that the formation
of power laws in the power spectrum of ensembles of
stochastic weakly nonlinearly interacting waves may
generally be explained using weak turbulence theory [3].

The slope of the Kolmogorov spectrum for ocean sur-
face gravity waves has been the subject of many contro-
versies. The first seminal work was done by Phillips in
1958 [11]. Using dimensional arguments, he found
that the frequency spectrum of the surface elevation in

2 �5
2002 The American Physical Society 144501-1



VOLUME 89, NUMBER 14 P H Y S I C A L R E V I E W L E T T E R S 30 SEPTEMBER 2002
dimensionless constant. This form of the spectrum was
obtained by making the assumption that the only pa-
rameter that determines the slope of the spectrum was
gravity.

Some years later, Zakharov and Filonenko [4] estab-
lished from the wave kinetic equation for water waves in
infinite depth that the nonlinear interactions should pro-
duce an energy spectrum of the surface elevation of the
form P�!� �!�4 (not �!�5 as predicted by Phillips):
the result was found as an exact solution of the wave
kinetic equation [4,12].

Experimental support of the theory of Zakharov and
Filonenko was given by Toba [13] who was completely
unaware of their paper. He reformulated the Phillips’
equilibrium range taking into account in the dimensional
analysis not only gravity, but also the friction velocity u�.
His prediction for the frequency spectrum in the inertial
range, in agreement with Zakharov and Filonenko, was
P�!� � �gu�!�4, with � a dimensionless constant.
After the work by Toba, successive experimental obser-
vations of the !�4 law have been made by a number of
researchers [14–17]. (Note that, using the linear disper-
sion relation in infinite water !2 � gjkj, an !�4 fre-
quency spectrum corresponds to a jkj�2:5 wave-number
spectrum.)

Even though there is a consensus on the experimental
result by Toba [13], it must be stressed that so far the
verification of the weak turbulence theory for surface
gravity waves has never been established directly from
the Euler equations, and moreover the mechanisms that
lead to the power law!�4 are not universally recognized:
geometrical aspects related to wave breaking, without
invoking the nonlinear wave-wave interaction mecha-
nism, are still retained by many oceanographers as fun-
damental for generating an !�4 power law. Numerical
simulations of the wave kinetic equation with forcing and
dissipation recently performed [18] show the formation of
a power law very close to !�4. Nevertheless, it must be
underlined that the kinetic equation is derived
from the Euler equations under an averaging process (a
closure is also needed in order to model higher-order
moments that derive from the averaging process of the
nonlinear terms [19]); therefore, it cannot be concluded
a priori that power law solutions of the kinetic equation
are also shared by the fully nonlinear Euler wave
equations.

One way to verify weak turbulence theory is, therefore,
to perform direct numerical simulations of the Euler
equations. This is indeed the approach we have used
in this Letter. The fluid is considered inviscid, irrota-
tional, and incompressible (we also assume infinite
depth). Under these conditions, the velocity potential
	�x; y; z; t� satisfies Laplace’s equation everywhere in
the fluid [10]. The boundary conditions are such that the
vertical velocity at the bottom, z � �1, is zero and on
the free surface, z � ��x; y; t�, the kinematic and dy-
144501-2
namic boundary conditions are satisfied for the velocity
potential  �x; y; t� � 		x; y; ��x; y; t�; t
 (see [12]):

 t � g�� 1
2	 

2
x �  2

y � �	zj��
2�1� �2

x � �2
y�
 � 0;

(1)

�t �  x�x �  y�y �	zj��1� �2
x � �2

y� � 0: (2)

Numerical simulation of these equations is not an easy
task; different numerical approaches can be found in the
literature; see [20] for a review. In our numerical simu-
lations, we have used a higher-order spectral (HOS)
method, introduced independently by West et al. [21]
and by Dommermuth et al. [22] (see also the recent
work by Tanaka [23]). The method is based on the series
expansion of the potential velocity around the surface.
The small parameter in the expansion is the wave steep-
ness. This expansion is used in the computation of the
vertical velocity in (1) and (2). In our numerical compu-
tation, we have considered the expansion up to the third
order so that four-wave interactions are included (see [23]
for a discussion on the relation between the HOS method
and the Zakharov equation). Numerical work for forced
and dissipated water waves has been performed by
Willemsen [24]. Very recently, three new methods have
been proposed as very promising for simulating water
waves [25–27]. Results using these new approaches on
turbulent cascades are still to be completed.

In this Letter, we establish numerically, integrating
Eqs. (1) and (2), that nonlinear interactions in surface
gravity waves are sufficient for generating a cascade
power law in wave spectra. Numerical simulations are
organized as follows: we start with a generic wave field
(see below) and let that evolve in time numerically, look-
ing for the formation of a power law in the power spec-
trum of the surface elevation. In order to avoid the effects
of external forcing, we considered the case of a freely
decaying wave field. If the simulations, as we will see,
show the formation of a power law, then the conjecture
that this power law is caused by forcing and wave break-
ing must be excluded, since forcing is absent and wave
breaking cannot be taken into account properly using the
numerical method considered. From a physical point of
view, the freely decaying case corresponds to the evolu-
tion of a swell wave field. Since numerical computations
are limited by the dimension of the grid considered, and
hence limited by the Nyquist wave number, an artificial
dissipation is needed at high wave numbers in order to
absorb the energy cascading from low wave numbers (see
also [18]). We have considered the dissipation phenome-
non of the wave field to be similar to the one that takes
place in a turbulent flow, i.e., that is mathematically ex-
pressed by a Laplacian that operates on the velocity. This
methodology of ‘‘filtering’’ high wave numbers is not new
in the context of inviscid water waves [18,22]. As is
usually done in direct numerical simulations of box
144501-2
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FIG. 1. Wave spectra at different times.
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FIG. 2. Wave spectrum at t � 4 h. A k�2:5 (dashed line) and a
k�3 (dotted line) power law are also plotted.
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turbulent flows, in order to increase the inertial range, we
have used a higher-order diffusive term. More explicitly,
on the right-hand side of Eqs. (1) and (2), we have
added, respectively, two extra terms: ����r2�n and
����r2�m�, where � and � represent an artificial vis-
cosity coefficient and r2 is the horizontal Laplacian. If n
and m are greater than 1, the viscosity is known as
‘‘hyperviscosity.’’ It should be noted that a very high
power of the Laplacian unfortunately could bring about
the ‘‘bottleneck effect’’ [28], i.e., an accumulation of
energy at high wave numbers that could distort the power
law expected [29]. In our numerical simulations, we use
� � � � 3
 104 and n � m � 8. These values have
been selected after some trial during the development
of the numerical code. In our numerical simulations we
did not impose any dissipation at low wave numbers.

Concerning the initial conditions for numerical simu-
lations, it has to be underlined that wind waves are not
isotropic. For a realistic construction of the initial con-
ditions, a directional frequency power spectrum S�!; ��
is considered [S�!; �� is an energy density as a function of
wave direction and frequency]. As is usual in ocean
waves, the angular dependence is factorized as follows:
S�!; �� � P�!�G��� with

R
�
�� G���d� � 1 [16,23].With-

out loss of generality here we have used a cosine-squared
function for G��� in which only the first lobe (relative to
the dominant wave direction) is considered [16,30] [the
shape of the spreading function G��� is the same used
recently by Tanaka [23]; see also [31]]. It has to be under-
lined that, even though our initial condition is not iso-
tropic, weak turbulence theory predicts Kolmogorov
spectra with some very small correction due to anisot-
ropy [2,18]. P�!� is chosen to be any localized spectrum
at low frequencies. We have performed numerical simu-
lations with P�!� taken to be a Gaussian function or a
‘‘chopped JONSWAP’’ (Joint Oceanographic North Sea
Wave Analysis Program) spectrum [30] (a JONSWAP
spectrum with amplitudes equal to zero for frequencies
greater than 1.5 times the peak frequency). Both Gaussian
and JONSWAP spectra led to the same results in terms of
the turbulent cascade. For the case of the Gaussian func-
tion, wave numbers lower than a selected threshold have
been set to zero in order to avoid extremely long and large
waves. From the directional frequency spectrum, S�!; ��,
the two-dimensional surface ��x; y; t � 0� is computed
using first the linear dispersion relation to move from
�!; �� to wave number �kx; ky� coordinates, and then the
inverse Fourier transform with the random phase approxi-
mation. The velocity potential  �x; y; t � 0� is then ob-
tained from the surface using linear theory.

In our numerical simulations, the spectrum at time t �
0 was centered at !0 � 0:628 rad=s; i.e., we are consid-
ering 10 s waves. Using the linear dispersion relation in
infinite water depth, this corresponds to a wavelength � �
2�=k0 � 156 m. The wave steepness, " � k0Hs=2, the
standard nonlinear parameter for deep-water waves,
144501-3
was chosen to be around 0.15 (Hs is the significant wave
height and has been computed as 4 times the standard
deviation of the surface elevation). This value is typical
for wind waves. The wave field was contained in a square
domain (the resolution is 256
 256) of length L �
1417:6 m. The time step considered was 1=50 the domi-
nant frequency; i.e., �t � 0:2 s. In Fig. 1 we show the
evolution of the wave-number spectrum for different real
times (t � 0, 0.1, 0.5, 1 h). We see that, as expected, the
tail of the spectrum begins to grow. This process seems to
be quite rapid: as shown in the figure, after a few domi-
nant wave periods considerable energy is already injected
into high wave numbers. The dynamical process in which
the spectrum approaches the ‘‘correct’’ power law then
slows, especially for low wave numbers. This may be due
to the frozen turbulent phenomenon [32], i.e., a condition
in which the energy fluxes towards high wave numbers
are reduced because of the discreteness of the spectrum.
Note that there is also a downshifting of the peak of the
spectrum towards lower wave numbers; as a consequence,
the wave steepness subsequently decreases over time. The
time scale of the nonlinear energy transfer becomes
larger and larger. In Fig. 2 we show the spectrum of the
surface elevation after 4 h real time (the steepness of the
144501-3
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FIG. 3. Compensated wave power spectra for different values
of the compensation power: z � 2 (dashed line), z � 2:5 (solid
line), and z � 3 (dotted line).
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wave field is " ’ 0:07). In the same plot we show two
power laws �jkj�2:5 and �jkj�3: the first one seems to
better fit the data. A fit in the range from jkj � 0:026 m�1

to jkj � 0:16 m�1 gives an exponent 2:58� 0:10.
Additional simulations that we have performed have
shown that the same power law behavior persists for
longer times.

We also show in Fig. 3 compensated spectra with
different compensation powers. There seems to be ample
evidence that the power law detected numerically is in
good agreement with the value predicted from weak
turbulence theory.

After the pioneering work by Zakharov and Filonenko,
the kinetic wave theory has developed further, making
available quantitative predictions for other physical ob-
servables such as energy fluxes, downshifting of the peak,
energy dissipation, etc. All these quantities will be exam-
ined and results will be reported in future papers. Other
questions naturally arise from our results: in our HOS
simulations the order of the computation was set to four-
wave interactions; do higher-order interactions influence
the cascade process? Our computation has been per-
formed in a freely decaying case; could external forcing
(especially if anisotropic) influence the power law? And
more, what would be the influence of the water depth?
These are all questions to be answered in the near future.
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