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Frequency, Contingency and the Information Processing
Theory of Conditioning

C. R. Gallistel

Abstract

The framework provided by Claude Shannon’s (1948) theory of information leads
to a far-reaching, more quantitatively oriented reconceptualization of the
processes that mediate what is commonly called associative learning. The focus
shifts from processes set in motion by individual events to processes sensitive to
the information carried by the flow of events. The conception of what properties
of the conditioned and unconditioned stimuli are important shifts from the
tangible properties that excite sensory receptors to the abstract and intangible
properties of number, duration, frequency and contingency, which are the carriers
of the information.

Frequency is an abstraction built on abstractions—one intangible, number, divided by
another intangible, time. A contingent frequency raises the pyramid of abstractions still
higher. It is the rate at which an event occurs following the onset or offset of a
conditioning event. Sensitivity to contingent frequency requires frequency estimation
together with the estimation of contingency, which is itself a forbidding abstraction
(defined below). Nonetheless, it has begun to appear that brains routinely compute
conditional (contingent) frequencies. Their ability to do so may explain much that has
been seen as the work of associative formation, a process that does not operate on
abstractions like number, time and contingency.

In 1968, Robert Rescorla (1968) reported a simple experiment that changed in
fundamental ways our conception of what has generally been called the associative
process, the process that mediates Pavlovian conditioning, and, arguably, much else. The
implications were so unsettling that they have not to this day been well digested by the
community that studies learning, particularly by those that study it from a neurobiological
perspective. What the results suggested was that the simple learning observed in
Pavlovian conditioning paradigms arises from an information processing system sensitive
to the contingencies between stimuli. If this implication is valid, then it changes our
conception of the level of abstraction at which this basic learning process operates.

Rescorla’s experiment followed from his reflections on the proper control
procedures in Pavlovian conditioning experiments, published the previous year (Rescorla,
1967). Excitatory Pavlovian conditioning pairs a motivationally neutral stimulus (CS),
like a tone or the illumination of a key, with a motivationally important stimulus (US),
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like a mildly painful shock to the feet or the delivery of food. The tone comes on and
some while later the shock is felt; or, the key is illuminated and some while later food is
delivered. After a few or several such experiences, the rat freezes and defecates when the
tone comes on, and the pigeon delivers food pecks on the illuminated key, suggesting in
both cases that the subject anticipates the imminent appearance of the US. The learning in
these paradigms appears to be a simple manifestation of the basic associative conception,
which is that new conducting links are created in the nervous system by the temporal
pairing of stimulus events. By these links, the CS is excites the conditioned response.
Therefore, Pavlovian conditioning has long been the paradigm of choice for investigating
the properties of association formation.

That temporally pairing the CS and US was a sine qua non for association
formation was long assumed to be self-evident (and it still is in some neurobiological
circles--cf. Usherwood, 1993). To prove that a change in behavior was a result of
association formation, experimenters typically ran an experimental condition in which
two stimuli were repeatedly presented together (temporally paired) and a control
condition in which they were widely separated in time (not temporally paired). If the
change was seen in the experimental condition but not in the control condition, then the
underlying process was said to be associative.

Temporal pairing and contingency had been tacitly assumed to be one and the
same thing, until Rescorla (1967) pointed out that they could be dissociated, but that the
commonly used control procedures did not do so. Control conditions in which the CS and
US are never paired do not eliminate CS-US contingency, they replace one contingency
with another. Rescorla  (1967) pointed out that to determine whether it is temporal
pairing or contingency that drives the conditioning process, one has to use the truly
random control In this control, the occurrence of the CS does not restrict in any way the
time at which the US can occur, so the US must sometimes occur together with the CS,
assuming that the CS is not a point event. Thus, the truly random control eliminates
contingency but not temporal pairing, whereas the usual control eliminates temporal
pairing but not contingency.

Rescorla (1968) realized that the most interesting version of the truly random
control would be one that did not affect at all the temporal pairing in the usual
experimental condition. He achieved this as follows: The experimental condition (really,
now, the control) was approximately the usual condition for producing what is called the
conditioned emotional reaction (more simply, conditioned fear). Hungry rats were first
trained to press a lever in an experimental chamber to obtain food, until they did so
readily and steadily throughout two-hour sessions. Then came five sessions during which
the lever was blocked. In each of these sessions, twelve 2-minute long tones came on at
more or less random intervals during each session. During these sessions, subjects also
experienced occasional very short, mildly painful shocks to their feet. What Rescorla
manipulated was the distribution of the shocks relative to the tones. For one group, the
shocks, 12 of them per session, were completely contingent on the tone, they only
occurred when it was on. The rats in a second group, a truly random group, also got 12
shocks each session while the tone was on, and they also got shocks at an equal
frequency (0.5/minute) during the intervals when the tone was not on. This protocol did
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not alter the number or frequency of tone-shock pairings, but it eliminated the tone-shock
contingency. It also greatly increased the total number of shocks per session. To check
whether that mattered, Rescorla ran a second truly random group: They got 12 shocks
(the same total as the first group) but distributed at random without regard to the tone.

Before testing for the extent to which the rats in the different groups had learned
to fear the tone, Rescorla first eliminated their fear of the experimental chamber, with two
more sessions in which the lever was unblocked and there were no tones and no shocks.
By the end of these two sessions, the rats had resumed pressing the lever for food. In
several final sessions, the rats’ conditioned fear of the tone was then measured by the
effect of the tone on their willingness to continue pressing. If they feared the tone, they
froze when it came on, and did not resume pressing until it went off. Although the rats in
the first two conditions had the same tone-shock pairings, the rats in the contingent
condition learned to fear the tone, whereas the rats in the truly random condition did not,
nor did the rats in the other truly random condition. Thus, it is contingency and not
temporal pairing that drives simple Pavlovian conditioning.

What is commonly called inhibitory conditioning also implies that simple
conditioned behavior is a consequence of contingency, not temporal pairing. It is called
inhibitory conditioning because the protocols for producing it are inverses of excitatory
conditioning protocols. They are such that when the CS occurs, the US will not occur.
The simplest protocol is the explicitly unpaired protocol: the US occurs only when the CS
is absent (e.g. Rescorla, 1966). The conditioned response—what the animal learns to do
or not do-- is the inverse of the excitatory response (LoLordo & Fairless, 1985; Rescorla,
1969).: The subject approaches and manipulates an inhibitory CS when it predicts a
motivationally negative US. (For example, subjects approach the speaker from which the
tone emanates if shocks never occur while the tone is on.) On the other hand, subjects
avoid or refuse to manipulate a CS when it predicts that a positive US will not occur. (For
example, if food never occurs when the key is illuminated, pigeons learn to distance
themselves from the illuminated key.)

Students of basic learning have always recognized that inhibitory conditioning
was just as fundamental as excitatory conditioning (Hull, 1929; Pavlov, 1928), but they
have not faced the full implications of the fact that it results from systematically not
pairing the CS and the US. Between them, inhibitory conditioning experiments and the
truly random control experiments demonstrate that temporal pairing is neither necessary
nor sufficient to produce associative learning (for reviews of the evidence, see Gallistel,
1990; Gallistel & Gibbon, 2000). What does appear to be necessary and perhaps
sufficient is contingency.

Why has evidence that contingency not temporal pairing drives simple
conditioning been so unsettling? Rescorla (1972, p. 10) put his finger on the problem,
when he wrote, "We provide the animal with individual events, not correlations or
information, and an adequate theory must detail how these events individually affect the
animal. That is to say that we need a theory based on individual events." In other words,
within the framework in which we have been wont to think about learning, the process
had to operate at the level of events. It could not operate at the level of correlations and
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information. We do in fact provide the animal with correlations and information in
conditioning experiments, because when we construct a conditioning protocol we
correlate the events in such a way that the CS provides information about the temporal
locus of the US. What Rescorla presumably meant was not that we do not provide the
animals with information, but rather that we take it for granted that the learning processes
does not operate at that level of abstraction; we assume that it sensitive only to the
individual (physically definable?) events, not to the information they convey.

In sum, the evidence that conditioning is driven by contingency unsettles us
because it challenges what we have taken for granted about the level at which basic
learning processes operate. Contingency, like number, arises at a more abstract level than
the level of individual events. It can only be apprehended by a process that operates at the
requisite level of abstraction--the level of information processing. A US is contingent on
a CS to the extent that the CS provides information about the timing of the US.

The information an event provides to a subject is measured by the reduction in the
subject’s uncertainty (Shannon, 1948). This way of defining information leads directly to
a rigorous quantification of information. It also accords with our every day intuition that
the more information we have, the less uncertain we are. However, a disturbing feature of
this definition is its subjectivity. The information conveyed by an event cannot be
specified without reference to the subject’s prior knowledge. What that means in the
present case is that if the CS does not reduce the subject’s uncertainty about the timing of
the US, then it does not provide information.

The conceptual upheaval in the study of learning in the late 1960s was the result
of a series of experiments demonstrating that whether a conditioned response developed
or not depended on the information about the US provided by the CS (L. J. Kamin, 1969;
Rescorla, 1968; Wagner, Logan, Haberlandt, & Price, 1968). These experiments were
unsettling because they suggested that the conditioning process manifests the subjectivity
inherent in Shannon’s definition of information. Learning theorists have been struggling
with these implications ever since (Barnet, Grahame, & Miller, 1993; Mackintosh, 1975;
Pearce & Hall, 1980; Rescorla & Wagner, 1972; Wagner, 1981). What they have not
done, however, is adopt the conceptual framework proposed by Shannon, despite its
seeming relevance , its mathematical rigor, and its success in physics and engineering.
The reluctance to adopt this framework appears to flow from two sources: dislike of the
subjectivity inherent in it and a reluctance to believe that simple learning processes
operate at so abstract a level. Here, I analyze some central issues in the study of
conditioning from an information theoretic perspective.

Understanding Conditioning from an Information Theoretic
Perspective

The subject’s prior estimate of US frequency is the baseline from which the information
provided by a CS may be measured. The information provided by the CS depends on the
difference between its uncertainty about the timing of the next US before the CS comes
on, and its uncertainty after it has come on. Its uncertainty before the CS comes on
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depends on the information about US frequency provided by other stimuli experienced up
to and including the experience of the CS onset (or offset).

Knowledge of the expected US frequency pure and simple (expected number of
USs per unit of time) constitutes one end of an informational continuum about the timing
of the US. The other end of the continuum is knowledge of the exact moment at which
the US will occur. These two states of knowledge are represented graphically in Figure 1,
which plots the cumulative probability that the US will have occurred as a function of the
time that will have elapsed. The curve for the random rate process represents the
maximum state of uncertainty (given any knowledge at all). At the other of the
continuum is perfect certainty, which gives the step function (dashed line) in Figure 1.

  

Figure 1. These curves represent the limits of certainty regarding the time of occurrence
of a future event (te ) when the expected interval to the next occurrence is Te. The random
rate curve represents the state of affairs when Te is all that the subject knows. The perfect
certainty curve represents the case when the subject knows that the next occurrence is a
Gaussian random variable with expectation Te and zero standard deviation (zero temporal
uncertainty). Perfect certainty is not attainable. Attainable certainty is limited by the
minimum psychologically attainable value for the standard deviation of the distribution
of expected intervals. The attainable certainty curve is the integral of a Gaussian
probability density function with expectation Te and a standard deviation equal to the
coefficient of variation (in essence, the Weber fraction) times the expectation.

When all that a subject knows is the number of USs so far observed and the
duration of the interval of observation, its uncertainty about the time of occurrence of the
next US is maximal because the probability that the US will occur in the next instant,
is—so far as the subject knows(!)—constant, no matter how long it has been since the last
US. This is the maximum possible state of uncertainty about the timing of the next US. It
may or may not correspond to reality. If a random rate process generates the USs, then
greater certainty than this is not attainable. The cumulative probability of the next US
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under random-rate conditions is given by the random rate curve in Figure 1. The abscissa
is time (t), with the origin (time 0) at the present moment. The longer the subject waits
(the greater t is), the more certain it is that the next event will have occurred, that is, that
te , the time of occurrence, is less than t. The probability that the US will have occurred
approaches 1 exponentially, at a rate specified by the rate parameter, l . Random rate
processes are specified entirely by this one parameter (in contrast, for example, to
Gaussian renewal processes, which require two parameters for their specification, a mean
and standard deviation). The reciprocal of l  is Te , the expected time to the next event.

A defining feature of a random rate process is that the cumulative probability
function does not change as the present moment advances into the future. Put another
way, the expected interval to the next event, Te, is that same at every moment, it does not
decrease as the interval since the last event lengthens. This property of a random rate
process is counter-intuitive. Even when we know we are observing an approximation to a
random rate process such as the rate of jackpots from a slot machine being played
steadily, it is hard to resist the conviction that the longer it has been since the last jackpot,
the shorter the time until the next one.

A corollary of this defining property of a random rate process is that the interval
to the first observed event gives an unbiased (if often inaccurate) estimate of the expected
(average)  interval between events, regardless of the moment at which one begins to
observe the process. A further corollary is that the subject begins to gain information
about a random rate process as soon as it begins to observe it, even before the process
generates an observable event. The observer/subject gains information even when
nothing is happening, simply from the act of observing!

This startling manifestation of the subjectivity of information arises for the
following reason: The subject’s uncertainty about the rate it will observe is maximal at
the moment it begins to observe, because—absent any prior knowledge about what it is
going to observe—any observable rate is as likely as any other. Thus, at the outset of
observation, the chances of observing a rate of about 1/s are the same as the chances of
observing a rate of about 1/day—so far as the subject knows! (What the chances may in
be in point of fact is neither here nor there. When we focus on information, we are
concerned not with what is, but with what the subject knows about what is.) After 2 hours
of observation without an event, these possibilities are no longer equally likely. The a
posteriori probability that the rate is anywhere near 1/s given that one has observed an
interval of 2 hours without an event is smaller by many orders of magnitude than the
prior probability of such a rate (the probability at the outset of observation). By contrast,
this same observation--this same stretch of nothingness—has little effect on the
likelihood that the rate the subject is observing is on the order of 1/day, because an
interevent interval of two hours or longer is highly likely when the rate being observed is
on the order of 1/day (but wildly unlikely when the rate being observed is on the order of
1/s). Thus, the subject gains knowledge of the probable range of base rates even before it
observes the first event. The length of an initial interval of observation during which
nothing occurs reduces the uncertainty about what value the frequency being observed
will turn out to have. Given an interval without any events, the subject can construct a
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curve representing the lower limit of its current uncertainty about how long it will be to
the next event by assuming that the base rate is no higher than 1 divided by the interval of
observation.

In sum, an estimate of the base frequency, which estimate can be partly formed
even in the absence of any observed events, establishes the maximum uncertainty about
the timing of the next event. Further events can only reduce that uncertainty. The limiting
case at the other end of the certainty continuum is when the subject knows exactly the
expected interval, Te, from a temporal marker event—CS onset, for example—to the US.
If the origin in Figure 1 is at CS onset, then in this case, the cumulative probability that
the US has occurred is zero for all t < Te and 1 for all t ≥ Te. In this case, of course, the
expected interval to the next event is not constant as the present moment advances into
the future; it decreases as t  increases, that is, as the moment Te gets closer.

Perfect certainty about the timing of a future event is unattainable because
expected intervals cannot be known with infinite precision. This is a physical truth—or at
least a truth of physics—but it takes a form in psychology that helps explain our intuitive
sense that temporal pairing is critical to learning. One of the important findings to emerge
from the study of human and animal timing is that Weber’s law applies to remembered
temporal intervals (Gibbon, 1977; Killeen & Weiss, 1987): The uncertainty regarding the
true value of a remembered interval is proportionate to the remembered interval.
Expected intervals are always remembered intervals, because expectations depend on
information provided by past experience and carried forward in memory. Thus, the
shorter the expected interval between a CS and a US, the more the CS reduces our
uncertainty about the timing of the US. This information-theoretic consideration may
explain why close forward temporal pairing has always seemed to be somehow important
in Pavlovian conditioning—despite the extensive experimental evidence showing that it
does not drive the conditioning process. If the CS does not precede the US, then it cannot
reduce the subject’s uncertainty about the timing of the US. That is why forward pairing
is important (Barnet, Arnold, & Miller, 1991; Barnet, Cole, & Miller, 1997; Matzel,
Held, & Miller, 1988; Miller & Barnet, 1993). Secondly, the residual uncertainty about
the timing of the US is proportional to the CS-US interval (Weber’s law), so the shorter
that interval, the smaller the residual uncertainty. More generally, these considerations
suggest an explanation for our intuitive sense that close forward temporal pairing creates
a strong connection between any two stimuli. This intuition probably accounts for some
of the enduring appeal of the associative theory of learning.

Weber’s law establishes the limit of attainable certainty, because the Weber
fraction establishes the limit to the accuracy with which we can know an unvarying
interval (without resort to artificial methods and aids). Because of this irreducible
uncertainty, our knowledge of a fixed temporal interval takes the form of a Gaussian
probability density function, with a standard deviation proportionate to its mean. The
coefficient of variation (in essence, the Weber fraction) is the ratio of the width of the
distribution (as measured by its standard deviation) to its mean. The “attainable certainty”
curve in Figure 1 is the integral of this distribution.



Information Processing in Conditioning 8

These information-theoretic considerations also allow us to understand in a
rigorous but intuitively accessible way the experimental results that inspired the
conceptual upheaval in learning theory at the end of the 1960’s. Rescorla’s (1968)
experiment, which has already been discussed, was one of them. A second set of results
published at the same time came from Kamin’s (1967; 1969; 1969) experiments
establishing the phenomena of blocking and overshadowing.

In a blocking experiment, one CS is paired with the US and when the conditioned
response to this CS is well established, a second CS is introduced, which is always
presented together with the first. Although it is thereby repeatedly paired with the US, the
subject does not learn to respond to it (when it is presented alone on test trials). The
conditioning to the first CS is said to block conditioning to the second CS.

As Kamin realized, the essence of the blocking phenomenon is that the second CS
does not tell the subject anything it does not already know. More technically, it does not
convey any information--in Shannon’s (1948) rigorous sense. Recall that the information
conveyed by an event—in this case a CS onset—depends on the subject’s prior
knowledge, because information is defined in terms of its effect on the recipient’s
uncertainty. The second CS does not reduce the subject’s uncertainty about the time of
US occurrence, because its onset and offset coincide with those of the first CS.

The blocking phenomenon makes it clear once again that what matters in
conditioning is the information conveyed by a CS, not whether it is temporally paired
with the US or not. And this is just another way of saying that conditioning is driven by
contingency, because a US is contingent on a CS to the extent that the CS conveys
information about the timing of the US. Although Kamin often wrote that the CS did not
become conditioned to the US unless the subject was “surprised” by the US, he made no
use of the conceptual framework created by Shannon; hence he was not able to give a
rigorous, let alone quantitative, formulation of what it meant to say that a US was or was
not surprising.

Overshadowing protocols are like blocking protocols except for the omission of
the initial phase in which one of the two CSs is alone paired with the US. The two CSs
are presented together from the outset of the experiment, but the subject learns to respond
to one or the other but not both (Kamin, 1969; Mackintosh, 1971; Reynolds, 1961).
Again, because they have exactly the same temporal relation to the US, both CS convey
exactly the same information. This means that when the information conveyed by one of
them alone is taken into account, the other conveys no information. What the
conditioning process cares about is the information, not the carriers of that information,
so it fastens on one carrier or the other.

Finally, there was a more complex experiment from the laboratory of Allan
Wagner (Wagner et al., 1968), which showed that when the same information was
conveyed both by a single CS and by some combination of CSs, the conditioning process
picked out the one CS that by itself conveyed all the information rather than responding
to two other CSs that between them conveyed the same information. This result is usually
summarized by saying that subjects in conditioning experiments pick out the more valid
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CS, but what exactly is meant by valid is unclear. A more rigorous formulation is to say
that subjects respond to the minimum set of cues that conveys all the available
information about US timing. If one cue by itself reduces the uncertainty about the timing
of the US to a point where the other cues cannot between them effect any further
reduction, then that is the only cue the subject responds to.

What the above amounts to is turning Rescorla’s perplexity on its head: what
matters in conditioning are not the individual events but rather the information that they
convey. We need is a theory that deals with the information in the stream of events.

The information theoretic perspective also resolves a perplexity that has
confronted thoughtful students of learning for so long without being resolved that they
have generally decided to simply ignore it. The perplexity concerns how we are to
understand the process of extinction if we take it as given that “ we need a theory based
on individual events” rather than on information. When we stop pairing the US with the
CS, the subject eventually stops responding to the CS. This is the phenomenon of
extinction. Long before it stops responding to the CS, the subject gives unmistakable
evidence that it knows that the CS is no longer predicting the US. If the CS predicts a US
that the subject likes, for example, food, then the subject gives clear signs of what we
empathetically call frustration (Amsel, 1962). The perplexity is that the subject in
extinction reacts not to events but rather to the failure of events (USs) to occur.

But cannot we conceive of this failure as itself an event? This has indeed been
suggested as a remedy for our perplexity; it has been suggested that the failure of a US to
occur can itself be conceived of as a US—a no-US (Dickinson, 1989). On this view,
extinction results when we stop pairing a US with the CS with and start pairing a no-US.
The first objection to this remedy is that it does violence to what has historically been
considered the sine qua non of an event, namely, that it generate stimulus fluxes capable
of exciting sensory receptors. There can be no sensory receptors sensitive to no-USs,
because a no-US has no physical properties. In a materialist neurobiology, only physical
stimuli can excite sensory receptors. Part of the motivation for seeking a theory that
operates at the level of individual events rather than at the level of information is to have
a neurobiologically transparent theory. In the theory as usually understood, the temporal
pairing of events that excite different sensory inputs produces changes in synaptic
conductances so that signals generated by CSs can excite conditioned responses by way
of these new neuronal connections. Introducing events that have no physical properties
into such a theory is awkward.

There isa deeper problem with this suggestion. Whatever other properties an event
may or may not have, it surely has a locus in time. One can say when it happened. The
problem with no-US events is that they may not have a specifiable time of occurrence.
Consider an experiment in which we reinforce a CS at a random rate, which is what
Rescorla (1968) did in the experiment with which we began this analysis. So long as the
CS was on, the US it occurred at a random. When the CS was not on, there was another
random rate of US occurrence (the background rate). The CS provided information about
the timing of US occurrences to the extent that these two rates differed.
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Under Rescorla’s conditions, the CS did not specify where the US would occur
within the CS. It was equally likely at any moment. Suppose we put a subject thus
conditioned into extinction; that is, when the CS is on, USs no longer occur. If we think
that extinction can be explained by the occurrence of no-USs, we must ask when the no-
USs occur? It is impossible to say because only moments when the CS is on are relevant
and the US was equally likely at all such moments. But if we cannot in principle say
when the no-USs occur how can we talk about the processes set in motion by these no
USs? When are they set in motion? Must we conclude—falsely—that extinction of the
conditioned response to the CS will not be observed under these conditions?

The phenomenon of extinction ought all by itself to convince us that the
information theoretic perspective is a profitable perspective from which to understand
conditioning, because the perplexity it poses vanishes when we consider it from this
perspective. Recall, that intervals when nothing happens are themselves carriers of
information about rate. Rieke, et al. (1997) apply information theory to the analysis of
neural coding in simple preparations and show rather convincingly that the information is
carried not by the spikes but rather by the intervals between the spikes, which is why a
short neural signal can convey many more bits than there are spikes in the signal. When
we put Rescorla’s (1968) subjects into the extinction phase of the experiment, they
experience a lengthening cumulative interval during which the CS has been on but there
has been no US. As already explained, this lengthening interval when nothing happens
conveys information about the upper limit on the current rate of US occurrence. There
comes a time when that limit implied by this ever-lengthening interval lies well below the
rate at which the US used to occur. Thus, the certainty that the rate of US occurrence in
the presence of the CS is not what it used to be gets greater and greater the longer the
extinction phase of the experiment continues. There is nothing mysterious about
extinction when we explain it at the level of information, the mystery only arises when
we try to explain it by processes set in motion by individual events. We need to focus
instead on processes set in motion by the duration of the intervals in which nothing
happens, processes sensitive to the flow of information.

Computing Contingent Frequency

What is required for a process to be sensitive to the information conveyed by the stream
of events? Among other things, the process must time the intervals between events and
count the numbers of events, because it is these abstract properties of the event stream
that convey the information. Second, it must be capable of the computational operations
required to extract from the intervals and counts the information in them. What might
these operations look like?

First, let us consider the problem of computing contingency in an environment in
which there is more than one CS, more than one stimulus whose presence may affect the
expected time to the next US. This is often the case. It was the case, for example, even in
Rescorla’s (1968) simple experiment. We have so far discussed this experiment as if
there was only one CS, the tone. In fact, there was a second CS, namely, the experimental
chamber itself. Subjects never experienced foot shocks in their home cages, where they
spent most of every day; they only experienced them in the experimental chamber, where
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they spent only two hours each day. Thus, entry into the experimental chamber changed
the rate at which shocks could be expected to occur. One might expect them, therefore, to
have learned to fear the chamber in Rescorla’s experiment, and, in fact, they did. On the
first session following the sessions in which they got tones and shocks, they were so
afraid of the chamber that they did little lever pressing. That is why Rescorla gave two
sessions with the lever unblocked and no tones or shocks before the sessions in which he
tested the effect of the tone; he had to eliminate their fear of the chamber.

Whenever the tone came on, the subjects for which the shocks were contingent on
the presence of a tone were also in the experimental chamber, so the shocks they
experienced were paired with both the tone and the chamber. By what process is it
possible to determine that the shocks were contingent on the tone, not the chamber?
Before addressing this question, let us return to an experiment mentioned briefly earlier
because it suggests the subtly and power of the process that computes contingency.
Wagner, et al. (1968) ran two groups of rats in an experiment very much like Rescorla’s
but one that made the problem of multiple possible predictors more apparent and more
complex. In their experiment, there were, in addition to the experimental chamber, three
intermittent CSs, which, like the tone in Rescorla’s experiment, came on and stayed on
for 2 minutes at various times during the sessions when the rats got foot shocks. What
Wagner, et al. (1968) manipulated was the correlations among these 3 CSs and the shock.
Two of the CSs (designated A & B) were mutually exclusive: each occurred on half of
the occasions (tirals) on which a CS was presented, but never together with the other. A
third CS (designated the X CS) always occurred together with the first two; it came on
every time that either of them did, and never otherwise. For one group of rats, the shocks
only occurred when the A and X stimuli were on, which means that they occurred on half
the occasions on which the X stimulus was present. For a second group, shocks also
occurred on half the occasions on which the X stimulus was present, but half the time it
was the A stimulus that was also present and half the time the B stimulus. The first group
learned to fear only the A stimulus, while the second group learned to fear only the X
stimulus. What does it take to extract the “true” contingencies in the face of this kind of
complexity?

Not as much as one might suppose. On the assumption that CSs have independent
effects on the observed rates of US occurrence, there is a simple analytic solution to the
contingency-computing problem confronted by the rats in Rescorla’s  (1968) experiment
and Wagner, et al.’s (1968) experiment and, more generally, by the subjects in any basic
Pavlovian conditioning experiment (Gallistel, 1990; Gallistel & Gibbon, 2000). It is
given by the matrix equation,

  

r 
l t = T-1

r 
l r ,

where   

r 
l t  is the vector (the ordered list) of the rates of US occurrence predicted by each

CS acting in isolation,   
r 
l r  is the raw rate vector,
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L 1
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What comes out of this computation is the rate of US occurrence to be ascribed to
each CS acting alone. The US is contingent on any CS to which a non-zero rate is
attributed, whether negative or positive. When any such CS comes on, it changes the
baseline expectation regarding the interval to the next US. If the rate ascribed to the CS is
positive, the expected interval to the next US gets shorter; that is, the cumulative
probability curve in Figure 1 approaches 1 more rapidly. If the rate ascribed to the CS is
negative (as it will be in inhibitory conditioning paradigms), then the expected interval to
the next US gets longer; that is, the cumulative probability curve in Figure 1 approaches 1
more slowly.

The quantities that go into the computation are the cumulative numbers of US
occurrences (  N1, N2 LNm ) in the presence of each of the CSs (  CS1,CS2,LCSm ), the
cumulative amounts of time that each CS has been observed to be present (  T1,T2 LTm )
and the cumulative durations of the pairwise combinations of CSs (the Ti, j s). These

quantities must be obtained by cumulative timing of the intervals when individual CSs
and pairwise combinations of them are present and by running counts of how often the
US has occurred when each CS was present. These times and counts plus the machinery
for doing the requisite computation are all that is needed to solve the contingency
problem.

It will often happen that there is more than one solution to the contingency
problem, because the animal’s experience is inherently ambiguous, that is, it could have
arisen from more than one state of the world. For example, in the Wagner, et al. (1968)
condition where the shock occurred on half the AX trials and half the BX trials, the rats
concluded that the US was contingent only on X. There are, however, an infinite number
of other conclusions consistent both with the data they were given during the experiment
and the assumption that the CSs were acting independently. It could have been that A and
B were doing the predicting and not X. In that case, the rates of US occurrence ascribed
to A and B would each be twice the rate ascribed to X in the solution that the rats
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favored. Or, A could have accounted for 1 out of three USs, B for 1 out of 3, and X for 1
out of 3. And so on. There is no way of telling which was in fact the case.

The matrix computation automatically sounds an alarm whenever there is more
than one solution, because then the determinant of the temporal coefficient matrix is 0, so
the computation cannot be performed. The computation can only be performed when
enough alternative predictors (CSs) have been omitted from consideration so as to make
the determinant no longer 0. Or, if we prefer to think of the machinery as considering the
simplest solutions first and adding to the set of predictors only when more predictors are
required, then we can imagine the system doing the computation with successively more
inclusive matrices (a successively broader canvass of the potential predictors) until it gets
to matrices that have 0 determinant, at which point it has accounted for all the
contingency that can be accounted for under the assumption of independent effects. At
that point, the system will often have discovered more than one solution. However, there
is an information-theoretic consideration that dictates a preferred solution in such cases.
Interestingly, this consideration appears to dictate the solution the rats in fact favor in
these inherently ambiguous situations.

The consideration is a version of Occam’s razor, the principle of explanatory
parsimony: that solution is preferred that minimizes the number of predictor variables
(CSs to which an information-transmitting capacity is attributed). It is preferred because
it is the most powerful solution, where power is measured by the average amount of
information conveyed per CS.

The Rapidity of Conditioning and Extinction

Traditional models of classical conditioning have nothing to say about how rapidly
conditioning and extinction ought to proceed. In associative models, the rate of
conditioning is governed by physically meaningless free parameters, so there are no
considerations that suggest even approximately what the values of these parameters
should be. The information-theoretic perspective, however, has a natural, meaningful
metric, which dictates approximately how rapidly conditioning and extinction should
occur. The metric is the amount by which the subject’s a priori uncertainty about the
current contingency between the CS and the US has been reduced by the flow of events
up to a given point in the experiment.

This is the metric that experimentalists use when they test a null hypothesis, the
hypothesis that there is no contingency (no reliable relation) between the independent and
the dependent variables in their experiment. The assumption is that in absence of
observation (experiment), a zero contingency is as likely as any other. The question is
whether the observations made in the course of the experiment make the assumption of
zero-contingency (no effect) relatively unlikely. If the answer is, Yes, very unlikely, then
we proceed to act on the assumption that the independent variable conveys information
about the dependent variable. If the answer is, No, not very unlikely, then we proceed on
the assumption that the independent variable conveys little information about the
dependent variable.
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The information gained at any point in a conditioning experiment about the
contingency between a CS and a US depends on the durations of the observations in the
presence and the absence of the CS and the numbers of USs observed in each condition.
Elementary probabilistic reasoning with these quantities gives us a suitable measure, at
least in the case where there are only two CSs, one of which is the steady background CS
or context (hereafter B), and the other is the usual kind of intermittent CS (a tone or
light). (The generalization to more complex cases is not difficult.) Call the intermittent
CS A. We want to know how unlikely it is that there is no contingency between  A and
the US—the odds against the possibility that the rate of US occurrence predicted by A
acting alone is 0.

Let T  be the total interval of observation, Ta , the interval when A was present,
and Tb = T - Ta  the interval when only the background was present. Likewise, let N  be
the total number of USs observed, Na , the number when A was present, and
Nb = N - Na , the number when only the background was present. On the null hypothesis
that A had no effect on the rate of US occurrence, the probability that an arbitrarily
chosen one of the N  USs (ignoring their order) happened to occur when A was present is
Ta T . The probability Pf  of observing Na  or fewer events is given by the cumulative
binomial probability function, as is the probability Pm  of observing Na  or more events.
When the number of events in Ta  is approximately the expected number, the ratio Pf Pm

is approximates unity and the log of this ratio approximates 0. When the number of USs
while A is present becomes improbably high relative to the number observed when A is
not present, the ratio between the two cumulative probabilities becomes very large and its
log approaches infinity. The growth of this ratio (or its logarithm) measures the extent to
which the null hypothesis has become unlikely.

This measure of the information about the CS-US contingency that has so far
accumulated works equally well in the case of a negative contingency. In that case, the
number of USs observed while A is present becomes improbably low as the experiment
progresses, so the ratio of the two cumulative probabilities becomes very small and its
log approaches minus infinity. Thus, the absolute value of this logit (log of the odds)
measures the growing certainty that there is a contingency; the farther this quantity is
from 0, the more certain it is that the CS affects the rate of US occurrence.

Moreover, we know a priori what constitute reasonable values for this measure,
because it has an objective probabilistic meaning. Speaking very conservatively, if the
conditioned response appears at the point where the subject should be reasonably certain
that there is a CS-US contingency, then the response should appear when this measure
(the absolute value of the log of the odds) is less than 6, because when the logit equals 6,
the odds are already 1,000,000:1 against the null hypothesis.

The empirical problem for the information-theoretic approach is that in the
conditioning paradigms from which we have the best data, this measure is unreasonably
high at the point in the experiment where the conditioned response is first seen. The odds
against the null hypothesis at that point are on order of 1065:1 (Gallistel & Gibbon, 2002).
Thus, it cannot reasonably be argued that the conditioned response appears when the
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possibility that the US is not contingent on the CS has become very unlikely. The
problem is that it often does not appear until this possibility has become absurdly
unlikely. The same is true for extinction. Reasoning very similar to that given above tells
us how long it should take for us to observe the cessation of condition responding when
we stop delivering USs in the presence of the CS (Gallistel, et al., 2001). In fact,
however, it often takes much longer than this (Gallistel & Gibbon, 2002, Feb).

There are, however, paradigms in which subjects demonstrate a much greater
sensitivity to the accumulation of information about current contingencies. In the
matching paradigm, rewards (USs) become available at random moments at each of two
foraging sites. When a reward becomes available at a site, it remains available until the
subject comes to that site and harvests it. (Typically, rodent subjects harvest available
rewards by pressing a lever, while bird subjects harvest rewards by pecking at keys.) The
intervals until the next reward become available are determined by independent random
rate (Poisson) processes. This means, as already explained,  that the likelihood that a
reward will be made available in the next instant is flat. Once made available, a reward
remains available until it is harvested; therefore, the longer the subject has gone without
visiting a site, the more certain it is that there is a reward waiting for it. The cumulative
probability that a reward has become available during the subject’s absence is described
by the random rate curve in Figure 1, which approaches 1 at a rate determined by the
availability rate (usually called the programmed reward rate) for that site. This
characteristic means that subjects can increase the total amount of reward harvested per
unit of foraging time by moving back and forth between the sites, even when the
availability rates at the two sites differ greatly. The longer the subject has stayed at the
richer site, the more certain it is that there is a reward waiting to be harvested at the
poorer site, and the cost of a quick visit to the poorer site, measured in average time lost
in harvesting the next reward at the richer site, is very small.

In a matching paradigm, the experimenter sets the rate parameters or the two sites,
usually to unequal values. It is called a matching paradigm because the general finding is
that the ratio of the amounts of time the subject spends at the two locations approximately
equals the ratio of the rates at which it obtains rewards from them (Davison & McCarthy,
1988; Herrnstein, 1961). Importantly, the reward rates in this equation are defined by
reference to total foraging time (usually session time, time spent in the chamber), not the
time the subject spends at a given location. In economists’ terms, the rates are incomes
(rewards obtained per unit of time), not returns (rewards obtained per unit of time
invested in foraging at a site). The relative amounts of time the subject spends at the two
sites is determined by the ratio of the expected (average) stay durations at the two sites.
These stay durations appear to be themselves determined by random rate processes within
the subject, because they exhibit the flat hazard function that is the signature of a random
rate process (Gibbon, 1995; Heyman, 1979, 1982). That is, the likelihood of the subjects
leaving a site is independent of how long it has been there.

In information-theoretic terms, the relative amounts of time invested in different
foraging site when the subject is free to move back and forth between them at will is
equal to the relative strengths of the contingencies between those sites and food
availability. The strength of the contingency between a site and the availability of food is
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measured by the rate parameter for the cumulative probability curve in Figure 1; the
faster this curve approaches 1, the stronger the contingency between that site and the
availability of food. We can use this paradigm to ask how rapidly subjects can detect and
adjust to changes in the strengths of contingency. When we suddenly decrease the rate of
reward at one site and increase it at the other, we produce a step change in the relative
strengths of the contingencies. We know that the subject will eventually adjust the
expected durations of its stays at the two sites so that the ratio of those expectations
approximately equals the ratio of the new rates of reward. How rapidly it does so will
depend in part on how sensitive it is to the accumulation of information indicating that
the rates of reward have changed.

In more traditional terms, the change in rates of reward will lead to a
strengthening of the conditioned response to the site that has become more richly
rewarding and a weakening of the conditioned response to the site that has become
poorer. These strengthenings and weakenings of the conditioned responses to these sites
would appear to be closely analogous to if not identical with the strengthening of the
conditioned response that occurs during simple acquisition and the weakening that occurs
during simple extinction. Thus, this paradigm gives us another approach to the question
of the rapidity of conditioning and extinction.

It turns out that when changes in contingency in the matching paradigm are rare,
subjects adjust slowly to them (Gallistel, Mark, King, & Latham, 2001, October; Mazur,
1992, 1995; Mazur, 1996), but when they are frequent, subjects adjust about as fast as is
in principle possible (Gallistel et al., 2001). This means that rats can approximate ideal
detectors of changes in contingency; they have the maximum possible sensitivity to the
flow of information carried by a sequence of events.

These findings suggest that the surprisingly sluggish appearance of conditioned
behavior in some paradigms (e.g., pigeon autoshaping and rabbit eye-blink paradigms)
and the equally surprising slow rates of extinction) do not reflect failures to detect the
contingency between CS and US and changes in that contingency, but rather some
strategy having to do with waiting so see how stable the presently observed contingency
will prove to be.

Contingent Frequencies are not Conditional Probabilities
Before concluding, I want to call attention to the important distinction between frequency
and probability, or, equivalently, between discrete and continuous frequency. Throughout
this essay, frequency and rate mean number of events per unit of time. Because time itself
is a continuous quantity (a real-valued variable), this quantity is also continuous (real
valued). Frequency is often also used to mean the number of instances per number of
observations, in which case it is a discrete (rationally valued) variable. More often than
not, when psychologists talk about frequency, they seem to have discrete frequency in
mind, although which sense of frequency is intended is often unclear. Also, the driving
variable in simple conditioning is usually taken to be the conditional probability of the
US, which is a discrete frequency.
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It is important to keep the distinction between discrete and continuous frequencies
in mind, because the two quantities behave differently. Discrete frequency is equivalent
to probability, the conversion involving no more than converting from the rational to the
decimal form of the number (for example, from 6/10 to 0.6). Continuous frequency
converts to probability only by integrating a probability density function over a finite
interval, and the value obtained depends on the interval of integration. When discrete
probabilities are independent, they combine multiplicatively to determine joint
probabilities. They combine additively only if they refer to mutually exclusive
observations, and then their sum cannot be greater than 1. When continuous frequencies
are independent, they combine additively, and their sum can be any real number.

One reason for recalling this distinction is that the driving variable in simple
associative conditioning is often taken to be the conditional probability of the US. Indeed,
Rescorla (1967, 1968) defined contingency in terms of conditional probabilities, and
many have followed his lead. The contingent frequencies that are the foundation of the
analysis given here are not conditional probabilities. Gallistel and Gibbon (2000, p. 333)
review the difficulties that arise when one tries to apply an analysis based on conditional
probabilities to the many conditioning protocols in which it is difficult or impossible to
say what constitutes a trial. The problem is that if trials cannot be defined, then the
observed discrete frequencies cannot be defined, because, by the usual definition, the
probability of the US is  the number of US occurrences in a given number of trials. In an
analysis based on contingent frequencies rather than conditional probabilities, these
difficulties do not arise.

Conclusions
Information theory provides a powerful, rigorous and quantitative framework within
which to analyze the process of conditioning. Contingent frequency is a fundamental
notion in such an analysis. A contingent frequency is the rate of US occurrence to be
expected in the presence of a given CS (conceived of as operating alone). Working within
this framework turns on its head the traditional assumption that conditioning has to be
understood in terms of processes set in motion by individual events, more particularly,
processes set in motion by the temporal pairing of events. On this analysis, the events are
relevant only as carriers of information. Moreover, the information resides in the abstract
quantities defined by the events, the intervals between the events, and the numbers of
events.

On the usual analysis, the conditioning process does not operate at this level of
abstraction; the timing of intervals and the counting of events play no role in traditional
models. Although the intervals between CSs and USs and the number of CS-US pairings
are assumed to affect the strengths of the resulting associations, the learning mechanism
is not imagined to do computations on symbols representing durations and numbers.

If, however, the conditioning process is in fact driven by the information
conveyed by the stream of events, then the process must be doing just that. Thus, the
validity of the information-theoretic approach to the understanding of conditioning bears
strongly on the more general theory of mind and brain that will prevail within
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psychology. Should we conceive of the brain as a plastic net whose connectivity is
molded by its experience so as to adapt its input-ouput function to the exigencies of that
experience, without symbolically representing abstract properties of that experience? Or
should be conceive of it as an information processing organ doing computations on
symbols that represent abstract properties of its experience, like number and duration?
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