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Abstract—Frequency-domain identification based on wideband
techniques has become a popular method in the analysis and control
of various dc power distribution systems. In the method, a single
converter or a system is perturbed by an external wideband voltage
or current injection, the resulting voltage or current responses are
measured, and Fourier analysis is applied to extract the spectral
information of the measured variables. Most often, the system or
converter input and output impedances and the loop gain are the
quantities of interest. One class of perturbation signals, pseudo-
random binary sequences, has become widely used because most of
such signals can be generated using simple shift-register circuitry.
As the signals are deterministic and binary, they are well suited to
perform measurements on power-converter systems in real time,
allowing fast response to system variations through, for example,
adaptive controllers. This article reviews the pseudorandom binary
sequences applied to dc power distribution systems and discusses
their advantages as well as limitations. The conventional maximum-
length binary sequence, inverse-repeat binary sequence, discrete-
interval binary sequence, and orthogonal binary sequences are
considered. Several experimental results from various dc power
systems are presented and used to demonstrate the applicability of
the discussed methods.

Index Terms—Frequency response, modeling, power system
measurements, signal design, spectral analysis.

I. INTRODUCTION

I
N RECENT times dc power distribution systems have be-

come extensively used to power various electronic loads and

processes, including hybrid and electric vehicles [1], aircrafts

and electric ships [2], battery-management systems [3], smart

grids [4], and renewable-energy applications [5]. The proper

functioning of those systems is often vital for the everyday life

of society. Therefore, the stability, reliable operation, and power
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quality of the systems is of prime importance and the functioning

has to be reliably verified both in the design and operational

phase. This introduction discusses the use of pseudorandom

binary signals for broadband excitation of power-electronics sys-

tems for online measurement of small-signal frequency-domain

responses.

In the stability study of dc power distribution systems, one can

distinguish between large- and small-signal stability [6]. Large-

signal stability considers the effects of large perturbations and

includes nonlinear effects. The behavior of nonlinear systems

is significantly more complicated than that of linear systems. A

popular method to study large-signal stability uses the theory

introduced by Lyapunov [7]. In general, evaluating nonlinear

stability is a difficult problem. For example, the evaluation of

Lyapunov stability requires finding a so called Lyapunov func-

tion, but no general method to find such a function is available.

Given the difficulties with large-signal stability, a common ap-

proach is to study a simpler problem, i.e., small-signal linearized

stability [8]. A nonlinear system can be linearized around a given

operating point, and linear theory can be applied to the resulting

linearized system, providing small-signal stability information.

To address the small-signal stability issues in dc systems,

it is common practice to perform frequency-domain stability

analysis of an equivalent linearized model of the original system

around the steady-state operating point [9], [10]. This stability

analysis includes input and output impedances as well as the

loop gain of the converters that are part of the system [11].

Rather than calculating these quantities based on the converter

design and analytical models, they can be directly measured

as frequency responses by using various identification methods

[12]. One of the methods is to perturb the system by an external

voltage or current injection, measuring the resulting voltage or

current responses for the desired variables, and applying Fourier

analysis to extract the spectral information.

One of the challenges in performing the frequency-domain

characterization is that most power-converter systems typically

generate an extraordinarily wide range of frequencies. For exam-

ple, the control frequencies of a power supply can extend down

as low as 0.01 Hz, and as high as several hundred kHz, depending

on the switching frequency [10]. In the case of an interconnected

system containing several subsystems and multiple power sup-

plies, the number of generated frequencies may substantially in-

crease. Another challenge is that most power-converter systems

are strongly time varying; generators and loads can be connected
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and disconnected, interface converters can operate at different

operating points, systems can fail, and so on. Therefore, it is

desirable to perform real-time measurements to monitor system

stability and take corrective actions if needed. The ideal mea-

surement technique would complete the measurement in a short

time, allowing fast response to system variations. Additionally,

it would be desirable to utilize existing power converters and

sensors to perform measurements, rather than adding specialized

equipment with associated extra cost and extra size and weight.

The converter small-signal model can be straightforwardly

estimated by injecting sinusoidal current/voltage into the sys-

tem, and performing Fourier analysis at steady state using the

measured current and/or voltage responses. Using sine sweeps

provides the highest possible signal-to-noise ratio (SNR), and,

hence, the most reliable and accurate frequency-response esti-

mate. However, the sine sweeps are not well suited for online

measurements due to long measurement time. Another problem

in using sine sweeps is that the signal generator used for im-

plementing the sine sweeps needs to be able to produce a large

number of different signal levels (infinite number in the case of

ideal sine sweeps). This effectively prevents the implementation

of the method in practical low-cost applications.

An attractive alternative to sine sweeps is to apply an excita-

tion signal that has carefully designed time-domain properties

and a broadband spectrum [13]. The excitation signal with a

broadband spectrum has energy at several frequencies, thus

allowing to measure a frequency response simultaneously at

several frequencies. Hence, instead of injecting sine signals

frequency-by-frequency, all the necessary frequency-response

information can be captured within one measurement, thus,

drastically reducing the measurement time.

The signals having a broadband spectrum are generally di-

vided into binary [14], near binary [15], and nonbinary se-

quences [16], each having many attractive properties. Consid-

ering power-electronics systems, periodic binary sequences are

highly acceptable alternatives in many cases for obtaining the

converter small-signal model. First, as the sequences are binary,

they are very easy to implement even with a low-cost application

system whose output can only generate a small number of signal

levels. This is obviously not the case for example with sinusoidal

sequences, which have infinite number of signal levels. Second,

the binary sequences have the lowest possible peak factor, which

means that the signal energy is very high in relation to the

signal time-domain amplitude [17]. This is particularly useful

when analyzing systems that are sensitive to varying external

signals. Third, the spectral-energy distribution of the periodic

binary sequences is largely controllable, which makes the signals

well scalable to different applications. This is not the case for a

number of other types of perturbations such as impulse.

Recent studies have widely recognized the potential and ef-

fectiveness of different broadband binary sequences in stability

analysis of dc power distribution systems. One of the most

popular signals has been the maximum-length pseudorandom

binary sequence (MLBS) [18]–[41]. The sequence is periodic,

easy to implement, and has a largely controllable spectral energy

distribution. The inverse-repeat binary sequence (IRS) was intro-

duced for stability analysis of converter systems that are affected

by strong nonlinearities [42]. The IRS is modified from the

Fig. 1. Typical measurement setup.

conventional MLBS such that the energy of every other har-

monics is suppressed. Applying the IRS minimizes the effect

of second-order nonlinearities in the system, thus providing

more accurate estimate of the system linear dynamics. Discrete-

interval binary sequence (DIBS) is another class of pseudoran-

dom sequences in which the power spectrum can be specified by

the user [43]. The DIBS is a computer optimized signal where

the goal of the optimization is to force as much power as possible

into the specified harmonic frequencies without increasing the

signal time-domain amplitude. For larger systems containing

several converters, orthogonal pseudorandom binary sequences

have been applied [44], [45]. These sequences make it possible to

simultaneously measure several (coupled) frequency responses,

thus reducing the overall measurement time and guaranteeing

constant system operating conditions during the measurements.

This article will provide a comprehensive review of the pseu-

dorandom sequences applied in the dynamic analysis of dc

power distribution systems. The theory behind the synthesis of

the sequences is presented, and a number of experimental results

are shown to demonstrate the applicability of the methods. The

article focuses only on periodic binary sequences as they have

an exceptional combination of properties that are well suited

to model power-electronics systems. It is emphasized, however,

that there exist several other, efficient, broadband measurement

methods.

The remainder of this article is organized as follows.

Section II provides the basic theory of wideband identifica-

tion of power-converter systems. Sections III, IV, V, and VI

review and provide examples of the pseudorandom sequences

applied in power-converter systems; the MLBS, IRS, DIBS, and

orthogonal binary sequences (OBS) are considered, respectively.

Finally, Section VII concludes this article.

II. WIDEBAND IDENTIFICATION OF POWER-CONVERTER

SYSTEMS

A dc power-converter system can be considered a linear

time-invariant system for small disturbances. According to basic

control theory, this type of system can be fully characterized by

its impulse response, which can be transformed into frequency

domain and represented by a frequency-response function.

Fig. 1 shows a typical measurement setup where the system

under test is to be identified. The system is perturbed by the

excitation x(n), which yields the corresponding output response
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y(n). The measured input and output signal x̂(n) and ŷ(n)
are corrupted by input noise and output noise, respectively.

The noise signals are assumed to resemble white noise and

are uncorrelated with x(n) and y(n). All of the signals are

assumed to be zero mean sequences. In noisy environments, the

logarithmic averaging procedure [12] is often applied to compute

the frequency response of the system under test as

Glog(jω) =

(

P
∏

k=1

Ŷk(jω)

X̂k(jω)

)1/P

(1)

where X̂(jω) and Ŷ (jω) are Fourier-transformed input and

output sequences (measured), respectively, and P denotes the

number of injected excitation periods. In the method, the mea-

surements from both input and output sides are segmented and

Fourier transformed after which (1) is applied. The method tends

to cancel out the effect of uncorrelated noise from both input and

output sides, so that the frequency response is obtained more ac-

curately compared to conventional cross-correlation techniques

[12].

The perturbation design plays a very important role in ob-

taining the desired frequency response through the experiment

described in Fig. 1. An optimal design leads to maximally

informative experiments, that is, experiments that extract the

maximum amount of information, and reduces operational costs

associated with the identification procedure. In practice, there

are several challenges and questions regarding the perturbation

design, including the following.

1) As most converter systems are characterized in a wide

frequency band, the perturbation should have an ade-

quately rich spectral-energy content distributed as evenly

as possible.

2) In the case of noisy systems, it would be necessary either

to average the measurements over a long period of time, or

to increase the injection amplitude. In the latter case, the

assumption of linearity may no longer be valid. Therefore,

one should apply a perturbation that makes it possible to

minimize the effects of nonlinearities.

3) The perturbation should be easily implementable. It would

be desirable to utilize existing converters in a system and

their sensors to perform the perturbation injection, rather

than adding specialized equipment with associated extra

cost and extra size and weight. Therefore, the number

of different signal levels in the perturbation should be as

small as possible.

4) There is always a treadoff between the measurement ac-

curacy and measurement time. Therefore, it is critical

to define the minimum accuracy and measurement time

required for a specific application.

For a linear-system identification, a binary signal most often

offers the best possible choice in terms of maximizing signal

power within time-domain-amplitude constraints [46]. Another

major advantage of binary sequences over other types of sig-

nals, such as sinusoids, is that they can be implemented with

a low-cost system whose output can only generate a small

number of signal levels. The following sections will review the

synthesis and applications of the four most widely used binary

Fig. 2. n-bit shift register with XOR feedback for MLBS generation.

TABLE I
MAXIMUM-LENGTH BINARY SEQUENCE FROM A FOUR-STAGE SHIFT REGISTER

perturbations in converter systems: MLBS, IRS, DIBS, and OBS

are considered.

III. MAXIMUM-LENGTH BINARY SEQUENCE

Pseudorandom binary sequence (PRBS) is a periodic broad-

band signal with the following properties.

1) The signal has two levels, and it can switch level only at

certain event points t = 0,∆t, 2∆t, ....
2) The change of signal level is predetermined, so that the

PRBS is deterministic and experiments are repeatable.

3) The sequence is periodic with period T = N∆t, where N
is an odd integer.

4) Within one period, there are (N + 1)/2 intervals when the

signal is at one level and (N − 1)/2 intervals when it is

at the other.

A PRBS is based on a sequence of length N . The most com-

monly used signals are based on maximum-length sequences.

Such sequences exist for N = 2n − 1, where n is an integer.

The reason for their popularity is that they can be generated

using feedback shift register circuits, as shown in Fig. 2.

Table I shows an example of an output from a shift register

circuit for generating an MLBS of length 24 − 1 = 15. The

feedback is generated from stages 1 and 4. All four columns

in Table I produce the same MLBS. The register can be started

with any number other than 0, 0, 0, 0. In the example, the register

is started from 0, 0, 0, 1. Each binary number from 0, 0, 0, 1

to 1, 1, 1, 1 appears exactly once (the sequence starts repeating

after 15 cycles). This is a general result for all maximum-length

binary sequences [47]. In practice, the values 0 and 1 are mapped

to −1 and +1 to produce a symmetrical MLBS with an average

close to zero.
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Fig. 3. Power spectrum of 15-bit-length MLBS generated at 10 kHz.

It should be emphasized that the selection of the feedback

connections (stages) is important. Very few of the possible

connections result in sequence of the maximum length of 2n − 1
(some sequences can be produced from several different stages).

An example of one possible feedback configuration for each n
in the range 2 ≤ n ≤ 100 can be found in [47].

Fig. 3 shows the form of the power spectrum of the MLBS

shown in Table I. The sequence is generated at 10 kHz and has

signal levels ±1 V. The energy values are scaled between zero

and one. The power spectrum has an envelope and drops to zero

at the generation frequency and its harmonics. The spectrum is

given by

ΦMLBS(q) =
a2(N + 1)

N2

sin2(πq/N)

(πq/N)2
, q = ±1,±2, . . . (2)

where q denotes the sequence number of the spectral line, a is

the signal amplitude, and N is the signal length.

The MLBS x has the lowest possible peak factor

|x|peak/xrms = 1 regardless of its length. Hence, the sequence is

well suited for sensitive systems, which require small-amplitude

perturbation. Due to the deterministic nature of the sequence, the

signal can be repeated and injected precisely and the SNR can

be increased by synchronous averaging of the response periods.

Using the averaging, the effect of noise is reduced by a factor

of 1/
√
P , where P is the number of applied injections periods

[12].

A. Literature Review: Utilizing the MLBS

The potential of the MLBS for switched-mode converters was

studied for the first time in [18] and [19]. In these papers, digitally

controlled converters were considered, and the MLBS and cross-

correlation techniques were applied to measure the converter

control-to-output transfer function. The methods were improved

in [20]–[22], and solutions for integrating the methods into an

existing system were presented.

Barkley and Santi [26], [27] proposed several additional im-

provements to the MLBS-based measurements of dc-power con-

verters; a windowing technique was applied to reduce the effect

of noise, and a novel data-manipulation technique was proposed

to improve the frequency-response estimates at high frequencies.

Issues in high-frequency measurements were further considered

in [28], which concluded that, in order to achieve high accuracy

at high frequencies, the injection must be redesigned so that

most of the injection spectral energy lies at high frequencies.

A method to design such a signal was proposed by introducing

a blue-noise filtered signal. The work also considered practi-

cal restrictions of frequency-response measurements, such as

the implementation using a finite-resolution analog-to-digital

converter.

Further improvements to the measurement technique based

on the MLBS were presented in [29]; the aliasing effect of the

pulsewidth modulation was considered, and a circular cross-

correlation method was proposed. This work was extended in

[30], which presented a systematic approach to design the MLBS

for switched-mode power supplies and introduced a fuzzy-based

statistical tool to analyze the measured frequency responses.

The frequency-response measurements obtained by the

MLBS have been extensively used for the analysis and control of

dc-power-electronics systems in past studies. Adaptive control

strategies were proposed in [23]. The work applied the mea-

surement methods to estimate the converter control-to-output

frequency response, which was used to adjust the converter

digital compensator to achieve the desired closed-loop dynamic

behavior. Shirazi et al. [24] applied the same methods; they

considered digitally controlled point-of-load converters with

a wide range of capacitive loads and presented techniques to

adjust the converter PID controller in real time. The work was

further improved in [25], which applied the methods to several

different converter types. These papers provided first examples

of converter automated offline system design, and for online

adaptive control.

The work in [29] applied the MLBS to measure the converter

closed-loop output impedance. It was stated that the output

impedance can be directly used to verify the stability of a

converter loaded by an arbitrary load. As the output impedance

can be externally measured from the converter output without

interfering with the converter internal circuitry (no need for

breaking feedback loops or performing loop injection), this ap-

proach provided a convenient method to analyze system stability.

Adaptive control strategies based on converter parametric

identification were considered in [31]. The converter control-

to-output frequency response was first measured by the MLBS,

after which a fitting algorithm was applied to obtain a parametric

model. The model was then used to adjust the converter digital

controller. Similar methods were applied to medium-voltage dc

power distribution systems in [32]. Riccobono et al. [33] had a

more general approach, and presented an MLBS-based online

technique to obtain the converter parameterized model.

Riccobono and Santi [34] applied the MLBS to the stability

analysis of a dc power-distribution system for the all-electric

ship. They applied a so called passivity-based stability criterion

to assess the system overall stability. The MLBS was utilized

to measure the dc bus impedance required for the criterion.

A similar approach was applied in [35], which extended the

methods to a multibus case. The MLBS was also utilized in

[36] and [37], which presented an allowable-impedance-region

concept to more effectively analyze the dynamic performance

of a dc system.

A kilowatt-scale dc system was considered in [38] and [39],

and a power hardware-in-the-loop (PHIL) platform utilizing the

MLBS was implemented. These papers focused on stability



3748 IEEE TRANSACTIONS ON POWER ELECTRONICS, VOL. 36, NO. 4, APRIL 2021

Fig. 4. Conceptual diagram of the measurement system used to measure
converter output impedance.

Fig. 5. Samples of perturbed and nonperturbed output voltage, and the power
spectra of the measured output current and voltage.

issues of the PHIL power interface control algorithms, and

provided steps to design a high accuracy and highly stable PHIL

test platform for dc power system simulation. The results were

later applied in [40] to stability analysis on a scaled 1.5-kW

medium-voltage dc-distribution system consisting of three con-

verters interconnected at a common bus.

Roinila et al. [41] presented adaptive-control techniques

based on indirect measurement of the converter controller loop.

In the method, the converter control-to-output frequency re-

sponse was first measured online by using the MLBS. Then,

the controller loop gain was computed based on the measured

control-to-output response. A loop-shaping technique was then

utilized for adaptive control design to obtain desired stability

margins. The advantage of the presented method compared to

previously presented techniques was that the loop-gain measure-

ment did not require opening the feedback loop.

B. Experiment Example: Applying MLBS

Fig. 4 shows a conceptual measurement setup used for mea-

suring the output impedance from a high-frequency switched-

mode buck converter [29]. The setup was implemented by using

NI PCI-6115 data-acquisition unit and a linear amplifier. The

converter input voltage Vg was 12 V and the output voltage Vout

5 V.

A 4095-bit-length MLBS was generated at 500 kHz. An aver-

aging over 10 injection periods was applied, and thus, the total

injection time was approximately 0.08 s. The injection amplitude

was set such that the converter output voltage did not vary

more than 5% of its nominal voltage. An MLBS series injection

was performed at the output of the converter to measure the

converter output impedance. Fig. 5 shows samples of perturbed

Fig. 6. Measured output impedance by using MLBS injection.

Fig. 7. System with linear and nonlinear components.

and nonperturbed output voltage in the time domain, and the

power spectra of the measured current and voltage. It can be

seen that the voltage spectral power decreases at both low and

high frequencies. This is expected given the parallel L-C output

impedance characteristics of the converter.

Fig. 6 shows the computed output impedance of the converter.

The impedance was also measured using a Venable 3120 net-

work analyzer under the same operating conditions (reference).

As the figure shows, the impedance obtained by the MLBS

highly accurately follows the reference in a wide range of

frequencies. The total measurement time of the response using

the MLBS was less than one second, including the injection.

The measurement time using the network analyzer was approx-

imately 1.5 min, about a thousand times longer than the MLBS

total injection time.

IV. INVERSE-REPEAT BINARY SEQUENCE

A power-converter system often suffers from many different

nonlinearities such as switching effects, nonlinear inductances

and capacitances, and electromagnetic couplings among com-

ponents. In some cases, the effect of these nonlinearities may

be very strong causing difficulties in accurately measuring the

converter linear dynamics.

Fig. 7 shows a conceptual diagram of a converter system in

which both the linear and nonlinear components of the system

under test are considered. The nonlinearities could be further
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separated into even- and odd-order nonlinearities [48]. Basi-

cally, a system exhibiting nonlinearities can be modeled in two

ways. One method is to identify the system including all of its

nonlinearities [48]. The other way is to identify only the linear

portion of the model, which requires that the nonlinearities are

suppressed. The latter technique is useful for power-electronics

systems because usually the converter design is based on the

linear model, which makes the nonlinear part not of interest.

One method of minimizing the effect of nonlinearities is to apply

the IRS, which is generated by considering two periods of the

MLBS and toggling every other digit of the two-period sequence.

The IRS effectively suppresses the most dominant nonlinearities

from the system output, as shown in the following.

Consider the system shown in Fig. 7. The sampled output

signal y(n) can be represented as a Volterra series expansion

[49] as

y(n) =

M
∑

k=0

h1(k)u(n− k)

+
M
∑

k1=0

M
∑

k2=0

h2(k1, k2)u(n− k1)u(n− k2)

+ · · ·+
M
∑

k1=0

..

M
∑

ki=0

hi(k1, ., ki)u(n− k1)..u(n− ki)

(3)

whereu(k) is the sampled input signal andM is the length of the

sampled data. Each of the convolutions contains a kernel, either

linear (h1), or nonlinear (h2, . . . , hi). If the system is assumed

to be linear it can be described by the first convolution only. Ap-

plying correlation relationship [50] to (3), the cross-correlation

function φuy(n) between u(n) and y(n) can be expressed as

φuy(n) =

M
∑

k=0

h1(k)φuu(n− k)

+

M
∑

k1=0

M
∑

k2=0

h2(k1, k2)φuu(n− k1)φuu(n− k2)

+ · · ·+
M
∑

k1=0

..

M
∑

ki=0

hi(k1, ., ki)φuu(n− k1)..φuu(n− ki)

(4)

where φuu(n− k) is the autocorrelation function of u(n).
φuu(n− k1)..φuu(n− ki) represents the ith order autocorre-

lation function of u(n), and can be expressed as

φuu(n)i =

M
∑

k1,..,ki

u(n)u(n− k1)..u(n− ki). (5)

Because, the IRS is repeating and antisymmetric, u(n) satisfies

the condition

u(n) = −u(n+ S/2) (6)

where S is the length of the doubled MLBS. Due to (6), all the

even-order kernels cancel out from (4), which can be seen by

Fig. 8. Sample of IRS in the time and frequency domain.

rewriting the second-order autocorrelation function in (5), as

φuu(n)2 =

S
∑

k1,2=0

u(n)u(n− k1)u(n− k2)

=

S/2
∑

k1,2=0

u(n)u(n− k1)u(n− k2)

+

S
∑

k1,2=S/2

u(n)u(n− k1)u(n− k2). (7)

Due to the antisymmetric property of the IRS, the two compo-

nents in (7) are equal and opposite. The same applies for the

higher even-order autocorrelation functions as well. Therefore,

all the even-order kernels cancel out from (4) leaving only the lin-

ear term and terms involving odd-order kernels. Consequently,

the system linear part can be obtained more accurately. The

contributions of the higher order kernels on the output are usually

of negligible amplitude compared to the contributions of the

lower order kernels [51]. Hence, the nonlinear effect caused by

the second-order kernel may be assumed to be dominant.

The IRS is periodic with a period of 2N∆t, where N is the

period length of the MLBS used for generating the IRS, and ∆t
denotes the clock cycle of the sequence. Assuming the signal

length is adequately long and the generation frequency high

enough, the spectral and autocorrelation properties of the IRS

are close to the corresponding properties of pure white noise.

Fig. 8 shows a sample of a 2046-bit-length IRS generated at

10 kHz. The spectrum is very close to the spectrum of the MLBS

but every other harmonic has zero value.

It is somewhat surprising that the IRS has not gained much

popularity in the analysis of power-converter systems. Roinila

et al. [42] applied the IRS to the dynamic analysis of a

self-oscillating buck–boost-based battery charger. The results

confirmed that the IRS produces highly accurate frequency

responses under strong nonlinearities where the conventional

MLBS does not work properly.

There exist various methods for nonlinear identification of

power-converter systems [52]–[54]. The most popular methods

are based on the Wiener and Hammerstein modeling strategies,

which are very useful when the system nonlinearities are more

of static nature [55]. In these methods, the system is modeled by

a linear part approximating the system dynamics and a nonlinear
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Fig. 9. Samples of perturbed and non-perturbed output voltage, and the power
spectra of the measured output current and voltage.

part representing the static nonlinearities in the system. The IRS

is well applicable with these methods as the sequence can be

efficiently used to obtain the system linear part.

A. Experiment Example: Applying IRS

The frequency response of the output impedance from a

commercial (Nokia AC-5E) buck–boost-based battery charger

(5.0 Vdc/800 mA) was measured in accordance with the mea-

surement setup shown in Fig. 4. The converter operated at the

boundary of continuous and discontinuous conduction mode

and utilized peak-current-mode control (self-oscillating con-

trol). Therefore, the circuit had a variable switching frequency

[56], and was more sensitive to nonlinear effects compared

to the previous experiment example. Another source of non-

linearity is found from the digital-to-analog converter of the

data-acquisition unit. The system under study is presented in

more detail in [42].

An 8190-bit-length IRS was generated at 100 kHz. An av-

eraging over 10 injection periods was applied, and thus, the

total injection time was approximately 0.20 s. The injection

amplitude was set to 0.3 A. The designed IRS was injected

into the output current, which was measured together with the

output voltage. The converter was assumed to operate at an ap-

proximately constant operating point during the injection. Fig. 9

shows samples of perturbed and nonperturbed output voltage in

the time domain, and the power spectra of the measured output

current and voltage.

Fig. 10 shows the computed output impedance of the con-

verter. The impedance was also measured by the conventional

MLBS having the same signal parameters as the IRS, and by

a Venable 3120 network analyzer (reference). The impedance

obtained by the IRS highly accurately follows the reference in

a wide range of frequencies. The measurement inaccuracy with

the MLBS is the justification for the use of the IRS for excitation

and it can be explained by the behavior of the electrolytic ca-

pacitor of the boundary-mode buck–boost converter. The output

impedance of the converter is the impedance of the electrolytic

capacitor with its equivalent series resistance causing a zero at a

few kHz. The capacitor current is approximately a square wave

due to the boundary mode operation. The voltage ripple domi-

nant component changes shape around the zero frequency from

a triangle (capacitive) at low frequencies to a square (resistive)

at higher frequencies. This results in a change in the voltage

harmonic content. This change in harmonic content strongly

Fig. 10. Measured output impedance by using MLBS and IRS injections.

affects the MLBS measurement, but its effect is significantly

reduced for the IRS measurement, as expected, showing the

advantage gained using the IRS.

V. DISCRETE-INTERVAL BINARY SEQUENCE

DIBS is a class of pseudorandom sequences, which is often

referred to as a binary multifrequency signal [57]. The DIBS is

a computer-optimized signal where the goal of the optimization

is to force as much power as possible into the specified har-

monic frequencies without increasing the signal time-domain

amplitude. The frequency resolution is, hence, weakened but

otherwise the DIBS has the same attractive properties of the con-

ventional MLBS. There also exist many optimized broadband

excitations of nonbinary form such as multisine [12]. Compared

to the DIBS the design of multisine is much simpler. However,

the multisine (and other types of nonbinary sequences) consists

of an infinite number of signal levels, resulting in problems

if the input transducer can only generate a small number of

discrete amplitudes. In addition, the multisine usually presents

large peaks on the waveform, and hence the system under test

may easily drift out of its linear operational range. It is possible to

use different optimization algorithms to reduce the peak values

in the signal time-domain waveform but the signal may need to

be redesigned for a different system [46].

The synthesis of the DIBS is well documented [58]. The

technique is based on the iterative minimization of a cost func-

tion. The method eventually produces a binary sequence in

which most of the spectral energy lies at the specified harmonic

frequencies.

Fig. 11 compares the DIBS and the conventional MLBS in

the time and frequency domains. The sequences have the same

time-domain amplitude. The DIBS has 1024 and the MLBS 1023

bits. Both sequences have been generated at 10 kHz, thus having

approximately the same frequency resolution. For the DIBS, 18

harmonic frequencies were specified (linearly over 5 kHz band)

where the energy was to be maximized. For clarity only the

specified harmonics of the DIBS have been shown. As the figure

shows, the energy at the specified harmonics of the DIBS is 4−6

times higher than the energy at the corresponding harmonics of
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Fig. 11. Sample of MLBS and DIBS in the time and frequency domain.

Fig. 12. Conceptual diagram of the measurement system used to measure
control loop gain.

the MLBS even though the signals’ time-domain amplitudes are

the same. The figure also shows that the amplitude spectrum of

the DIBS is clearly nonuniform. This is caused by the design

procedure. It should also be emphasized that the design of DIBS

allows to specify the harmonics arbitrarily. Hence, it is possible

to select the harmonics, for example, logarithmically.

The DIBS was applied to dc power-converter systems for the

first time in [43]. The work considered the online measurement

of a converter loop gain. The loop gain is typically very sensitive

to the variation of the external injection. The main problem

in the measurement process is that certain frequencies require

more injection energy than others in order to obtain accurate

frequency-response estimates. As the spectral energy of the con-

ventional MLBS is divided into a large number of harmonics, the

signal amplitude needs to be often increased to an unnecessarily

high value in order to produce an adequate amount of energy

at specific frequencies. Results in [43] showed that the DIBS

produced a highly accurate estimate of the converter loop gain

whereas the MLBS failed within the given amplitude constraints.

The DIBS was later applied also in ac power distribution systems

in [59] and [58]. In these papers the injection was used for mea-

suring three-phase grid impedance under stiff grid conditions,

which require larger excitation signals.

A. Experiment Example: Applying DIBS

Fig. 12 shows a conceptual measurement setup used for

measuring the loop gain of a flyback-based commercial battery

charger (5.0 Vdc/500 mA). The setup was similar to the pre-

vious experiment examples, but the perturbation was injected

on top of the controller input signal. A loop injection was used

Fig. 13. Power spectra of applied MLBS and DIBS injections (left), and
sample of measured feedback signal (right).

Fig. 14. Measured loop gain by using MLBS and DIBS injections.

and the signals on both sides of injection were measured. The

measurement setup is presented in more detail in [43].

The DIBS was designed by specifying 39 harmonic frequen-

cies from a 4096-bit-length-binary sequence. The harmonics

were selected quasilogarithmically up to 23 kHz, having as

much power as possible with the given injection amplitude. The

injection generation frequency was set to 70 kHz. The signal

amplitude was set to 25 mV, which was approximately 0.5% of

the converter steady-state output voltage. The measurement was

also performed by the conventional MLBS. In order to provide a

fair comparison between the signals, all the measurement param-

eters were approximately identical between the measurements.

Both sequences were separately injected into the feedback

loop in accordance with the setup shown in Fig. 12. In both cases,

the measurements were averaged over five injection periods.

The total injection time of each perturbation was approximately

0.29 s. Fig. 13 shows the power spectra of the designed DIBS

and MLBS injections. The vertical axis has a linear scale and

is scaled such that the MLBS has a maximum power of one.

The DIBS has around 35 times more power in the specified

harmonics (even though the signals’ time-domain amplitudes

are identical). The figure also shows samples of the measured

output signal.

Fig. 14 shows the frequency response of the loop gain obtained

both by the DIBS and MLBS. The loop gain was also measured

by the network analyzer under the same operating conditions



3752 IEEE TRANSACTIONS ON POWER ELECTRONICS, VOL. 36, NO. 4, APRIL 2021

(reference). As the figure shows, the response obtained by the

DIBS highly accurately follows the reference in a wide fre-

quency range. The response obtained by the MLBS suffers from

strong inaccuracy caused by too low injection spectral energy,

especially at high frequencies, where the low-pass nature of the

system causes significant attenuation.

VI. ORTHOGONAL BINARY SEQUENCES

Most dc power distribution systems are multiple-input-

multiple-output (MIMO) systems. They have more than one

input and output, and, most often, the inputs and outputs are cross

coupled and cannot be approximated as multiple single-input-

single-output systems. Good examples are the multiconverter

systems often found in on-board ship applications [2]. In such

systems, multiple converters are connected to the same dc bus,

thus creating a complex interconnected system. Consequently,

a number of issues related to stability and power quality arise

due to interactions among the subsystems.

Frequency responses of MIMO systems are conventionally

measured by applying the superposition theorem; a broadband

excitation is injected to each system input one at a time, the

responses are measured at all outputs in turn, and (1) is applied

to each input and output signal combination. A highly accept-

able alternative to analyze MIMO systems is to apply OBS. In

the method, several orthogonal injections are simultaneously

injected (e.g., by the existing converters in a multiconverter

system). As the injections are orthogonal, i.e., they have energy

at different frequencies, several frequency responses can be

measured at the same time within one measurement cycle. The

technique has several considerable advantages over the methods

using sequential perturbation of the individual converters. This

approach not only saves overall experimentation time, because

the system has to be allowed to settle to a dynamic steady state

only once, but also ensures that each frequency response is

measured under the same system operating conditions, which

may not be the case if sequential perturbations are applied.

Previous studies have widely examined the synthesis of or-

thogonal injection sequences applicable to MIMO systems [46],

[47]. Two approaches for generating such sequences are com-

monly used. The first one applies shifted versions of the same

signal to excite the various inputs, and separates their effects

using cross-correlation techniques [60]. The other approach ap-

plies Hadamard modulation to obtain uncorrelated injections so

that the effects of different inputs are decoupled [46]. The latter

technique reduces the overall measurement time compared to

the first approach, and also guarantees that the system operating

conditions are not changed between the measurements. Using

this technique, a set of orthogonal excitation sequences are

obtained as follows [47]:

1) Generate a conventional MLBS by using a shift-register

circuitry with feedback.

2) The second signal is obtained by forming an IRS from the

MLBS; i.e., by adding, modulo 2, the sequence 0 1 0 1 0

1... to the first sequence.

3) The third sequence is obtained by adding, modulo 2, the

sequence 0 0 1 1 0 0 1 1... to the original MLBS.

Fig. 15. Samples of three orthogonal sequences in the time and frequency
domain.

4) The fourth sequence is obtained by adding, modulo 2, the

sequence 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1... to the original

MLBS, and so on.

Fig. 15 shows samples of three OBS in the time and frequency

domain obtained by the presented method. The first sequence is

produced by a 6-bit-length shift register. All of the sequences are

generated at 10 kHz. The energy values are scaled to facilitate

the illustration. The three signals have nonzero energy only at

different frequencies, i.e., if one signal has nonzero energy at

a certain frequency, the other two signals have zero energy at

that frequency. The energies of all sequences drop to zero at the

generation frequency and its harmonics.

Roinila et al. [61] applied the OBS to switched-mode power

supplies for the first time. A commercial high-frequency current-

mode buck converter was considered, and four transfer functions

(input and output impedances, forward transfer function, and

reverse transfer function) were simultaneously measured. The

work presented design steps to obtain appropriate orthogonal

sequences, and proposed an implementation setup.

Similar methods were recently applied in [44] and [45]. These

works considered multiconverter dc power distribution systems.

Such systems have multiple source and load converters con-

nected to a common bus. Each of these interconnected converters

typically has a high-bandwidth feedback control. Converters that

are standalone stable may exhibit a different dynamic behav-

ior when interconnected and the small-signal stability may be

compromised. The stability of such multiconverter systems can

be analyzed by measuring the bus impedance, which requires

measuring the input or output impedances from each converter

in the system. These works applied orthogonal sequences, and

presented methods to simultaneously measure all the frequency

responses from single converters required for defining the com-

plete system stability.

In conclusion, the OBS method can be applied whenever

multiple measurements on a system are needed. An example is

the procedure for the measurements of unterminated converter

models proposed in [62], which requires both input and output

side perturbations.

A. Experiment Example: Applying Orthogonal Sequences

The dc power distribution system depicted in Fig. 16 was

constructed in the laboratory using custom designed IGBT-based

switching converters. The system consists of a source buck
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TABLE II
MAIN PROPERTIES OF PSEUDORANDOM BINARY PERTURBATIONS

Fig. 16. Conceptual diagram of the measurement system.

converter supplying a voltage source inverter feeding a resis-

tive load; both converters switch at 20 kHz and operate under

feedback control using an inner current loop and outer voltage

loop PI control strategy.

Two OBS were designed and added to the controller refer-

ences. The first sequence had 4095 bits, and the second 8190 bits.

Each sequence was generated at 20 kHz. The injection ampli-

tudes were selected such that the measured bus voltage and

converter currents did not deviate from their nominal values by

more than 5%. This required a 10% injection signal amplitude.

The first sequence was injected with 10 periods and the second

sequence with 5 periods. Therefore, the total injection time

was approximately 2 s. The resulting bus voltage and converter

currents were measured; after this, (1) was applied. The bus

impedance was then computed using the method presented in

[45].

Fig. 17 shows a sample of the measured bus voltage with and

without the injection. The voltage during the injection deviates

from the nominal voltage value only by approximately 5% and,

therefore, the system operates well within the defined limits.

Fig. 17. Power spectra of applied orthogonal injections (left), and sample of
measured bus voltage (right).

Fig. 18. Measured load and source impedance by using two orthogonal
sequences.

Fig. 18 shows the measured input and output impedance.

As the figure shows, the impedances are correctly obtained

over a wide frequency range (during a single measurement

cycle) and match the references quite well. The references
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were obtained using single MLBS injections, i.e., the converter

impedances were separately measured using the conventional

MLBS method. The measured bandwidth in this example is only

a few kHz. The measured impedance curves are eventually used

to obtain the system bus impedance, which, in turn, is used for

controller design. The controller desired bandwidth is only few

kHz, and therefore, there is no need for measurements at higher

frequencies.

VII. DISCUSSION AND CONCLUSION

Broadband methods have become popular in small-signal

stability analysis and control of dc power distribution systems.

The methods make it possible to rapidly analyze the system

in realtime, allowing system monitoring, and fast response to

system variations through, for example, adaptive controllers.

This article has reviewed binary-broadband-perturbation

methods applied in small-signal analysis of dc power distribution

systems. It is emphasized, however, that there exist several

broadband methods other that the methods based on pseudo-

random sequences. The main reason for considering only the

pseudorandom sequences in this article is that such sequences

have properties that make them particularly useful for power-

electronics applications. First, as the sequences are binary, they

are very easy to implement even with a low-cost application

system whose output can only generate a small number of signal

levels. Therefore, it is possible to utilize existing power convert-

ers and sensors in a system to perform the small-signal analysis,

rather than adding specialized equipment with associated extra

cost and extra size and weight. This is obviously not the case for

example with sinusoidal sequences, which have infinite number

of signal levels. Second, the binary sequences have the lowest

possible peak factor, which means that the signal energy is very

high in relation to the signal time-domain amplitude. This is

particularly useful when analyzing systems that are sensitive

to varying external signals. Third, the sequences considered

in this article are all periodic signals so the signal analysis

and post processing are much less complicated compared to

aperiodic signals. Fourth, the spectral-energy distribution of the

pseudorandom sequences is largely controllable, which makes

the methods well scalable to different applications.

A number of broadband perturbations other than pseudoran-

dom binary sequences have partially similar advantages but the

combination of advantages that the PRBS-type sequences have is

exceptional. For example, compared to the PRBS, a step input is

easier to generate but the sequence has very weak and uncontrol-

lable spectral-energy content. The same applies for impulse-type

perturbation. On the other hand, perturbations based on sinu-

soidal sequences (such as sum of sinusoids) provide the highest

possible spectral controllability and signal-to-noise ratio, but

these types of sequences are difficult to implement and they

often present large peaks in their time-domain waveforms.

This article considered four different classes of pseudorandom

binary signals: MLBS, IRS, DIBS, and OBS. The MLBS is

the most popular binary sequence used in dc power conversion

systems. The sequence can be easily generated by a shift-register

feedback circuit. The MLBS has a partially controllable spec-

tral energy distribution, and provides an approximately smooth

energy content up to one third of the signal generation frequency.

An assumption made while using the MLBS is that the process

under consideration is linear. However, power converters suffer

from various nonlinearities such as switching and quantization

effects. Thus, the MLBS may produce inaccurate measurement

of the converter linear dynamics. For systems with strong nonlin-

earities, the IRS provides a better alternative for performing the

small-signal measurement. The IRS is generated by considering

two periods of the MLBS and toggling every other digit of the

two-period sequence. The IRS suppresses the most dominant

nonlinearities from the system output, providing more accurate

approximation of the system linear part. The IRS has the same

attractive properties as the MLBS but the use of the IRS doubles

the measurement time and reduces frequency resolution.

The MLBS and IRS have two potential drawbacks. In both

sequences the signal energy is distributed over many harmonic

frequencies. In small-signal analysis of systems requiring a very

high SNR, either the injection amplitude has to be increased, or

more periods of injection together with an averaging process

have to be used. Both methods may become difficult in practice;

increasing the amplitude may drift the system out of its linear

region, whereas increasing the number of periods requires more

computing power and memory storage. For these measurements,

the DIBS provides an efficient method to perform the small-

signal measurement. The DIBS is a computer-optimized signal,

where the goal of the optimization is to force as much power as

possible into specified harmonic frequencies without increasing

the signal time-domain amplitude. The energy at the specified

harmonic frequencies can be increased to tens of times higher

value compared to the corresponding harmonic frequencies of

the MLBS.

OBS have been applied to MIMO systems. Often, the com-

plete stability analysis of such systems requires the measurement

of several (coupled) small-signal models. As the orthogonal

sequences have energy at different frequencies, several fre-

quency responses can be measured at the same time within

one measurement cycle. This approach not only saves overall

experimentation time, because the system has to be allowed to

settle to a dynamic steady state only once, but also ensures that

each frequency response is measured under the same system

operating conditions, which may not be the case if sequen-

tial perturbations are applied. It is emphasized, however, that

possible nonlinearities should be carefully considered when

applying the orthogonal sequences. As most converter systems

are nonlinear, injecting a signal with a given frequency will

generate energy at multiple additional frequencies in response to

it. By injecting multiple frequencies at the same time, although

the input sequences are orthogonal and do not overlap on their

spectral content, the responses of the subsystems may overlap

due to their nonlinearity. Therefore, if the system under test

shows strong nonlinearities, the measured responses may be

strongly distorted.

Table II summarizes the main properties of the pseudorandom

binary sequences considered in this article.
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