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Abstract—This paper presents a frequency-selective RF vector
predistortion linearization system for RF multicarrier power am-
plifiers (PAs) affected by strong differential memory effects. Differ-
ential memory effects can be revealed in two-tone experiment by the
divergence for increasing tone-spacing of the vector Volterra coeffi-
cients associated with the lower and upper intermodulations tones.
Using large-signal vector measurement with a large-singal network
analyzer, a class-AB LDMOS RF PA is demonstrated to exhibit a
strong differential memory effect for modulation bandwidth above
0.3 MHz. New frequency-selective RF and baseband predistortion
linearization algorithms are proposed to separately address the lin-
earization requirements of the interband and inband intermodula-
tion products of both the lower and upper sidebands. Theoretical
verification of the algorithms are demonstrated with MATLAB simu-
lations using a Volterra/Wiener PA model with memory effects. The
baseband linearizationalgorithmisnext implemented inafield-pro-
grammable gate array and experimentally investigated for the lin-
earization of the class-AB LDMOS PA for two carrier wideband
code-division multiple-access signals. The ability of the algorithm
to selectively linearize the two interband and four inband intermod-
ulation products is demonstrated. Adjacent channel leakage ratio
of up to 45 dBc for inband and interband are demonstrated exper-
imentally at twice the typical fractional bandwidth.

Index Terms—Large-signal network analyzer (LSNA), lin-
earization, memory effects, power amplifiers (PAs), predistortion,
Volterra series.

I. INTRODUCTION

O
NE OF the most challenging issues in designing RF

power amplifiers (PAs) is the linearity requirement. The

spurious emissions from nonlinear RF PAs are spread out over
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neighbor channels. As more complex modulation techniques

such as wideband code division multiple access (WCDMA) or

orthogonal frequency-division multiplexing (OFDM) and wider

signal bandwidth are used, higher peak-to-average power ratios

(PAPRs) (e.g., 4.5 dB for handset and 12 dB for basestation in

WCDMA) result, imposing stronger linearity requirements on

RF PAs. Memory effects also become significant in high-ef-

ficiency PAs operating with wideband signals and need to

be taken into account for their linearization. Memory effects

can be classified into two main types: slow memory effects

and fast memory effects [1], [2]. Slow memory effects, which

encompass temperature effects [3], traps, and aging are usually

observed for bandwidth below 1 MHz, whereas fast memory

effects, which typically originate from the intrinsic transistor,

as well as matching and bias networks are usually observed

above 1 MHz [2].

The most performant broadband linearization systems have

usually been based upon the feedforward technique [4]. How-

ever, RF and baseband predistortion linearization techniques

have become an attractive solution owing to their reduced cost

and complexity. For multicarrier PA applications, an effort has

been placed to increase the bandwidth of predistortion lineariza-

tion to combat fast memory effects. A direct approach relying

on an RF predistortion algorithm with instantaneous adaptive

feedback [5] has demonstrated improved performance. How-

ever, RF predistortion with instantaneous feedback remains lim-

ited by the computational speed of the digital signal processing

(DSP) controller, and RF predistortion is affected, in general, by

the timing mismatch between the input and predistortion signals

of the vector modulator. On the other hand, model-based base-

band predistortion algorithms, such as the frequency-selective

algorithm presented here, do not require any such synchroniza-

tion and can be designed to linearize RF PAs with fast memory

effects while reserving narrowband adaptive feedback to slow

memory effects.

The development of broadband predistorters is now facili-

tated by the availability of a variety of behavioral models of PAs

(for a review, see [3] and [6]) accounting for memory effects. To

address fast memory effects in PAs in a practical and efficient

fashion, memory polynomials were introduced in baseband pre-

distortion and demonstrated experimentally to improve the lin-

earization bandwidth [7], [8]. A broadband baseband lineariza-

tion implementation with memory polynomials combined with

narrowband adaptive feedback was then demonstrated using a

genetic adaptive algorithm [9].

In this paper, we present an alternative baseband predistortion

approach, which divides the modulation bandwidth in several

bands, effectively assuming that the frequency dependence of

0018-9480/$25.00 © 2007 IEEE
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the PA nonlinearities is piecewise quasi-memoryless. Unlike a

frequency-selective algorithm we previously reported [10], the

new theoretically based model presented here is developed from

a third Volterra PA model and has the capacity of differentiating

between six types of inband and interband third-order intermod-

ulation distortion (IMD3) processes instead of just the lower

sideband (LSB) and upper sideband (USB).

This paper is organized as follows. First we will present in

Section II the simple third-order Volterra PA model used for

introducing differential memory effects. We will then experi-

mentally characterize in Section III the differential memory ef-

fects taking place in the PA to be linearized. For this purpose,

a large-signal network analyzer (LSNA) will be used to mea-

sure the power-dependent generalized third-order Volterra co-

efficients for a class-AB RF PA. Having demonstrated the large

asymmetry between the LSB and USB generated by the nonlin-

earities, we will propose in Section IV a two-band frequency-se-

lective RF predistortion algorithm, which can independently re-

duce four unwanted intermodulation bands generated by the PA

for two-carrier WCDMA signals. In Section V, we will describe

the baseband implementation of the frequency-selective pre-

distortion linearization and present MATLAB simulation results

for an amplifier with differential memory. In Section VI, we

will present the field-programmable gate array (FPGA) test-bed

and discuss the algorithms used for the experimental investi-

gation. Using this digital test-bed, we will then experimentally

demonstrate, in Section VII, the capability of the proposed fre-

quency-selective vector predistortion (VPD) linearization to lin-

earize the RF PA, which exhibits differential memory, as tested

in Section III. Finally, in conclusion, we will summarize the re-

sults obtained and benchmark them.

II. VOLTERRA/WIENER REPRESENTATION

The most rigorous theory for including memory effects in

not-strongly nonlinear systems is Volterra formalism [11]–[13].

In that formalism, the system is described by Volterra kernels

of various orders. For example, a third-order kernel for a single-

input single-output (SISO) system is of the form

A simpler picture emerges for Volterra series with periodic sig-

nals when we switch to the frequency domain. Let us assume

initially the nonlinearities of the amplifier to be well represented

by a third-order Volterra system. When a two-tone excitation

and of frequency and , respectively, is ap-

plied at port 1, the output at port 2 of the amplifier can be

verified to be of the following form (see Fig. 1):

(1)

(2)

(3)

(4)

Fig. 1. Third-order intermodulation for two-tone excitation.

The output features the two desired tones plus two intermod-

ulation tones at and . The complex co-

efficients , , , , , , , and

, which are calculated from the third Volterra series can

be measured using an LSNA. For a memoryless PA with

, we have ,

, and .

The Volterra series has been extended to larger input power

for stochastic input signals with constant average power levels

by Wiener [12]. For larger deterministic input signals, one can

also generalize the Volterra formalism by making the coeffi-

cients introduced above power dependent.

III. NONLINEAR PA CHARACTERIZATION WITH LSNA

The nonlinear characterization of the PA can be performed

using an LSNA, as shown in Figs. 2–4. With an LSNA, we can

measure the amplitude and phase of the incident and the trans-

mitted periodically modulated waves at the fundamental and

harmonics [14]. In this measurement, the vector source gener-

ator (ESG 4438C) is synchronized with the LSNA 10-MHz ref-

erence clock.

In this study, the LSNA is used to characterize the third-order

intermodulation response of a class-AB LDMOSFET 10-W PA

at 895 MHz for two-tone excitation [10]. The data acquisition

is performed under Labwindows control. The LSNA is used to

measure both the amplitude and phase of the two-tone RF exci-

tation and incident on port 1, as well as the am-

plitude and phase of the transmitted intermodulation RF signals

, , , and transmitted to

port 2. Using these intermodulation signals, we calculated next

the generalized Volterra/Wiener coefficients and de-

fined in (5) and (6) as follows:

(5)

(6)

with and assuming .

Note that these coefficients are found to be reproducible

measurement after measurement [10]. In the limit of small

, these coefficients reduce to the usual power-independent

Volterra coefficients.

The amplitude and phase of these coefficients are plotted

in Fig. 2, respectively, as a function of tone spacing and

input power from 4 to 6 dBm. As

shown in Fig. 2, the variation of and as a function
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Fig. 2. Comparison of amplitude and phase ofH andH versus the tone spacing ! for different power levels (�4–6 dBm) (data from [10]).

Fig. 3. Difference between H and H versus ! = ! � ! reveals a strong differential memory effect above 1 MHz (data from [10]).

of tone spacing reveals the presence of memory effects

(frequency dependent nonlinearity) in the PA. Above 0.3 MHz,

the differences in amplitude and phase plotted in Fig. 3 increase

rapidly with tone spacing. This is to be referred to as differential

memory. These generalized Volterra/Wiener coefficients indi-

cate that memoryless linearization techniques will not perform
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Fig. 4. Large-signal test-bed used for nonlinear characterization.

Fig. 5. Scalar RF predistortion.

optimally for this PA for bandwidths above 0.3 MHz [10]. Note

that the power dependence originates from the contribution of

higher order nonlinearities (fifth, seventh, etc. orders) in the PA.

The applicability of this generalized Volterra/Wiener model,

which is adopted for the remainder of this paper, will be further

validated for the PA considered by the ultimate linearization

achieved.

IV. RF VPD

A conventional predistortion linearization system with third-

order scalar compensation is shown in Fig. 5.

The ideal in-phase and quadrature (IQ) modulator used in this

predistortion system is shown in Fig. 6. The waveforms

and calculated from the signal envelope are injected

at the I and Q baseband inputs of the IQ modulator. Consider

a two-tone excitation at port 1 of the

modulator

(7)

where are the Fourier coefficient weights

The envelope obtained by low-pass filtering can

be expanded in terms of inband and interband

components

Fig. 6. Ideal IQ modulator used in RF predistortion.

with . The RF scalar predistortion (SPD) topology

shown in Fig. 5 is not capable of addressing independently the

inband and interband distortions. Note that using higher order

terms and in and , respectively, can

only bring a valid third-order correction at a single power level

at a time. To allow for the additional degrees of freedom required

for piecewise quasi-memoryless PAs, we shall introduce the RF

VPD topology shown in Fig. 7.

Let us first consider the interband linearization block, which

relies solely on the interband envelope . For added gen-

erality, we allow and to be complex coefficients (phase

shifting of ). The excitations and are

then generalized to

with and , the phasor associated with

the interband envelope of the two-tone excitation. The

output of the modulator is then

where denotes the Hilbert of .

The inband signal at the output of the IQ modulator is then

(8)

(9)

Similarly, the IMD3 at the output of the IQ modulator is

(10)

(11)

Next the IMD3 correction signals and

generated by the IQ modulator and amplified

by the amplifier are superposed at the output of the PA with the

IMD3 terms generated by the PA so that they cancel as follows:

(12)
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Fig. 7. RF VPD implementation for two bands featuring the LSB and USB inband stages followed by the interband stage.

(13)

Retaining only the leading terms in (8) and (9), the following

products can be evaluated:

(14)

(15)

Substituting (14), (15), (10), and (11) into (12) and (13) we ob-

tain the following systems of equations:

This linear system is easily solved for and as follows:

and

In general, the coefficients and are complex numbers. This

implies that the baseband envelope signal sent to the port 3I and

3Q of the IQ modulator must not only be scaled, but also phase

shifted. This is referred in this paper as VPD linearization.

For a quasi-memoryless PA, the following identity holds:

It results that we have , and the and coeffi-

cients are simply given for quasi-memoryless PA by

Note that and are now both real. No phase shift is re-

quired and the conventional SPD linearization is sufficient for

such quasi-memoryless PAs.

The above linearization applies only to the cancellation of the

interband terms of (1) and (4) generated by the PA, which cor-

rupt adjacent bands. Let us consider now the cancellation of the

inband terms (2) and (3) generated by the PA, which degrades

the error vector measurement (EVM).

First let us define the , , , and control signals on

the inband modulators

where we introduced and ,

the LSB and USB components of the inband envelope

. The outputs of the inband modula-

tors for the two-tone input are

We now need to calculate the required and

control coefficients. We start from the output signal

of the PA at port 2 as follows:
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In the above equations, , the PA input, is the output

signal from the interband modulator, which is expressed in the

frequency domain using (8) and (9) as

Note that care was taken to include the parasitic inband com-

ponent introduced by the interband modulator. The and

signals are themselves the output of the inband modulator

and expressed in the frequency domain by

We can now evaluate the control coefficients required for the

cancellation of the leading inband distortion generated by the PA

and the interband modulator to yield the PA output

and

It is to be noted that the inband linearization is affected by

the interband linearization and it is necessary to first obtain the

interband linearization coefficients and to implement the

final inband linearization.

V. BASEBAND VPD

The derivation given above was conducted for simplicity as-

suming a two-tone excitation. In practice, the RF carrier is dig-

itally modulated. The two-tone analysis is applicable to a two-

carrier system where and are the center frequency. Con-

sider the simplest case where each of the modulated carriers can

be represented with two tones per band, as shown in Fig. 8. Four

tones (plain lines) are, therefore, injected at the input of the PA

and 16 tones are observed at the output. This four-tone excita-

tion permits us to clearly distinguish the interband and inband

intermodulation distortions generated by the various , ,

, , , and coefficients. In the previous

derivation, we focused on an RF implementation of VPD. Here,

we will present a baseband implementation. For this purpose,

we shall recast the VPD theory in terms of the and

signal representation.

Baseband predistortion is implemented by directly predis-

torting the and signals. For example, in the baseband im-

plementation, the analog IQ modulator in Fig. 6,

Fig. 8. Inband and interband third-order intermodulation in two-band model.

is effectively replaced by a matrix multiplication of the form

using

For example, for the two-tone excitation of (7), we have

and

with

In the RF VPD, we introduced a dc block in the calculation

of the interband envelope . The dc components, which

contains important data, were used in the inband intermodula-

tion linearization. This frequency-domain manipulation is one

of the requirements for the implementation of frequency-selec-

tive predistortion accounting for differential memory effect. Al-

ternatively, in the baseband implementation, we will effectively

separate the incoming frequency spectrum in terms of the LSB

( ) and the USB ( ) with being the carrier.

To perform this two-band filtering, the easiest is to partition

the input and in terms of their USB and LSB components

as follows:

Note that we use the notation to denote the

Hilbert of . One can readily verify that , , , and

are obtained from and and their Hilbert using

The pair and generates the USB ( ) and the pair

and generates the LSB ( ). We can evaluate the

envelope in terms of this two-band IQ representation
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Fig. 9. Baseband VPD implementation for two bands featuring the LSB and USB inband stages followed by the interband stage.

where and are interband and inband envelope

components defined as

For a two-tone excitation, one can verify that and

are the dc and ac components, respectively, of the envelope.

When dealing with general multitone signals, they define the

time-dependent envelopes needed, respectively, to correct for

the inband and interband intermodulation distortions, as shown

in Fig. 8.

The terms are used to first linearize the LSB and

and the USB and using the , , , and

coefficients

The resulting , , , and after the digital IQ modulator

are

The output of the inband predistortion linearization is then ob-

tained by reconstituting and

This inband algorithm is schematically represented in Fig. 9.

Next we need to calculate the interband intermodulation cor-

rection. In the Volterra theory, this correction is added to the

inband intermodulation correction we have just calculated. It

can be verified both experimentally and in simulations that it

is preferable to proceed with the interband intermodulation cor-

rection using the interband envelope calculated using

and instead of and since they have already been up-

dated by the inband correction.

The interband digital modulator is fed the cross product terms

of the signal envelope

where, according to the above discussion, we define

The output IQ is then obtained from the digital modulator

The calculation of and requires the availability of

the Hilbert of to perform the phase shift associated with

and (see Section IV). One can verify that the following

algebraic formula provides an exact evaluation of the Hilbert for

multitone baseband excitations:

Note that the calculation of Hilbert transforms is costly and

the proposed third-order algorithm presented above (and also

its fifth-order extension) only requires the Hilbert transforms of

and since the remaining Hilbert transforms needed are all

calculated from simple algebraic expressions.

To verify our VPD algorithm in the time domain, a Volterra

model of RF PAs was implemented in MATLAB. The USB in-

termodulation of the RF PA model was phase shifted in the

third Volterra Kernels to implement differential memory effects.

The results are plotted in Figs. 10 and 11 for two- and ten-

tone excitations, respectively. The results represented by the

symbol correspond to the case where interband corrections

( and ) are applied sequentially (serial connection) after

the inband corrections ( , , , ). The results
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Fig. 10. Comparison of inband and interband VPD linearization in a RF PA
with memory effects: two-tone case.

Fig. 11. Comparison of inband and interband VPD linearization in a RF PA
with memory effects: ten-tone case.

represented by the symbol correspond to the case where the

inband and interband linearizations are performed in parallel.

The results represented by the symbol correspond to inband

linearization only and the symbol to interband linearization

only. As mentioned, the serial connection of the inband and in-

terband linearization is slightly more effective in linearizing the

Volterra model of an RF PA with differential memory effects.

For the two-tone case, approximately 45-dB reduction of both

inband and interband distortion is obtained in Fig. 10. On the

other hand, for the ten-tone case, shown in Fig. 11, the inband

and interband intermodulations are reduced by approximately

25 dB.

VI. FPGA IMPLEMENTATION OF FREQUENCY-SELECTIVE

PREDISTORTION ALGORITHM

The linearization algorithm was implemented with an FPGA.

The FPGA test-bed used is shown in Fig. 12. The PA block is

an 895-MHz 10-W class-AB LDMOS RF ampliifer [2], [10]

Fig. 12. Digital test-bed for baseband VPD.

Fig. 13. 10-W class-AB RF PA operating at 895 MHz.

Fig. 14. Frequency-dependent amplitude of Hilbert transformation.

shown in Fig. 13. This digital test-bed is based on an Altera DSP

board (EP1S25). This development board includes two in-board

A/D and D/A converters. The two A/D converters are 12 bits and

the 2 D/A converters are 14 bits. The system clock (100 MHz) is

distributed via synchronized and delayed clocks to the A/D and

D/A converters in the DSP board. Two-stage analog boards were

developed for the adaptation of the signals between the DSP

board and IQ modulator. The first stage increases the voltage
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Fig. 15. Four-band frequency-selective: (a) USB interband, (b) USB inband and interband, (c) LSB interband, and (d) LSB inband and interband vectorial pre-
distortion-linearization of a two-carrier WCDMA signal for a PA with differential memory.

level of the signals coming from the D/A converters and pro-

vides dc offset controls to manually adjust the LO leakage in

the IQ modulator. The second stage analog board, which in-

cludes additional controls for the gain and differential dc offset,

changes the mode of the IQ signals from single to complemen-

tary outputs to drive the differential IQ modulator.

In addition to the manual dc offset and gain controls imple-

mented in the analog boards, several software blocks were in-

troduced in the FPGA test-bed to control directly from Labwin-

dows the dc offset (local oscillator (LO) leakage rejection) and

the gain and phase correction required to compensate for the IQ

imbalance of the IQ modulator. The methodology used for the

IQ balancing has been reported in [15].

The two-band predistortion algorithm relies on two Hilbert

transformations for the phase shifting of the I and Q signals and

calculating the various envelopes and their Hilberts.

The digital implementation of the Hilbert transformation ex-

hibits a number of limitation. This is revealed by inspecting the

amplitude (Fig. 14) in the frequency domain of the Hilbert of a

cosine input waveform for various conditions: number of taps

16–256 and Hamming window. While the phase (not shown)

can be verified to be constant (90 ) (no phase error), the ampli-

tude is observed to vary as the modulation frequency is varied.

The Hilbert algorithm used was implemented with 64 taps and

a Hamming window to smooth the frequency response up to

10 MHz.

VII. PREDISTORTION LINEARIZATION RESULTS

The performance of the proposed linearization algorithm was

investigated using wideband signals (multitones and WCDMA

signals) either generated using a vector source generator

(ESG4438C) or directly synthesized from a lookup table (LUT)

in the FPGA.

Frequency-selective balancing of the IQ modulator for the

two inband band and the two intermodulation bands was per-

formed before proceeding with the linearization. IQ balancing

of 50 and 45 dBc at the fundamental and third interband fre-

quencies was achieved, respectively.
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Fig. 16. (a) Nonlinearized spectrum and (b) joint inband and interband LSB and USB frequency-selective predistortion linearization of a two-carrier WCDMA
signal in a PA with differential memory.

TABLE I
COMPARISON WITH OTHER PUBLISHED STUDIES

Figs. 15 and 16 show the frequency-selective linearization

of a two-carrier WCDMA signal for a 10-W LDMOS PA with

14-dB gain for 34.8-dBm (3 W) output power. The vertical scale

is 5 dB per division and the horizontal scale is 15 MHz per di-

vision for a total span of 60 MHz. Each WCDMA band has

a 5-MHz bandwidth. The center of both bands is separated by

15 MHz. As indicated in Fig. 16(a), each band is immediately

flanked on both sides by spectral regrowth bands of approxi-

mately 5-MHz bandwidth, each originating from the interaction

of each band with itself via and and the adjacent

band via and . In addition, both bands interfere to-

gether due to the terms and and generate two inter-

modulation bands at 22.5 and 22.5 MHz relative to the LO

(center tone).

The ability of the frequency-selective predistortion lin-

earization algorithm to reduce the spectral interband regrowth

of either the LSB only or the USB only is demonstrated in

Fig. 15(a) and (c). Further, as shown in Fig. 15(b) and (d), not

only the intermodulation bands at 22.5 or 22.5 MHz can

be reduced, but also the inband spectral regrowth surrounding

the original band themselves. The proposed differential algo-

rithm can separately address six types of inband and interband

spectral regrowth in the LSB and USB.

Finally, Fig. 16(b) shows the combined reduction of the

inband and interband spectral regrowth on both sides of the

LO. These results demonstrate the capability of this algorithm

to linearize a PA exhibiting differential memory effects. Note

that the nonlinearities that extend over 50-MHz bandwidth are

reduced here by using real-time processing with no feedback

loop required. The implementation of an adaptive algorithm

for slow time variation should also be greatly facilitated by the

frequency-selective nature of the linearization.

VIII. CONCLUSION

In this paper, third-order nonlinear system coefficients

characterizing an LDMOSFET PA were extracted directly

from LSNA measurements. These measurements revealed the

presence of strong differential memory effects between the

USB and LSB above 0.3 MHz. We proposed a novel predistor-

tion algorithm, which accounts for asymmetry in nonlinearity

between the LSB and USB. That algorithm relies on six param-

eters to independently address the third-order distortion while

accounting for the differential memory effects of the RF PA.

Independent control of the LSB and USB spectral regrowth

was then demonstrated for two-carrier WCDMA signals for an

overall 45 dBc of ACPR. The extension of this theory to the

linearization of fifth-order distortion has been demonstrated

for multisine and will be reported elsewhere. As is shown in

Table I, the worst case adjacent channel power ratio (ACPR)

performance obtained compares well with other studies [7],

[16]–[18], which reported experimental results for multicarrier

PAs using the analog (A) or digital (D), baseband (B) or RF

(RF) predistortion (PD) linearization methods. Also included

for reference is the fractional bandwidth ( ). Note that the

frequency-selective algorithm is demonstrated here with more

than twice the fractional bandwidth of these previous studies.

Finally note that the present frequency-selective topology could

be combined with other linearization techniques (e.g., memory

polynomials [7], [8] ) for further improved performance.

The extension from two-carrier to multicarrier PAs can pro-

ceed by further dividing the bandwidth in additional bands [19]

and applying the present algorithm to each individual pair of

bands. An adaptive algorithm then becomes desirable to auto-

matically calibrate the linearization [9], [20]. The implemen-

tation of such a calibration will be facilitated by the fact that

each complex linearization coefficient can be extracted indepen-

dently as verified in this study for two bands.
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