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Abstract— This paper proposes an accurate and time-efficient
technique for frequency synchronization of multiple-input
multiple-output (MIMO) orthogonal frequency division multi-
plexing (OFDM) systems. The technique uses a preamble and
is thus especially suitable for burst mode communication. The
preamble consists of training sequences simultaneously trans-
mitted from the various transmit antennas. From analysis, it is
shown that the accuracy of frequency synchronization is close to
the Cramér-Rao lower bound and increases for increasing rms
delay spreads and number of receive antennas. Furthermore,
application of the proposed algorithm in MIMO OFDM wireless
local-area-network (WLAN) systems leads to a BER that is only
slightly higher than that of a perfectly synchronized system,
making it highly applicable.

I. INTRODUCTION

The main reasons why orthogonal frequency division mul-
tiplexing (OFDM) was adopted in the wireless local-area-
network (WLAN) standards IEEE 802.11a [1] and g [2] are
its high spectral efficiency and ability to deal with frequency
selective fading and narrowband interference. The combination
of OFDM with spectral efficient multiple antenna techniques,
also know as multiple-input multiple-output (MIMO) [3],
opens the door to high data-rate wireless communication [4].
The indoor deployment of WLANs makes MIMO OFDM
a strong candidate for high throughput extensions of cur-
rent WLAN standards, since the throughput enhancement of
MIMO is especially high in richly-scattered scenarios of which
indoor environments are typical examples.

Similar to a single-input single-output (SISO) OFDM sys-
tem, a multi-antenna OFDM system is very sensitive to
carrier frequency offset (CFO), which introduces inter-carrier-
interference (ICI) [5], [6]. Accurate frequency synchronization
is thus essential for reliable reception of the transmitted data.
Various carrier synchronization schemes have been proposed
for SISO OFDM systems. Some schemes rely on pilot or
preamble data [6]–[8] and some use the inherent structure of
the OFDM symbol in either frequency [9] or time domain [10].
For multiple antenna OFDM data-aided schemes are proposed
for receiver diversity and MIMO in [11] and [12], respectively.
A blind method for receiver diversity combined with OFDM
is proposed in [13].

This paper elaborates on ideas from [11] and [12] resulting
in a data-aided frequency synchronization approach for MIMO
OFDM systems. In addition to [12], we analytically show the
tradeoff between estimation accuracy on the one hand and
preamble length and number of antennas on the other hand,
which is facilitated by the design of a scalable preamble.
Furthermore, we more extensively explore the performance
gains in multipath environments by means of simulations.
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Fig. 1. MIMO OFDM system model with frequency synchronization.

The layout of the paper is as follows. In Section II the
MIMO OFDM signal model is defined and the influence
of CFO is shown. Section III introduces the preamble and
frequency synchronization algorithm. The performance is eval-
uated analytically and numerically in Section IV and Section
V, respectively. Finally, conclusions are drawn in Section VI.

II. MIMO OFDM SIGNAL MODEL

Suppose that a communication system consists of Nt

transmit (TX) and Nr receive (RX) antennas, denoted as a
Nt × Nr system. Figure 1 depicts such a system. Let us
define the a-th MIMO OFDM vector to be transmitted as
ŝ(a) = vec (s(0, a), s(1, a), . . . , s(Nc − 1, a)), where s(n, a)
denotes the Nt × 1 frequency domain MIMO transmit
vector for the n-th subcarrier and Nc represents the number
of subcarriers. This vector is transformed to the time domain
using the inverse discrete Fourier transform (IDFT)

û(a) =
(
F−1 ⊗ INt

)
ŝ(a) , (1)

where ⊗ denotes the Kronecker Product, F is the Nc × Nc

Fourier matrix, of which the (i, k)-th element equals
exp(−j2π ik

Nc
), and IN represents the N × N dimensional

identity matrix. A cyclic prefix (CP) is added to the signal
û(a) by multiplication with matrix Θ, which adds the last
NtNg elements of û(a) on top of û(a). We assume here
that the CP is longer than the channel impulse response
(CIR), avoiding inter-symbol-interference (ISI). It is assumed
that the average total TX power P is divided among
the TX antennas such that σ2

u = P/Nt. The signal is
then upconverted to radio frequency centered at fTX

LO and
transmitted through the quasi-static multipath channel C. The
average channel or propagation attenuation is assumed to be
σ2

c = 1. At the RX the signal is down converted to baseband
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with the local oscillator centered at fRX
LO , where the a-th

received NcNr × 1 time domain symbol is given by r̂(a) =
vec (r(a · (Nc + Ng)), . . . , r((a + 1) · (Nc + Ng) − 1)),
where r(m) denotes the Nr × 1 receive vector at sample
instant m. The CP is removed (Rmv CP) by multiplication
with Θ−1, which removes the first NrNg elements of
r̂(a). The received signal ŷ is converted to the frequency
domain using the DFT, when the CFO is zero, thus
∆f = fTX

LO − fRX
LO = 0, this yields

x̂(a) = (F ⊗ INr
)ŷ(a) = (F ⊗ INr

)Θ−1r̂(a)
= (F ⊗ INr

)Θ−1(CΘ(F−1 ⊗ INt
)̂s(a) + v̂(a))

= Ĥŝ(a) + n̂(a) , (2)

where C̄ = Θ−1CΘ is a block circulant matrix signifying the
time domain MIMO channel, which can be diagonalized by
the IDFT and DFT operation [14] yielding the NcNr × NcNt

block diagonal matrix Ĥ. The n-th Nr × Nt block diagonal
element is H(n), the Nr × Nt MIMO channel of the n-th
subcarrier. n̂(a) represents the frequency-domain noise, with
i.i.d. zero-mean, complex Gaussian elements and v̂(a) denotes
its time-domain equivalent. The variance of the elements of
v(m) is σ2

v . It is clear from (2) that the carriers are orthogonal.
When frequency offset occurs, thus ∆f �= 0, the received

frequency domain signal is given by

x̂(a) = (F ⊗ INr
)Θ−1(ECΘ(F−1 ⊗ INt

)̂s(a) + v̂(a))
= (G ⊗ INr

) Ĥŝ(a) + n̂(a) , (3)

where E = diag(e0, e1, . . . , eNc+Ng−1) ⊗ INr
denotes

the phase rotation due to the CFO, with em =
exp (j2π∆fTs(a(Nc + Ng) + m)). Here we assumed that the
phase offset at the start of the packet is part of the channel. Ts

denotes the sample time. From (3) it is clear that Θ−1ECΘ
is no longer block circulant and can thus not be diagonalized
by the DFT and IDFT operations. The Nc × Nc matrix G in
(3) shows the influence of the CFO on the received frequency
domain symbols and is given by

G =




g0 g−1 . . . g−(Nc−1)

g1 g0 . . . g−(Nc−2)

...
...

. . .
...

gNc−1 gNc−2 . . . g0


 , (4)

where

gq =
sin(π(δ − q))

Nc sin( π
Nc

(δ − q))
· exp

(
j
π(Nc − 1)

Nc
(δ − q)

)

· exp
(

j
2πδ

Nc
(a(Nc + Ng) + Ng)

)
, (5)

where δ = ∆fNc/fs is the frequency offset normalized to
the subcarrier spacing. We clearly see the following effects of
frequency offset: the wanted carriers, multiplied with g0, are
rotated and their amplitude is reduced, and the other elements
of G, thus for q �= 0, introduce cross terms which result in
ICI.

III. FREQUENCY SYNCHRONIZATION

To reduce these effects of CFO, accurate synchronization is
important, preferably before reception of the data. Therefore
the datapacket is preceded by a section of predefined data,
which is called the preamble. MIMO channel estimates are
also drawn from the preamble.

A. Preamble design

The preamble is used for both frequency synchronization
and channel estimation. For the proposed frequency syn-
chronization algorithm a repetition of the training symbol
is required. For the estimation of the MIMO channel, it is
important that the subchannels from the different TX antennas
to every RX antenna can be uniquely identified. To achieve
that, the preambles on the different TX antennas have to be
orthogonal and shift-orthogonal for at least the channel length.

To meet these requirements we propose the use of constant-
envelope orthogonal codes with good periodic correlation
properties, such as Frank-Zadoff codes [15]. The periodic cor-
relation function Ψ of the code sequence c = {c1, c2, ..., cNp

}
of length Np is defined as Ψi =

∑Np

k=1 ck+ic
∗
k, where

cm+Np
= cm and ∗ denotes the complex conjugate. For the

Frank-Zadoff codes this periodic correlation yields
∑Np

k=1 |ck|2
for i = 0 and zero for all other values of i.

The preamble is formed by a repetition of the code, or
training symbol, with a different cyclic shift applied to it
for the different transmit antennas. A typical value of the
cyclic shift would be �Np/Nt�. Note that this cyclic shift has
to be higher than the CIR length to preserve orthogonality.
Altogether, this results in a preamble as depicted in Fig. 2 for
a system with two TX antennas.
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Fig. 2. Concept of preamble for a MIMO configuration with two TX.

B. Synchronization algorithm

To regain the orthogonality between the MIMO OFDM car-
riers we have to correct for E in (3) before applying the DFT
operation, as shown in Fig. 1. The goals is thus estimating E
and multiplying the received time domain sequence with E−1.
The only unknown parameter in E is the CFO ∆f . Moose
showed in [6] how ∆f can be estimated for a SISO OFDM
system using the phase of the complex correlation between
two consecutive received versions of a training symbol.

Rather than estimating the CFO on every RX branch sep-
arately and then averaging over the different estimates, we
propose a way which exploits the receiver diversity for the
estimation without using knowledge of the MIMO channel.
To that end, we define the complex correlation Λ between
two subsequently received frames of Np samples on the Nr

RX antennas as
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Λ(m) =
m+Np−1∑

k=m

rH(k)r(k + Np) , (6)

where H denotes the conjugate transpose. The estimated
frequency offset ∆fest is given by

∆fest =
θest

2πTp
=

fs � Λ(τp)
2πNp

, (7)

where θest = � Λ denotes the phase of the complex correlation
Λ between two training symbols, fs denotes the sample
frequency and Tp = Np/fs the training symbol duration. The
best instant to estimate this frequency offset is at τp, where
|Λ| reaches its maximum.

In a multipath environment this estimator achieves a max-
imum ratio combining (MRC) like performance, since the
contribution of the RX branches to Λ is proportional to the
received power on the different branches. Clearly the RX
branch with the highest instantaneous signal-to-noise ratio
(SNR), when assuming a fixed noise floor, contributes most to
the estimation of ∆fest. This MRC-like performance decreases
for lower SNR, since there the contributions are less correlated
with the received power due to the influence of receiver noise.
This receiver diversity performance is explored by means of
simulation results in Section V.

Note that the maximum estimated frequency offset is lim-
ited, since the angle θest that can be estimated without phase
ambiguity is limited to θmax = ±π. This relates to a maximum
frequency offset of |∆fmax| = θmaxfs/2πNp = fs/2Np.
Larger ranges can be achieved by first performing a coarse
CFO estimation by preceding the preamble with training
symbols with shorter length Np, as done in [1].

IV. ANALYTICAL RESULTS

As a measure of accuracy for the estimator we regard
the theoretical value of the variance of the estimate. Moose
derived this in [6] for the SISO estimator in an Additive
White Gaussian Noise (AWGN) channel. Here we extend
this evaluation for the above described MIMO version of the
estimation algorithm. The correlation output Λ in an AWGN
environment is given by

Λ(m) =
m+Np−1∑

k=m

{t(k)+v(k)}H{t(k+Np)+v(k+Np)} , (8)

where t and v are the Nr×1 received signal and noise vector,
respectively, as depicted in Fig. 1. The noise causes an error
in the phase estimation of the correlation value Λ. The error
in the estimation of the phase is expressed by

θest − θ = tan−1

{
� (

e−jθΛ
)

� (e−jθΛ)

}
, (9)

where θ denotes the perfect estimation. � and � denote
the imaginary and real part, respectively. Applying (7) and
making an approximation for high SNR, we find the following

expression for the error in the normalized frequency offset
estimation

ε ≈

m+Np−1∑
k=m

Nc�
(
t(k)vH(k) + tH(k)v(k + Np)e−jθ

)
m+Np−1∑

k=m

2πNp‖t(k)‖2

,

(10)
where ε = (∆fest − ∆f)/(∆F ) and ∆F = fs/Nc denotes
the subcarrier spacing. The mean of ε is zero, consequently
the estimator is unbiased. The normalized variance of the
estimator, is then found to be

var (ε) = E
(
ε2

)
=

N2
c

(2π)2NrN3
p ρ

, (11)

where ρ = Ntσ
2
u/σ2

v = P/σ2
v denotes the SNR per receive

antenna and E(x) denotes the expected value of x. The
variance of the estimator equals the (mean square error) MSE,
since the estimator is unbiased. It is clear from (11) that the
MSE decreases linearly with the number of receive antennas
(Nr) and cubically with the training symbol length (Np).

To check the optimality of the algorithm we derived the
Cramér-Rao lower bound for the MIMO frequency offset
estimator in an approach similar to [16], as was done for the
SISO version in [7]. It turns out to be given by

var (ε) ≥ N2
c

(2π)2NrN3
p ρ

. (12)

The Cramér-Rao lower bound thus equals the theoretical value
of the variance, which means it is the Maximum-Likelihood
estimator, as concluded before for the SISO version in [6].
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TABLE I

SIMULATION PARAMETERS, BASED ON IEEE 802.11A [1]

System Parameter Paramater Value
Modulation BPSK
Coding Rate 1
Bandwidth 20 MHz

Number of subcarriers 64
Number of data subcarriers 48

OFDM Symbol duration 4 µs
Guard Interval 800 ns

Analytical results for the MSE as function of the SNR
are depicted in Fig. 3 for different values of Np and Nr

together with the results of the corresponding simulation
results with perfect orthogonal AWGN channels. The number
of TX antennes was chosen to be equal to Nr and the CFO δ
was 0.2 in the simulations, although it is noted the MSE does
not depend on Nt and δ (when |δ| < Nc/2Np) in the AWGN
case. Other parameters are set to values given in Table I.

It is clear from Fig. 3 that the theoretical value, which
equals the Cramér-Rao lower bound, is a good estimate of the
variance for high SNR values, but underestimates the variance
compared to simulation results for low SNRs, which is caused
by the approximation going to (10). The 6 dB decrease in
variance expected from (11), when going from a 1 × 1 to a
4× 4 configuration, is also observable. More gain in variance
is achieved when increasing the training symbol length Np:
going from Np = 16 to Np = 36 gains 10.6 dB.

For a given configuration and SNR range an optimal code-
length Np can now be chosen, using (11) and Fig. 3, finding
a compromise between accuracy, the maximum offset that can
be estimated and the preamble length.

V. SIMULATION RESULTS

To further evaluate the performance of frequency syn-
chronization, simulations are performed with several antenna
configurations and delay spreads. The CIRs of all channel
elements (i.e. the channel between a certain transmit and
receive antenna) are modeled using an exponentially decaying
power delay profile (PDP) with independent Rayleigh fading
on every tap [14]. The MIMO channel elements are assumed
to be independent.

For all simulations a preamble in accordance with Section
III-A is applied, with a total length of 2 ·Np = 2 ·64 samples.
On every antenna a CP of 32 samples is added to that. A cyclic
shift of (i− 1)64/Nt samples is applied to obtain the training
sequence for the i-th TX antenna. The preamble is followed by
random OFDM data. Other parameters are chosen according
to the IEEE 802.11a standard, as shown in Table I. The CFO
δ was set to 0.2. For all results 10000 independent realizations
were simulated.

Figure 4 shows the normalized MSE of the CFO estimation
as function of the average SNR per receive antenna. The theo-
retical AWGN value from (11) is depicted together with results
from Monte-Carlo simulations with both AWGN channels and

channels with the exponentially decayed PDP having different
values of rms delay spread (tds). The figure depicts these
results for the SISO and the 4×4 MIMO configuration.

The simulations with multipath channels show a degradation
in performance from the theoretical and the simulated AWGN
case. The degradation is highest for the 10 ns case and
decreases when the rms delay spread increases. This can
be explained by the frequency diversity which is introduced
at higher delay spreads. The degradation, however, is much
smaller in the 4×4 case than in the SISO case. This can be
explained by the fact that even for the low tds case we already
have a diversity gain, namely the spatial diversity.

0 5 10 15 20
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

Average SNR per RX antenna (dB)

no
rm

al
iz

ed
 M

S
E

tds=10ns
tds=50ns
tds=100ns
AWGN
AWGN Theo

Fig. 4. Variance of the frequency offset estimate for a 1 × 1 (—) and a
4 × 4 (−−) system from theory and simulations with AWGN and multipath
channels.

To further study the impact of the multiple antennas, Fig. 5
shows the gain in MSE for a MIMO system over the SISO
system as function of the rms delay spread for an average SNR
of 20 dB. Clearly the highest gain is achieved at low delay
spreads. For high rms delay spreads the improvement goes
towards the improvement found for AWGN, i.e. 10 log10(Nr)
dB. The decrease in improvement as function of delay spread
is caused by the increasing frequency diversity. When the
frequency diversity is high, the addition of TX or RX diversity
does not gain significantly compared to the gain in case of
AWGN. The results also show that the gain of the MIMO
configurations is more than 10 log10(Nr) dB higher than
the corresponding case with only TX diversity, showing the
influence of the mentioned MRC like performance.

The impact of the proposed frequency synchronization
approach on the overall system performance is illustrated
by means of an example in Fig. 6. It shows the raw bit-
error-rate (BER) (without coding) for 1×1, 2×2 and 4×4
systems, respectively, applying VBLAST [17] as MIMO de-
tection algorithm for both perfect synchronization and for
the implementation of the above described synchronization.
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The packetlength is 16 µs, i.e. 4 MIMO OFDM symbols,
independent of the MIMO configuration. For the simulations,
uncorrelated multipath channels with a rms delay spread of
50 ns are applied. To show only the influence of the frequency
synchronization, the channel estimation is assumed perfect.
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Fig. 6. Performance of VBLAST algorithm applying perfect (−−) and
implemented synchronization (—) for a 1×1, 2×2 and 4×4 configuration.

It is clear from the results in Fig. 6 that the implementation
of the frequency synchronization causes some degradation in
performance at low SNR, which can be explained by the poor
estimation of the frequency offset at these SNR values. In the
BER range of interest, however, the degradation compared to
perfect synchronization is very small.

VI. CONCLUSIONS

An efficient burst frequency synchronization for a system
combining MIMO with OFDM was proposed and analyzed.
A suitable MIMO preamble scheme consisting of orthogonal
codes with good periodic correlation properties is defined
which is also suitable for MIMO channel estimation. The
CFO estimation algorithm is based on exploiting the repet-
itive nature of the preamble. The theoretical derivation of
the accuracy shows that MSE decreases linearly with the
number of RX antennes and cubically with the training symbol
length in an AWGN environment. In multipath environments
a large increase in performance is achieved (compared to the
SISO version of the algorithm) by the space diversity that is
introduced by MIMO.

The suitability of the proposed synchronization approach
was shown through performance simulations of a MIMO
OFDM WLAN system, which resulted in only a slightly higher
BER than a perfectly synchronized system.
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