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We present an x-ray coherent diffractive imaging experiment utilizing a nonplanar incident wave and
demonstrate success by reconstructing a nonperiodic gold sample at 24 nm resolution. Favorable effects of
the curved beam illumination are identified.
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X-ray diffraction has been a powerful tool for structure
determination for decades but nanoscale noncrystallo-
graphic imaging was not possible until the advent of effi-
cient focusing optics, which can be used to create an x-ray
microscope. A range of applications from structure deter-
mination for rational drug design to the imaging of defects
and strain in novel materials would benefit from such an
efficient, high resolution device. Unfortunately, the reso-
lution of these microscopes is limited by the spot size
produced by the optic and is many times the wavelength
of the x rays. Within the last decade, several groups have
reported success in x-ray coherent diffractive imaging
(CDI)—a lensless microscopy—which, in principle, pro-
vides wavelength limited resolution.

X-ray CDI was first demonstrated by Miao et al. [1] in a
transmission geometry and later by Robinson et al. [2] in a
reflection geometry. It has since been applied to biological
samples [3,4]. Compared to traditional x-ray microscopy,
the ultimate resolution is not limited by the lens, but rather
by the wavelength, !. Since the interaction of x rays with
matter is weak compared to that of electrons, multiple
scattering can be neglected and the 3D structure may be
determined without physical slicing of the sample [5,6].

CDI requires that the intensity be sampled at the Nyquist
frequency [7] and some a priori sample information is
known. Typically, an iterative procedure to is used to find
the phase of the scattered wave in the detector plane. The
exit surface wave (ESW) at the sample is related to the
wave at the detector by free space propagation. The routine
generally utilizes an algorithm related to that created by
Gerchberg and Saxton (GS) [8], wherein a solution is
estimated by sequential application of constraints to an
iterate in the detector and sample planes. These constraints
are commonly the magnitude of the diffracted wave, as
given by the measured intensity (modulus) and some
knowledge of the extent of the object (support).

An intrinsic problem is the uniqueness of the reconstruc-
tion. One can prove that it is pathologically rare [9] for a
nonunique solution to exist, but many ‘‘trivial ambigu-
ities’’ will exist in any case. These ambiguities include
phase offsets and conjugation errors, as well as variations

in position of the reconstructed object. On the other hand, a
unique solution does exist if Fresnel diffraction is utilized
by providing an incident wave with known, finite curvature
[10,11]. Modern optics produce fields with curvature of a
few tens of nanometers [12], allowing Fresnel diffraction
from large biomolecules to be measured.

In this Letter, we describe the experimental determina-
tion of a gold object through a phase retrieval scheme that
includes the reconstruction of the complex amplitude of
the incident wave, and describe the behavior of the error
reduction (ER) [13] algorithm under these conditions.

The experimental geometry is demonstrated schemati-
cally in Fig. 1. At Sector 2-ID-B of the Advanced Photon
Source (APS), the x-ray beam was monochromatized by a
Si spherical grating monochromator (SGM) and used to
illuminate a Fresnel zone plate (FZP), providing a beam
with finite phase curvature in the vicinity of the focal plane.
The sample was placed within this region. The combina-
tion of a central stop upstream of the FZP and the 10 "m
order sorting aperture (OSA) removed not only the higher-
order contributions from the FZP, but also the direct beam
so that no beamstop was required on the CCD detector,
whose pixel size was 24 "m. The FZP had a nominal outer
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FIG. 1 (color online). A schematic of the experiment. A plane
wave with wave number ki is incident upon a FZP creating a
curved wave front at the sample location.
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zone width of 50 nm and a focal length of 12 mm at
1.83 keV. In this experiment, the sample was placed about
1 mm downstream of the focus. The x-ray beam remained
in vacuo until the central stop and reentered vacuum im-
mediately after transiting the sample, whereupon it entered
a 0.5 m evacuated flight path. The transverse coherence of
the beam has been studied [14] and the exit slit of the SGM
was chosen to provide a coherence length of about 120 "m
at the FZP in both transverse directions, producing a
coherence length larger than the sample at the sample
plane. The focusing produced a flux density at the sample
that was at least an order of magnitude greater than the
unfocused beam.

Figure 2(a)–2(c) are various regions within the data set
used for the reconstruction presented in this Letter. This
data set comprised 89 frames, each with a 3s exposure
time. Figure 2(a) demonstrates the positional registration
between the object in the beam and its diffraction. This

registration leads to a translational sensitivity in the ex-
periment, complicating the combination of many data sets
to form a single long-time exposure. Figure 2(b) is the
‘‘holographic’’ region that results from interference of the
incident beam with the sample’s ESW. It was possible to
recover an image from this hologram by backpropagating
from the detector to the sample. This image was resolution
limited by the properties of the lens and used to generate an
initial guess for the algorithm and a support constraint.
Figure 2(c) contains the topmost fringe of the pattern and
shows that it is well sampled for the purposes of CDI.
There is a ratio of more than 10 000:1 in the analog to
digital units of the detector between the average value in
a pixel in the central region [Fig. 2(b)] and the average
value over the highest angle fringe measured [topmost in
Fig. 2(c)].

The method of finding a set of phases consistent with the
measured intensity can be described as a ‘‘projections onto
sets’’ method. In this case, operators are defined for each of
the constraints to be applied [15]. For example, if a support
constraint is defined to set all amplitudes to zero outside
some region known to contain the sample, an operator, #s,
can be said to act on an iterate, $, giving a quantity, #s$,
which obeys the constraint. Elser’s Difference Map [16],
Fienup’s Hybrid Input-Output [13], and the original GS [8]
algorithm can all be expressed using this notation. We use
ER, for which the (k! 1)th iterate is given by

 $k!1 " #s#m$k; (1)

where #m is a modulus constraint. Typically, #m will
contain an implicit propagation to the detector and back.
For example, if we define the propagation operator as F ,
#m " F#1 ~#mF , where operators decorated with a tilde
operate explicitly in the space of the detector and ~#m
imposes the modulus constraint in that space. Hence-
forth, we regard $k as an iterate and #m$k as an estimate
of the sample’s ESW, i.e., a potential solution.

Equation (1) formed the basis of the iterative technique.
After an initial attempt to guess the support from the
hologram, it was found that the support had to be altered
to allow additional features to form. Rather than this tight
support, we began with a very loose constraint and itera-
tively tightened it by generating a new support on each
cycle. To do this, the iterate was convolved with a 1 pixel
variance Gaussian function and thresholded at a progres-
sively higher level, up to 11% of the maximum value of the
image. This is similar to the ‘‘shrinkwrap’’ algorithm [17].
The final threshold was determined empirically by moni-
toring the error metric, defined in the detector plane by

 %2 "
PN#1
n"0 $j

!!!!!!!!!!!!
Im%n&

p
j# j$F$k'%n&j'2PN#1

n"0 I
m%n& ; (2)

where $k is the iterate on the kth iteration and Im%n& is the
measured intensity in the nth pixel. The upper limit on the
threshold corresponded to a minimum of the metric, which
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FIG. 2 (color online). Comparison of
!!!!!!
Im

p
to the reconstruc-

tion. (a), (d) are the data and the ESW propagated to the detector
plane, respectively (logarithmically scaled). (b), (e) are close-ups
of central region plotted on the same linear scale. (c), (f) are the
topmost flare, with mapping is as in (b) and (e), except thresh-
olded at 15% of the maximum value in those panels.
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monotonically increased with increasing threshold. After
the 30th iteration, the support was fixed at its final shape.

To deemphasize the fitting of spurious scatter in the data,
we used the support to place a constraint on the spatial
frequency spectrum in the data [18]. This constraint im-
proved the convergence of the iterative algorithm. If we let
z be the coordinate in and r be the 2D vector perpendicular
to the direction of propagation, the wave at the detector is
 tot%r2; z2& " F f$1! T%r1&' inc%r1; z1&g, where we want
T%r1& inc%r1; z1&, the ESW at the sample. It was first neces-
sary to recover the incident illumination on the sample,
which was accomplished by means of the procedure de-
tailed in Ref. [19]. At each iteration, the modulus con-
straint then consists of the following steps: (i) propagate
from the sample plane to the detector plane (F ), (ii) add
the complex illumination determined as described above
( ~#WF), (iii) enforce consistency with the modified mea-
sured intensity (~#k

M), (iv) subtract the illumination (~##1
WF),

(v) backpropagate to the sample plane (F#1). Equation (1)
then becomes:

 $k!1 " #s#m$k " #sF#1 ~##1
WF ~#

k
M ~#WFF$k: (3)

In essence, this is the algorithm described in Ref. [20].
To test the accuracy of our reconstruction, we propagate

the ESW back to the detector plane for comparison with
the measured data. The scattered amplitude is represented
in Figs. 2(d)–2(f). This has been isolated from the corre-
sponding panels of Fig. 2(a)–2(c), respectively—which
contain both the illuminating and scattered fields whose
relationship is described by the formalism of Eq. (3). In
panel (a), we see that the scatter is reconstructed to high
angle, far beyond the holographic region. Based on Abbe
Theory [21] and the numerical aperture, NA—defined to
be one half of the detector acceptance angle—we find a
theoretical resolution of ! " 0:82!=NA " 24 nm. The
signal to noise ratio remained favorable at the edges of
the detector. It is necessary to recover the incident illumi-
nation with resolution at least as high as that of the ESW, if
the transmission is to be decoupled from the illumination.
We accomplished this by keeping the numerical aperture
unchanged in separate measurements of the beam and
sample scattering. In Fig. 2(e), one can see vertical lines
near the bottom of the image. These are evidently the result
of detector defects and persisted in the reconstruction even
if the modulus constraint was not enforced in this region.
The remaining panels show that the fine detail in the
fringes is reconstructed. The final error metric value for
this fit was %2 " 1:99( 10#4 and the reconstruction is in
excellent agreement with the data. This reconstruction was
one of 20 trials, each starting with a random set of phases.
The propagation between sample and detector planes was
accomplished by means of a fast Fourier transform (FFT)
with array size 1024( 1024.

The target object is a nested grouping of chevrons,
shown in Fig. 3(a). This image is a scanning transmission

x-ray micrograph (STXM) taken immediately after the
data collection. The sample was constructed of gold by
electron beam lithography on a Si3N4 window, with ap-
proximate height 150 nm. The ESW reconstructed from the
coherent scatter is shown in panel (b) and its final support
in Fig. 3(c). The oversampling ratio, defined to be one over
the fraction of the support occupied by the object [1], as
judged by the extent of the final support, is 12 here. We see
that the shape is well recovered and the object has very
sharp edges as expected. It is interesting to note that the
reconstruction contains some elements not due to the litho-
graphic object. The long, thin object near the center of the
upper long leg and the patches at the end of the lower leg
and the bottom left corner appear in the same locations in
each of the 20 reconstructions. These are also present in the
micrograph; however, they were not evident on the sample
by scanning electron or atomic force microscopy after the
experiment. We believe these to be particles of dust or
imperfections in the substrate. Their presence serendipi-
tously demonstrates that small objects of lower atomic
number are amenable to imaging in this way.

The remaining amplitude outside the main body of the
chevrons is thought to be an artifact. While it appears in a
similar location in all reconstructions, the details are not
constant. Further, while 89 frames of data were summed, a
total of 800 were collected. The frames used here were
selected on the basis that they are well correlated with one
another. If a larger subset of the data is used, these artifacts
grow in amplitude relative to the chevrons. The lack of
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FIG. 3 (color online). A STXM image, (a), was collected fol-
lowing CDI data acquisition. The ESW reconstruction in (b)—
T%r1& %r1&—is of higher resolution and shows features that are
recondite in the STXM image. (c) is the final support. T%r1& is
represented in (d) as the product of its amplitude and phase.
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correlation is believed to be due to sample movement. The
phase of the incident wave at a particular z0 is proportional
to ei#r

2=!R. R is the curvature of the incident beam given by
Gaussian optics and in this limit is equal to the distance
from the focus. This factor is such that a shift of 100 nm
can change the phase of the illumination on the sample by
as much as # rad. We anticipate the algorithm will become
unreliable with such large shifts in the phase of the incident
illumination.

Figure 3(d) is the product of the magnitude and phase of
T%r1&, with the phase and amplitude given by hue and
value, respectively. The bright artifacts just below and
left of center are due to division by the incident illumina-
tion and mark the center of the FFT array. The complicated
phase structure is not believed to be indicative of the
sample structure and may be due to sample motion.

A pivotal concern is the reproducibility of the iterative
fitting. In the current case, a relatively small number of
iterations resulted in convergence. The error metric ranged
from %2 " 1:99( 10#4 to %2 " 2:12( 10#4, a difference
of 6.5%. Figure 4 is a plot of the trajectory of %2 for all
20 reconstructions. As expected from a curved illumination
experiment [20]—and in contrast to planar illumination—
all reconstructions appear at the same position in the array
and have no phase offset relative to one another. Most
importantly with regard to reconstructions using ER, the
twin image never forms and so stagnation is avoided. In the
simulations of Ref. [20], a ‘‘Fresnel number,’’ NF, of 5 was
found to provide excellent and reliable convergence. In this
case, NF " 28 across the largest dimension of the sample.

We have demonstrated experimentally a CDI result from
an object illuminated by a beam of x rays with curvature.
The ability to characterize the incident beam from an
independent measurement removes any arbitrary phase
offset between reconstructions that may otherwise occur,
raising the possibility of quantitative analysis of the ESW.
To achieve the latter, the geometrical dimensions of the

experiment must be accurately and precisely determined,
as the reconstruction is sensitive to errors in the propaga-
tion distances or sample translations and rotations.

This sensitivity provides a self-consistency check on the
reconstruction, as the propagation distances must be the
same in the reconstruction of the illumination and the
ESW. Two striking benefits of the method are the improved
convergence of the iterative algorithm and the ability to
perform the experiment without a beamstop, which tradi-
tionally results in a loss of low spatial frequency informa-
tion in the analogous plane-wave experiment.
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FIG. 4. The behavior of %2 during the reconstruction displays
none of the stagnation common in plane-wave CDI using ER.
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