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[1] Faulting and brittle deformation of mantle rocks occurs in many tectonic settings
such as oceanic transform faults, oceanic detachment faults, subduction zones, and
continental rifts. However, few data exist that directly explore the frictional properties
of peridotite rocks. Improved constraints on the brittle deformation of peridotite is
important for a more complete understanding of the rheological properties of the
lithosphere. Furthermore, our comparatively detailed understanding of plastic deformation
in olivine allows us to explore the possible role of thermally activated intracrystalline
deformation mechanisms in macroscopically brittle processes. It has been hypothesized,
and some experimental data indicate, that plastic yielding by dislocation glide
(low temperature plasticity) determines the direct effect in the rate and state frictional
constitutive formulation. Plastic flow may also have important implications for the blunting
or necking at asperity contacts that influences the time and/or displacement dependent
friction evolution effect and frictional healing. We present results from saw cut
experiments on fine grained synthetic olivine fault gouge conducted in a gas-medium
deformation apparatus in the temperature range of 400–1000�C with 100 MPa confining
pressure. We conducted velocity stepping tests to explore the rate and temperature
dependence of sliding stability. We also conducted slide-hold-slide experiments to
investigate the time and temperature dependence of fault zone restrengthening
(frictional healing). The mechanical data and microstructural observations allow us to
explore the role of thermally activated processes in frictional sliding. The data indicate
systematic temperature dependenceof rate and state variables that can be attributed to
plastic yielding at grain to grain contacts. We explore the implications of such temperature
dependent behavior for controlling the base of the seismogenic zone in the oceanic
lithosphere, and we seek insight into possible mechanistic models for the interactions
between fracture and flow that could lead to improved constraints on the strength
of the lithosphere.
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1. Introduction

[2] Experimental studies of rock deformation, in both the
brittle and plastic regimes, are largely motivated by the need
for physically meaningful constitutive equations representing
material behavior ranging from the scale of individual faults
to global tectonics [Dieterich, 1979; Kohlstedt et al., 1995;
Marone, 1998a; Hirth and Kohlstedt, 2003]. Such constitu-
tive equations model the material response of a rock to an

applied force or imposed rate of deformation. A particularly
poorly constrained regime of deformation behavior is the
semi-brittle regime, in which brittle fracture and plastic flow
act simultaneously and interact with one another.
[3] Within the depth range where the yield stress of brittle

fracture is less than that of plastic flow, pressure is the
dominant variable controlling rock strength and the upper
limit of the stress that can be sustained in the lithosphere can
be calculated by Byerlee’s law [Byerlee, 1978]. As pressure
increases deeper in the lithosphere, thermally activated
plastic creep mechanisms accommodate deformation, and
temperature becomes the dominant variable controlling rock
strength (for a given strain rate) [Brace and Kohlstedt,
1980]. This framework captures important large-scale pat-
terns in the variation of rock strength with depth. However,
as stated by Brace and Kohlstedt [1980], the yield envelopes
developed through such analysis provide only an upper limit
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to the strength of the lithosphere. Strain localization and
lithologic variation can lead to significant weakening rela-
tive to simple yield envelopes.
[4] In order to quantitatively understand the conditions

under which strain localization occurs and its effects on rock
strength, constitutive equations must capture the set of con-
ditions for which deformation is both stable and unstable.
Thus, a focus for unified models of deformation has been to
identify conditions for which materials strengthen with
increasing velocity or strain rate (and remain stable) and for
which materials weaken with increasing velocity (and are
unstable) [e.g., Hobbs et al., 1990; Montesi and Zuber,
2002]. The rate and state friction (hereafter RSF) constitu-
tive framework [Dieterich, 1979; Ruina, 1983] [Marone,
1998a, and references therein], which applies to frictional
sliding or frictional shear, is formulated to capture the tran-
sient and steady state response to changes in shearing rate,
normal stress, temperature and other variables. RSF behav-
ior has been observed for a wide range of materials and
conditions [e.g., Dieterich, 1979; Li et al., 2011]. However,
the underlying microphysical processes are poorly under-
stood and these laws remain largely empirical. In contrast,
the constitutive equations describing fully plastic flow have
a well understood microphysical basis, but they are devel-
oped primarily for steady state flow and do not provide a full
description of transient behavior. As a result, these laws do
not provide a means for predicting the conditions under
which localized deformation occurs, and thus are not capable
of fully describing ductile shear zones and other features
commonly observed in the geological record.
[5] Part of the solution to bridging the brittle and ductile

constitutive frameworks may lie in understanding the role of
thermally activated deformation mechanisms in controlling
the deformation of asperity contacts in semi-brittle flow. The
interpretation that an Arrhenius activated rate process con-
trolling creep at asperities is the physical basis for the friction
direct effect has been presented in several studies [Heslot
et al., 1994; Sleep, 1997; Baumberger and Berthoud, 1999;
Nakatani, 2001; Rice et al., 2001; Beeler et al., 2007]. Sev-
eral experimental studies have also found transitions in slid-
ing stability as a function temperature [Shimamoto, 1986].
Notably, a common observation appears to be a transition
from stable sliding at low temperatures, to unstable sliding at
intermediate temperatures, and back to stable sliding at high
temperatures. This behavior has been observed in wet granite
fault gouge [Blanpied et al., 1995], wet gabbro gouge [He
et al., 2007], San Andreas fault gouge [Tembe et al., 2009],
ilite-quartz gouge [den Hartog et al., 2012], and in olivine-
rich rocks [Stesky et al., 1974; Stesky, 1978; Boettcher et al.,
2007]. The temperatures of the transitions vary among the
different materials, but the common observation suggests that
transitions in physical mechanisms as a function of temper-
ature may explain the observed behavior.
[6] An observable proxy for the transition from unstable to

stable sliding in Earth’s crust is the depth extent of seismicity
[e.g., Marone and Scholz, 1988; Scholz, 1998]. Several
studies have demonstrated that the depth distribution of
seismicity at oceanic transform faults varies by location as a
function of geothermal gradient with the cutoff at 600�C
[Abercrombie and Ekstrom, 2001]. Similarly, the depth
extent of seismicity for oceanic intraplate earthquakes varies
as a function of heatflow, and crustal age [Sibson, 1984] with

the cutoff at the 600–750�C isotherm. These observations
suggest that temperature is the dominant variable in control-
ling the transition from unstable to stable sliding at the base
of the seismogenic zone.
[7] Alteration phases, such as serpentine, play a signifi-

cant role in the dynamics of faulting in the oceanic crust and
uppermost mantle [e.g., Escartin et al., 1997, 2001], just as
phylosilicates play an important role in a variety of crustal
fault zone processes [e.g. Tenthorey et al., 1998; Bos and
Spiers, 2000; Niemeijer and Spiers, 2006; Tenthorey and
Cox, 2006]. However, the P-T conditions at the base of the
seismogenic zone are such that the dominant lithology is
likely to be relatively unaltered peridotite. Few data exist for
the frictional properties of olivine rich rocks, so additional
experimental constraints are valuable. Further, because
the plastic creep mechanisms for olivine are well-constrained,
it is an ideal material to investigate the interactions between
brittle and ductile deformation mechanisms.
[8] The frictional behavior of olivine at elevated tem-

peratures was explored by Boettcher et al. [2007]. The
authors performed velocity steps to investigate the temper-
ature dependence of the stability parameter (a-b) (described
in section 2.1). In this study, we seek to expand the data set
for frictional sliding of olivine to explore its mechanical
response in the context of rate and state friction laws. Similar
to Boettcher et al. [2007], we use San Carlos olivine and
conduct our experiments in a gas-medium deformation
apparatus. Unlike Boettcher et al. [2007], we use a saw cut
geometry in which a thin layer of gouge is deformed
between two angled forcing blocks, whereas those authors
deformed a cylindrical specimen and allowed deformation to
localize during the course of deformation. We explore a
narrower range of confining pressure (50–150 MPa, with the
majority of the experiments conducted at 100 MPa), but we
explore a larger range of temperature (400–600�C).

2. Experimental Procedure

[9] Crushed single crystals of olivine from San Carlos, AZ
were sorted to <75 mm by settling the powder in water.
In two experiments, powder was packed directly into a
copper jacket between two disks of porous alumina with a
uniaxial load of �5 MPa. In all other experiments (the bulk
of this study), the olivine powder was placed between two
angled and serrated tungsten pistons. Into one of the pistons
we drilled a 2-mm diameter hole that aligned with the ther-
mocouple hole in the top alumina and zirconia pistons
(Figure 1). Adjacent to the sample, the hole was filled with a
small amount of porous alumina cement that acted as a filter
to keep the powder in place but allow the pore fluid (air) to
drain to atmospheric pressure. To achieve as close as pos-
sible to a consistent layer thickness among the different
experiment runs, and uniform layer thickness within each
sample assembly, a thick slurry was prepared by mixing
1.2 g of powder with 5 mL of deionized water. We do not
have a method of directly measuring layer thickness during
the experiment, but this mass of powder corresponds to
nominally 1 mm thickness for the area of the pistons if
completely dense, so we expect that layer thickness starts out
slightly thicker than 1 mm. The slurry was carefully applied
to one of the pistons and the pistons were nested together
inside of a clear plastic sleeve so that the uniformity of layer
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thickness could be measured and confirmed. The pistons and
sample material were then carefully inserted into a copper
jacket followed by alumina and zirconia pistons that also fit
inside of the copper jacket. The entire assembly was then
dried in a vacuum oven for at least 12 hrs. While this drying
step thoroughly removed water that was added when creat-
ing the slurry, no attempt was made to remove water bound
within the olivine lattice structure.
[10] Experiments were conducted in an internally heated,

gas-medium deformation apparatus (Figure 1) [Paterson,
1990]. Axial displacement was controlled by an actuator
mounted below the pressure vessel connected to an electrical
servomotor drive. Force was transmitted to the sample through
the zirconia and alumina pistons. Both axial displacement and
axial load were measured inside the pressure vessel. The main
suite of experiments were conducted at temperatures of 400,
600, 800, and 1000�C, with a confining pressure of 100 MPa.
An additional set of experiments were run at 600�C at 50 and
150 MPa confining pressure. For the main suite of runs, con-
fining pressure was first raised to �80 MPa and then pressure
and temperature were raised together to the conditions for the
experiment. The sample was kept at the hydrostatic pressure
of the run conditions for 1 h prior to applying an axial force.
In the saw cut experiments, axial displacement was controlled
at 1 mm/s for the first 1.2 mm of axial displacement. This
displacement was chosen to coincide with the steady state
portion of the stress-strain curve (e.g., Figure 2), and thus
maximized the displacement range available for velocity step
and slide-hold-slide tests.
[11] After samples had reached steady state strength, we

conducted velocity-step tests, in which the loading velocity is

increased or decreased, and slide-hold-slide tests, in which the
actuator is turned off and sliding is ceased for different lengths
of time (for details on these methods see Marone:1998p2531).
Velocity steps were conducted from 1 to 10 mm/s, 10 to
50 mm/s, and 50 to 1 mm/s. As will be discussed later,
the corresponding strain rate for these velocities depends upon
the amount of localization in the sample, but estimates for the
minimum strain rates are 1.4 � 10�3, 1.4 � 10�2, and
7.1 � 10�2 s�1 for 1, 10, and 50 mm/s, respectively. At each
step, an axial displacement of 300 mm was accommodated.
Following the velocity stepping tests, a series of slide-hold-
slide tests were performed (Figure 2). These tests were con-
ducted using a background axial displacement rate of 10 mm/s.

Figure 1. Schematic of gas-medium deformation apparatus
[after Paterson, 1990].

Figure 2. Differential stress versus equivalent strain for
samples deformed at four different temperatures at 100 MPa
confining pressure (a) with 45� pistons and (b) with 30� pis-
tons. The piston material is tungsten for all of the samples
except the dashed line in Figure 2a, which was an alumina pis-
ton. Steady state strength is reached at a strain of�1.5. Varia-
tions in stress, beginning at strain of �1, are due to imposed
variations in shearing rate during velocity step tests and
slide-hold-slide tests.
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After strength had reached a steady value, the actuator was
turned off for hold times of 15, 100, 300, and 1000 s. Loading
then began again at 10 mm/s and 200 mm of displacement was
imposed between each hold. Because the boundary condition
for this test is that of constant load point position, if the sample
creeps, elastic unloading will occur. The testing apparatus
includes several elastic elements (steel end plug, ceramic pis-
tons, and tungsten forcing block) between the actuator and the
sliding surface. Consistent with previous works, we found that
creep relaxation occurred during the hold periods. Velocity
step tests and slide-hold-slide tests were stopped after a max-
imum axial displacement of�3.5 mm, which is limited due to
the risk of tearing the jacket at greater displacement.
[12] To facilitate comparison of mechanical data with both

brittle and ductile deformation experiments, we present
results in terms of differential stress and the friction coeffi-
cient, m. We do not correct force measurements for the
strength of the jacket because the strength of copper is neg-
ligible (<1 MPa) above �400�CC, as demonstrated in the
correction factors for copper jackets developed inMoore and
Lockner [2008]. For the rate and state modeling, the friction
coefficient m (shear stress t normalized by the normal stress
sn) was calculated from the differential stress sdif, the angle
of the gouge layer relative to the axial load f, and the con-
fining pressure Pc according to:

m ¼
t

sn

¼
sdif sin 2fð Þ

2 sdif sin2 fð Þ þ Pc

� � : ð1Þ

[13] After deformation, when possible, the gouge layer was
carefully removed from the piston. A portion of the sample
was placed in a furnace in air at 950�C for �40 minutes to
oxidize the sample and decorate the dislocations [Kohlstedt
et al., 1976]. The samples were then vacuum impregnated
with a low viscosity epoxy, cut perpendicular to the shear
plane and parallel to the shearing direction, and polished
using diamond lapping film to a 0.3-mm finish. The polished
sections were then examined using a reflected light micro-
scope and a scanning electron microscope (SEM).

2.1. Rate and State Frictional Constitutive Framework

[14] Constitutive equations relating friction m to sliding
velocity V and a state variable q are powerful tools for
applying laboratory results to examine the dynamics of
earthquakes and faulting [Dieterich, 1979; Ruina, 1983].
The rate/state framework has been successful in modeling
observed behavior of natural fault systems. However, a
major problem associated with these laws is a lack of
understanding of the micro-scale physical processes that
dictate state variable evolution and frictional sliding behav-
ior. Here, we interrogate the efficacy of the rate/state con-
stitutive laws for our data. We begin by presenting results
from a modeling exercise in which best-fit RSF constitutive
parameters were determined. In section 4, we discuss the
possible physical basis for the parameters. The basic form of
these laws [e.g. Marone, 1998a] is

m ¼ m0 þ a ln
V

V0

� �

þ b ln
V0q

Dc

� �

ð2Þ

where m0 is a constant reference friction for steady state slip
at velocity V0, a and b are empirical constants, and Dc is the

critical slip distance. The stability of sliding is determined by
the combined parameter (a – b) and elastic, continuum
coupling with the surroundings [Rice and Ruina, 1983].
If (a � b) ≥ 0, the material deforms in a stable mode because
it strengthens with increasing velocity. If (a� b) < 0, material
deformation is potentially unstable because it weakens with
increasing velocity [Scholz, 1998]. Equation (4) must be
coupled with an evolution equation for the state variable q
and a description of elastoplastic continuum interactions
between frictional processes and the surrounding material.
We use a 1D model to describe elastic interactions between
the gouge layer and the testing apparatus. For the modeling in
our analysis, we use the formulation of Ruina [1983]:

dq

dt
¼ �

Vq

Dc

ln
Vq

Dc

� �

: ð3Þ

This equation emphasizes the dependence of the state vari-
able on slip and sliding velocity, and it may fit more accu-
rately the frictional response to perturbations in slip velocity
[Bayart et al., 2006].

3. Results

3.1. Comparison of Sample Geometries

[15] The mechanical data from the two sets of saw cut
experiments (45� and 30� pistons) are similar, with both
showing a period of stress increase that is independent of
temperature, followed by inelastic strain at approximately
constant strength (Figure 2). All of the experiments were
conducted to approximately the same amount of axial dis-
placement, which translates to similar strain in the samples
with 45� pistons in which great care was taken to prepare
layers of the same thickness. In the samples deformed with
30� piston, greater variation in sample thickness led to greater
variation in the strain experienced by the samples. In general,
both sets show similar mechanical responses to imposed
shearing. The primary difference is that the samples deformed
with a 30� piston reach a steady state differential stress at less
displacement (or a lower strain) than the samples deformed
with 45� pistons. Presumably, with a 45� piston the sample
experiences greater compaction over a longer portion of the
displacement, which leads a to a more gradual loading curve.
[16] One concern that arose when conducting the experi-

ments was slight bending at the edges of tungsten pistons at
the higher temperatures (800 and 1000�C). The problem was
less significant with the 45� pistons in which the thickness of
the tapered end of the piston was greater, but still occurred to
some extent. To evaluate if this bending contributed signif-
icantly to the mechanical data, an experiment was conducted
at 800�C using alumina pistons cut at 45� with the surfaces
serrated using a saw blade, as for the tungsten pistons. The
results from this experiment, plotted as the dashed line in
Figure 2a, reveal both a similar magnitude of stress and a
similar mechanical response to velocity steps. This similarity
with the two different piston materials suggests that it is
appropriate to interpret the mechanical results as reflective of
the strength of the sample material.

3.2. Effects of Temperature on Strength and Friction

[17] In both sets of saw cut experiments (45� and 30� pis-
tons), shear strength decreases with increasing temperature
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with the exception of the reversal of the samples deformed at
600 and 800�C (Figure 2). Particularly in the experiments
with 45� pistons, early in the experiments, the 800�C samples
slide at about the same stress, or a slightly lower stress than
the 600�C sample. The friction values are similar for the two
sliding angles, with both showing a coefficient of sliding
friction of 0.45 to 0.5 (Figure 3). Later in the experiment, the
800�C samples continue to strengthen more than the 600�C
sample. These results suggest that some strain- or time-
dependent strengthening process is active at 800�C that is not
significant at lower temperatures. Possible mechanisms are
considered in the discussion.

3.3. Effect of Mean Stress

[18] To explore the pressure sensitivity of deformation,
experiments were performed at 50, 100 and 150 MPa at
600�C. The mechanical data are plotted in Figure 4. The data
show the expected increase in peak stress with increasing pres-
sure. The strength of the lowest pressure experiment (50 MPa)
continues to increase with increasing displacement (strain
hardens), while the two samples deformed at higher pressure
reach a peak stress before weakening with increasing dis-
placement (strain weakening). The strain weakening trend
begins after less displacement at 150 MPa than it does at
100 MPa.

3.4. Transient Response of Gouge to Velocity Steps

[19] To explore the mechanical response of the powders to
stepwise changes in velocity, a series of velocity steps were
performed starting at 1.2 mm of axial displacement. The main
purpose of these tests was to explore the temperature and strain
rate conditions for which the material behavior is velocity
weakening or velocity strengthening. Both sets of experiments
with different piston angles result in the same general patterns
of stress evolution at the different temperatures that were
explored. The tests reveal two transitions between velocity
strengthening and velocity weakening behavior. At 400�C,
the sample behavior is velocity strengthening for all rate steps.
At 600�C, sample behavior is nearly velocity neutral with the
evolution closer to velocity weakening in rate steps with
greater sliding velocity. At 800�C, all of the rate steps show
velocity weakening behavior. At 1000�C, all of the samples
respond with velocity strengthening behavior. The mechanical
data for the three rate steps in the set of samples with 45�

pistons are presented in Figure 5. To compare the data from the
four different temperatures, a linear fit was made to the

Figure 3. Friction coefficient (calculated from equation (1))
is plotted versus equivalent strain for samples deformed at four
different temperatures at 100 MPa confining pressure (a) with
45� pistons and (b) with 30� pistons. The piston material is
tungsten for all of the samples except the dashed line in
Figure 3a, which was an alumina piston. Steady state strength
is reached at a strain of�1.5. Variations in stress, beginning at
strain of�1, are due to imposed variations in shearing rate dur-
ing velocity step tests and slide-hold-slide tests.

Figure 4. Differential stress versus shear displacement for
samples deformed at 600�C at three different confining pres-
sures. Variations in strength are due to imposed variations in
shearing rate during velocity step tests and slide-hold-slide
tests.
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background strain hardening and removed. The data are pre-
sented as the change in m as a function of displacement
(Figure 5).
3.4.1. One State Variable
[20] We modeled friction velocity step tests with the RSF

laws in order to explore the direct and transient response to the
rate steps in more detail. As described in section 2.1, we used
the state variable evolution law of Ruina [1983], which
emphasizes the role of displacement and contact junction
lifetime given by the ratio ofDc to V. In Figures 5a, 5b, and 5c,
the data for the three different rate steps are plotted as points
and the model fit is plotted as a line. Figure 5 shows data at two
scales, to give a better indication of the quality of the fit. In
Figure 5d, the approximate magnitudes of a, b, and DC are
indicated graphically for the sample deformed at 400�C. The
comparison with the sample deformed at 800�C demonstrates
the significant difference in b (evolution parameter) between
the two temperatures. Figure 5e presents the first 150 mm of
displacement for all of the temperatures analyzed. The model
does not fit the data as well for steps down in velocity
(Figure 5f). The data consistently have a more gradual drop in
m compared to the model, as indicated in Figure 5f.
[21] Systematic trends in the rate and state parameters with

temperature are apparent in the data (Figure 6). In general,
all of the rate and state parameters, a, b, and Dc, increase
with increasing temperature. The direct effect (a parameter)

remains approximately constant at temperatures ranging
from 400–800�C, with a significant increase at 1000�C
(Figure 6a). The evolution effect (b parameter) increases
approximately linearly with increasing temperature with the
exception that b for the velocity drop from 50 mm/s to 1 mm/s
is essentially zero at 1000�C (Figure 6c). However, as men-
tioned above, the model has significantly greater misfit in the
steps down in velocity, and this is a poorly constrained value.
The critical slip distance (DC) also increases approximately
linearly with increasing temperature with significant scatter
at 600�C (Figure 6b).
[22] We are able to compare modeled values of a and DC

to those of Boettcher et al. [2007] (see their Figure 12). The
study of Boettcher et al. [2007] modeled only steps down in
velocity. Considering the overall trend in DC observed here
(disregarding for the moment the anomalously high values
for steps up in velocity at 600�C) the two data sets are in
excellent agreement with values ranging from �50–200.
The different behavior for steps up in velocity at 600�C
could result from a different process or from changes in the
degree of shear localization with velocity [e.g., Marone and
Kilgore, 1993; Marone et al., 2009]. The values of a in this
study are greater than the values in Boettcher et al. [2007] by
about a factor of two. This could be due to the fact that
Boettcher et al. modeled their data with the Dieterich (aging)
friction evolution law, whereas we used the Ruina (slip) law,
or it could be due in part to differences for velocity increases
versus decreases. Particularly at 1000�C, the value of a is
lower in the step down in velocity, which is quite close to the
value determined in Boettcher et al. [2007].
[23] Patterns in the data related to the sliding velocities are

also apparent, again with significant scatter. Perhaps most
striking is that the samples deformed at 400�C and 800�C
have essentially no variation in the rate and state parameters
within the range of sliding velocities we explored. The
values of the direct effect increase with increasing sliding
velocity for the other temperatures.
[24] The direct effect and evolution parameter combine to

determine the friction stability parameter (a-b), presented in
(Figure 6d). This plot further reveals what can be seen in the
raw data (Figure 5a): 1) that the gouge is velocity strength-
ening for all rate steps at 400�C, 2) it is velocity weakening
for all rate steps at 800�C, and 3) it is conditionally weak-
ening for samples deformed at 600 and 1000�C, with velocity
weakening behavior more likely with steps up in velocity
rather than steps down. The friction parameter (a � b) does
not appear to vary with sliding velocity for the lowest tem-
perature, but it varies significantly with sliding velocity at
higher temperatures.
3.4.2. Two State Variables
[25] We also fit our friction data with a two state variable

friction law, to determine if a two-mechanism model is
appropriate for interpreting the observed frictional behavior
[e.g., Reinen et al., 1992, 1994; Chester and Higgs, 1992;
Chester, 1995].

m ¼ m0 þ a ln
V

V0

� �

þ b1 ln
V0q

DC1

� �

þ b2 ln
V0q

DC2

� �

ð4Þ

A comparison of the model fits for the rate step from 1 mm/s
to 10 mm/s are presented in Figure 7. For the sample
deformed at 400�C, the two models fit the data essentially

Figure 5. Detail of the friction response for three types of
velocity step tests at each temperature. Data are shown as dots.
Lines are best-fit rate-state friction models. Figures 5d–5f
show detail of selected curves in Figures 5a–5c.Note that fric-
tion response for velocity decrease from 50 to 1 mm/s at
1000�C is not fit well.
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Figure 6. The best-fit rate-state model parameters plotted as a function of temperature. The three differ-
ent velocity steps are plotted as different symbols. (a) The direct effect, a, is approximately independent of
temperature below 800�, but increases between 800 and 1000�C. (b) The critical slip distance DC increases
approximately linearly with increasing temperature. (c) The evolution effect, b, also increases approxi-
mately linearly with increasing temperature. (d) The stability parameter, a – b, transitions from velocity
strengthening to velocity weakening and then back to velocity strengthening with increasing temperature.

Figure 7. A comparison of the model fit using one and two state variables for the velocity step test from
1 mm/s to 10 mm/s at four different temperatures. At 400�C the two approaches yield equally good fits,
suggesting that two state variables are not necessary. At higher temperatures, the two state variable
approach provides a slightly better fit.
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equally well. At higher temperatures, the two-mechanism
model fits the data better. The parameters for the two state
variable fits, shown in Figure 8, follow the same patterns as a
function of temperature as observed with the one state vari-
able approach. Similar to what can be observed in Figure 7,
the magnitudes of b1 and b2 and of DC1 and DC2 are close to
one another at lower temperatures. At higher temperatures
DC1 and DC2 remain similar, but b1 is greater than b2. The
improved fit to the data using two state variables, and the
onset of the two state variable behavior at higher tempera-
tures, suggests the possible onset of a second mechanism at
higher temperatures.

3.5. Slide-Hold-Slide Tests

[26] To analyze the change in strength of the fault gouge
when it is quasi-stationary, slide-hold-slide tests were per-
formed after the velocity steps. Friction generally increases
with hold time, indicating a type of restrengthening that is
generally referred to as frictional healing [Dieterich, 1972;
Beeler et al., 1994]. Previous work shows that frictional
healing is a function of temperature, shearing velocity, shear
stress level, and chemical environment [Karner et al., 1997;
Marone, 1998b; Karner and Marone, 2001; Frye and
Marone, 2002]. To measure the change in strength result-
ing from the holds, the overall linear trend of hardening or

weakening with increasing displacement was removed from
the data. In Figure 9, the relative change in friction coeffi-
cient is plotted as a function of slip displacement, deter-
mined by applying an elastic correction to measurements of
load point displacement. During the holds, creep occurs
within the gouge layer, which causes stress relaxation in the
loading column. The loading actuator (outside the pressure
vessel) is held stationary, but finite elastic stiffness of the
elastic elements in the loading column results in displace-
ment at the location of the axial LVDT (inside the pressure
vessel). Thus, the gouge is not truly stationary during the
hold. We follow the convention of measuring the frictional
healing Dm as the change in m from immediately before the
hold to the peak value following reloading after the hold (see
annotation in Figure 10c). In Figure 10a, Dm is plotted as a
function of hold time for the four different temperatures
investigated.
[27] The results from slide-hold-slide tests reveal a similar

pattern of changes in mechanical behavior with temperature
as the velocity step tests. The only sample with a positive
values of Dm, and thus a peak in m following the hold, is the
sample deformed at 800�C. That sample displays increasing
Dm with increasing hold time. Samples deformed at all other
temperatures show negative values of Dm, and thus do not
strengthen during the holds. Instead maximum friction

Figure 8. Plots of the parameters for the modeled fits in Figure 7 as a function of temperature. A two
state variable approach was used with the state variable evolution law of Ruina [1983].
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following the hold decreases with increasing hold time.
An example of the evolution of m during a hold is shown in
Figure 10c for the 300 s hold.
[28] The temperatures at which the gouge behaves in a

velocity weakening manner during rate steps, for at least
some velocities, are the temperatures at whichDm is positive
(800�C) or closest to neutral (600�C). Samples deformed at
1000�C are unique in that the drop in m during the hold time
is significantly greater than in samples deformed at lower
temperatures.

3.6. Microstructural Observations

[29] Microstructural observations reveal information about
the grain-scale processes accommodating deformation dur-
ing shearing. The images presented in Figure 11 of thermally
etched samples reveal the similarities and differences in grain
morphology at the different temperatures investigated in this
study. All of the samples display evidence of grain crushing
with a fine-grained matrix making up most of the sample.
Larger relict grains remain that do not form a load-bearing
network across the thickness of the sample. The sample
deformed at 400�C has the most clear evidence of comminu-
tion with highly angular grains and prevalent intragranular
fractures. Few dislocations are present. The samples deformed

Figure 9. Plots of friction versus displacement for slide-
hold-slide tests at each temperature. Note that sample creeps
during holds and that steady state friction decreases after
hold for all temperatures except 800�C.

Figure 10. Data from slide-hold-slide tests at each temper-
ature. (a) The frictional healing parameter (Dm) (see
Figure 10c) is plotted versus log time. For all temperatures
except 800�C, peak friction following a hold period is less
than the initial steady state value and thus Dm is negative.
(b) Frictional creep during hold periods Dmc plotted versus
log time. Creep is greatest at 1000�C. (c) Friction data for a
300 second hold at each temperature.
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at both 600 and 800�C have angular grains and evidence of
grain crushing, with more prevalent grain fracturing at 600�C
(Figure 11b). The image in Figure 12a shows evidence for
grain fracturing and dislocation activity in the same grain.
The grain appears to be crushed along the upper grain
boundary with fractures associated with an asperity contact
on that interface. The distribution of dislocations within the
grain is heterogeneous with few dislocations near the frac-
tured area and a greater dislocation density near other angular
contacts where stress was concentrated. We observe dislo-
cation densities around 9 � 1012 m�2 with a possible asso-
ciation of higher dislocation density with smaller grain size,
perhaps indicating that smaller grains experience higher
stress. The microstructural characteristics of the sample
deformed at 1000�C are notably different from the samples
deformed at lower temperatures. The grains are more
rounded with flattened interfaces at grain contacts. The
sample is more dense with less void space than the samples
deformed at lower temperatures. These observations indicate
that the average contact area of asperity junctions was larger
at higher temperatures. In handling the samples, it was also
apparent that the samples deformed at 1000�C were much

less friable than samples deformed at lower temperatures,
suggesting that the samples densified more during deforma-
tion at higher temperature.

4. Discussion

[30] In this study, the mechanical response of olivine fault
gouge was observed to depend on temperature, pressure,
sliding velocity (strain rate) and past slip history (frictional
state or memory effect). Several lines of evidence indicate that
the deformation was accommodated by macroscopically brit-
tle processes, even at temperatures approaching the melting
point of olivine. The yield stress was pressure dependent,
microstructural observations indicate grain-scale fracturing,
and the mechanical data are fit well by RSF laws. One of the
goals of the experiments and analysis was to determine the
interactions between this macroscopically brittle behavior and
intragranular plastic deformation mechanisms (i.e. dislocation
glide) at the asperity scale. In the following sections, we dis-
cuss the temperature dependent mechanisms that may control
the strength of asperities, and we explore the effect of this
temperature dependence on the rate and state friction

Figure 11. Secondary electron SEM images of samples impregnated in epoxy after deformation. All
images are shown at the same scale. Note the similarity among samples deformed at 400, 600, and
800�C, with angular grains and significant epoxy filled void space. The arrow in Figure 11b indicates what
appears to be a single grain that has been crushed to form multiple angular grains. The arrow in Figure 11c
highlights an angular grain boundary adjacent to a large pore space. The sample deformed at 1000�C has
less angular grains and less void space, which corresponds to greater contact area among grains. The arrow
in Figure 11d indicates one of the more rounded grain boundaries and a much smaller intergranular void
space what is typical in the samples deformed at lower temperatures.
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parameters (described earlier in section 2.1). The results pro-
vide insights into the physical mechanisms that underlie rate
and state frictional behavior.

4.1. The Strength of Asperities

[31] Thermally activated plastic deformation mechanisms
appear to play a role in determining the strength of contact
asperities in our experiments. Microstructural observations
reveal greater dislocation density near asperity contacts
(Figure 12) suggesting that the motion of dislocations accom-
modated deformation at these contacts. Also, the yield strength
of the gouge generally decreases with increasing temperature.
This mechanical observation is consistent with a thermally
activated process controlling some aspect of the strength of the
gouge [Rice et al., 2001].
[32] A fine grained aggregate can deform plastically by

several different mechanisms, and the dominant (rate or stress
controlling) mechanism depends on a number of parameters
including: temperature, pressure, grain size, strain rate (or
stress), and water fugacity. Dislocation glide accommodates
deformation through the motion of dislocations, and is typi-
cally the dominant mechanism at low temperature and high
stress. Dislocation glide is often referred to as low tempera-
ture plasticity to differentiate it from the higher temperature,
lower stress mechanisms of dislocation climb, in which dis-
locations can “climb” over obstacles by vacancy diffusion
(which occurs much faster at higher temperature), thus
reducing the stress needed to propagate dislocation motion.
Particularly in samples deformed at 600 and 800�C, in which
a heterogenous distribution of dislocations was observed in
thermally etched samples, we interpret dislocation glide to be
the most likely plastic deformation mechanisms at asperity
contacts. A flow law for dislocation glide in olivine was
determined by indentation creep experiments on single
crystals [Goetze, 1978; Evans and Goetze, 1979]. We use this

flow law to determine the stress at asperities sA as a function
of temperature T and strain rate _ɛ:

sA ¼ sP 1�
�RT

H
ln

_ɛ

B

� �1=q
" #

ð5Þ

where the Peierl’s stress sP = 8500 MPa, the gas constant
R= 8.314 J/(mol K), the activation enthalpyH = 5.4� 105 J/mol,
the empirical constant B = 5.7 � 1011 s�1, and the exponent
q = 2.
[33] Dislocation glide does not depend on grain size, so

there is no grain size parameter in the flow law. However, as
we observe in the microstructural images of the deformed
samples, comminution during deformation causes dramatic
grain size reduction. It is therefore important to consider the
role of grain size sensitive mechanisms, particularly at the
higher temperature end of the range explored in our experi-
ments. Deformation mechanisms involving diffusion have a
much stronger temperature dependence than dislocation
glide, and they are highly grain size sensitive. Diffusion
creep is well characterized by a power law creep flow law
[e.g., Hirth and Kohlstedt, 2003], which can also be used to
calculate sA:

sA ¼
_ɛd�pfH2O

r exp EþPV
RT

ð Þ

A

� �1=n

ð6Þ

where d is the grain size, p = 3 is the grain size exponent,
fH2O is the water fugacity, r = 1 is the water fugacity
exponent, E = 335 kJ/mol is the activation energy, P is the
pressure, V = 4 10�6m3/mol is the activation volume, R is the
gas constant, and T is the absolute temperature.
[34] In Figure 13, mechanical data are plotted from Stesky

et al. [1974] (experiments were conducted at 400 MPa
confining pressure), Boettcher et al. [2007] (100 MPa

Figure 12. SEM images (secondary electron) of the sample deformed at 600�C. Dislocations appear as
the dark patches within the grains in these decorated samples. Note the heterogeneous distribution of dis-
locations in Figure 12a, which we interpret as evidence for deformation accommodated by the motion of
dislocations. The arrow in Figure 12a points to one angular grain boundary with higher dislocation density
than observed in the center of the grain. The image in Figure 12b shows the wide range of grain sizes pres-
ent within the sample. Dislocation density is greater in smaller grains, suggesting that the smaller grains
experienced higher stress.
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confining pressure data), and this study (100 MPa confining
pressure data). The data of Stesky et al. [1974] show a greater
temperature dependence than Boettcher et al. [2007] or this
study. This observation has been attributed to the possible
presence of other phases, since the experiments were per-
formed on natural dunite samples [Hirth, 2002]. However, the
observed temperature dependence of frictional stress could
also indicate the onset of plastic deformation mechanism and
semi-brittle flow at lower temperatures with greater confining
pressure, which would mean that the trend of the Stesky et al.
[1974] data set indicates that the pressure sensitivity of
strength diminishes with increasing temperature such that
deformation is nearly pressure insensitive by 1000�C.
[35] Along with the mechanical data, Figure 13 shows the

stress calculated from equations (5) and (6) as a function of
temperature for the three different strain rates that corre-
spond to the three different sliding velocities (1, 10 and
50 mm/s) used in our study. The strain rates were calculated
assuming homogeneous deformation throughout the thick-
ness of the sample. Because microstructural observations
suggest that deformation is further localized into discrete
deformation bands, the calculated strain rates are a lower
bound. Comparison of the data with theory demonstrates

that the stress of dislocation glide is significantly greater
than the measured stress in the sample as a whole for all
temperatures in our study. For dislocation glide to be active,
stress must be concentrated at high stress asperity contacts.
The comparison also demonstrates that above 1000�C, for
the lowest strain rate explored in this study and the observed
grain size of �1 mm, the calculated stress is comparable to
the measured stress. The grain size sensitivity of diffusion

creep for a strain rate of _ɛ ¼ 1:4 � 10�3 is presented in
Figure 13b.

4.2. Asperity Contact Area

[36] Yielding at high stress asperities followed by creep
causes an increase in the effective area of contact (often referred
to as the “real” area of contact) AR relative to the nominal area
of the sample, A. A lower yield stress at the asperity results in
greater amplification of AR. Following the approach of Tullis
and Weeks [1987], Reinen et al. [1994], and Boettcher et al.
[2007], we can calculate the ratio of AR/A by the following
relation:

AR

A
¼

s1 � s3

sA

; ð7Þ

where sA is calculated from equations (5) and (6). The results
of this calculation for a grain size of 1 mm and a strain rate of

_ɛ ¼ 1:4 � 10�3 s�1 (the estimated minimum strain rate at
our intermediate rate of 10 mm/s) are plotted in Figure 14 as a
function of temperature.
[37] For the temperature range over which dislocation glide

is the weaker deformation mechanism, the effective area of
contact ranges from�0.05–0.1. These values are typical for a
wide range of materials [Archard, 1957; Greenwood and
Williamson, 1966]. With the onset of diffusion creep at
�1000�C, the ratio of AR/A increases dramatically.
[38] The calculated asperity contact area can be related to

the modeled rate and state friction parameters. The DC

parameter is interpreted to be the slip distance necessary to

Figure 13. (a) A comparison of friction data and plastic
flow laws on a plot of differential stress versus temperature [after
Hirth, 2002]. Maximum differential stress data from Stesky et al.
[1974] are from experiments conducted at 400 MPa confining
pressure (normalized to 100MPa for comparison), while those
of Boettcher et al. [2007] and this study are from 100 MPa
confining pressure. The Low temperature plasticity flow law
of Evans and Goetze [1979] and the wet diffusion creep flow
law ofHirth and Kohlstedt [2003] are plotted for the three strain
rates corresponding to the strain rates at the three sliding veloc-
ities used in our study. (b) A plot of the grain size dependence of
wet diffusion creep at a strain rate of _ɛ ¼ 1:4 � 10�3 s�1.

Figure 14. The effective contact area AR/A as a function of
temperature using the plastic flow laws to calculate asperity
strength in equation (7). Note the dramatic increase in effec-
tive contact area at the onset of diffusion creep at around
1000�C for this grain size and strain rate.
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renew grain contacts. Increasing asperity contact area should
correspond to a longer DC. Our results demonstrate that DC

increases with increasing temperature (Figure 6b).

4.3. Effect of Temperature on the Direct Effect
and Evolution Effect

[39] While initially introduced as an empirical parameter
[e.g., Dieterich, 1979; Ruina, 1983], the aln(V/V *) term of
equation (4) is widely interpreted to arise from a thermally
activated process at asperity contacts for a broad range of
materials and conditions [e.g., Chester, 1995; Baumberger
and Berthoud, 1999; Rice et al., 2001; Nakatani, 2001;
Beeler et al., 2007]. The general form of such a process is:

V ¼ V1 exp
�E

kBT

� �

; ð8Þ

where V is the sliding velocity, T is temperature, and
kB = 1.38 � 10�23 m2kg/s2K is Boltzman’s constant. The
activation energy has the form E = E′ � tAW in which
tA = msA is the average shear stress at asperity contacts andW
is the activation volume. V1 is not an arbitrary velocity, but
can be regarded as a frequency of attempts over an activation
barrier times a slip distance per successful attempt [Rice
et al., 2001]. By substituting equation (8) into equation (4)
and rearranging, a theoretical formulation for the a parame-
ter, such as that presented by Baumberger and Berthoud
[1999], can be derived:

a ¼
kBT

sAW
: ð9Þ

In an analysis of previously published data, Beeler et al.
[2007] used a normalization scheme to compare measure-
ments of the rate and state a parameter with experimental data
for low temperature plasticity and sub-critical crack growth,
which are two common interpretations for the physical basis
of the direct effect. The authors found that this form of the a
parameter based on dislocation glide compared favorably
with results from frictional sliding experiments.
[40] As plotted in Figure 15, this theory matches the trend

of our data for an activation volume of W = 1.4 � 10�27 m3

(close to ten times the molecular volume for olivine). This
activation volume is somewhat greater than was required to
fit the data of Boettcher et al. [2007] in a similar analysis,
where W = 5� 10�28 m3 (approximately twice the molecular
volume of olivine). This similarity in both studies is an

encouraging result. However, Boettcher et al. [2007] cor-
rectly point out that W is not the same activation volume that
describes the effects of pressure on kinetic processes, and it
should not necessarily be equivalent to the molecular vol-
ume of the material. The exponent q = 2 in equation (5)
captures an important strain rate dependence of the asperity
stress that is not captured in equation (8) used to determine
the theoretical a parameter.
[41] The evolution effect may also have a physical basis in

the creep properties of asperities, making it possible to use
the flow laws to constrain the b parameter. In their analysis of
rate and state friction, Baumberger and Berthoud [1999]
show that b ≈ m0/n, where m0 is the coefficient of friction
prior to the velocity step and n is the power law exponent in
the flow law _ɛ ∝ sn . The interpreted creep mechanism at
asperities in this study is not a power law mechanism, which
may detract from the applicability of this theory, but we can
calculate an effective value of the stress exponent from
equation (5). A comparison of the calculated b parameter and
the measured values of b is plotted in Figure 15b. Consistent
with the calculation, the measured values of b increase with
increasing temperature, but the calculated values are consis-
tently greater than the measured values.

4.4. Mechanistic Interpretation for Temperature
Dependence of Frictional Sliding Stability

[42] The results of our experiments demonstrate two
transitions in frictional stability with increasing temperature.
The higher temperature transition from velocity weakening to
velocity strengthening between 800 and 1000�C supports the
results of Boettcher et al. [2007]. In this study, we explored a
broader temperature range than Boettcher et al. [2007], and
the transition from velocity strengthening to conditionally
velocity weakening between 400 and 600�C is a new result.
This result is supported by the work of Stesky et al. [1974], in
which olivine friction was investigated up to temperatures of
�600�C. Stesky reported stable sliding within the entire
temperature range investigated, which is consistent with a
velocity strengthening regime.
[43] Our analysis and observations suggest that the higher

temperature transition may be related to the onset of diffu-
sion creep within the fine grained fault gouge, which pro-
motes rapid densification and corresponding increase in
contact area. This interpretation is consistent with the large
jump in DC between 800 and 1000�C for the rate step with
the slowest velocity after the rate step (Figures 6c and 6e).
This explanation could apply to studies on other materials

Figure 15. Comparison of the friction parameters obtained from our data (e.g., Figure 6) and the theoretical
value of (a) parameter a using equation (9) with an activation volume of W = 1.4 � 10�27 m3, (b) theoretical
value of parameter b as described in the text, and (c) theoretical value of a – b.
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with a similar transition in sliding stability with temperature.
In the experiments of Blanpied et al. [1995], the transition
from velocity weakening to velocity strengthening is
observed in wet granite gouge at around 300�C, which is an
appropriate temperature for diffusion creep to initiate at the
strain rates in the experiment [van Noort et al., 2008; van
Noort and Spiers, 2009]. Notably, the transition is not
observed in dry granite gouge, which should require a higher
temperature for the activation of creep mechanisms.
[44] A mechanistic interpretation for the lower tempera-

ture transition in sliding stability may lie simply in the dif-
ferent dependence of a and b on temperature (black line in
Figure 15). While the existing theory for the b parameter,
described above, does not fit the magnitude of the data well, it
does capture the trend of increasing value of b with increasing
temperature. The frictional stability parameter (a � b) is pre-
dicted to be increasingly velocity weakening with increasing
temperature. The over-prediction of b from theory may result
from uncertainties in the relationship between stress and strain
rate at these conditions [Boettcher et al., 2007].
[45] The higher temperature switch from velocity weak-

ening to velocity strengthening between 800 and 1000�C
observed in the data is a divergence from the trend described
above and presented in Figure 15, which would predict
increasingly velocity weakening behavior with increasing
temperature. This higher temperature switch is more difficult
to explain within this theoretical framework. With b ≈ m0/n,
the only way to significantly decrease b is to significantly
increase tn. We are not aware of a physically meaningful
mechanism for a large increase in n relative to low temper-
ature plasticity. Our microstructural observations and our
analysis of flow laws suggest an increasing importance of
diffusion creep in this temperature range. Because n = 1 for
diffusion creep, this mechanism switch does not solve the
problem described above. Thus, our observations suggest
that this theoretical framework for b does not capture some
important aspects of the temperature dependence of defor-
mation. Perhaps as the grain contact area increases dramat-
ically (as predicted in this temperature range in the analysis

of Figure 14) and viscous flow becomes a more important
component of deformation, the apparent power law expo-
nent framework for b no longer holds.

4.5. Implications

[46] By assuming that the transition from velocity weak-
ening to velocity strengthening behavior is related to the
stress at the asperity contacts, Boettcher et al. [2007]
extrapolated the laboratory results to constrain the tempera-
ture of the transition in Earth to be �600�C. This extrapo-
lation is in excellent agreement with observations of the
depth extent of seismicity [Sibson, 1984; Abercrombie and
Ekstrom, 2001]. The analysis here provides a mechanistic
interpretation for this transition from velocity weakening to
velocity strengthening, which we interpret to be the onset of
diffusion creep in accommodating deformation at high stress
asperities. In Figure 16, the flow laws for low temperature
plasticity and diffusion creep are plotted for a range of grain
sizes appropriate for the upper mantle and a strain rate of
10�15 s�1. For these conditions, the stress for diffusion creep
becomes weaker than that of low temperature plasticity
around 550–800�C, thus supporting the interpretation that
changing deformation mechanisms at asperity contacts may
control sliding stability.

Figure 16. Plot similar to Figure 13b but extrapolated to a range of grain sizes appropriate for the upper
mantle and to a strain rate of 10�15 s�1. This plot shows the expected onset of diffusion creep at tempera-
tures consistent with the transition from velocity weakening to velocity strengthening behavior.

Table 1. Experimental Details

Sample Temperature (�C) Piston Angle Pc (MPa)

PT0602 800 30� 100
PT0603 1000 30� 100
PT0604 600 30� 100
PT0606 400 30� 100
PT0623 400 45� 100
PT0624 600 45� 100
PT0625 800 45� 100
PT0626 600 45� 50
PT0627 600 45� 150
PT0628 1000 45� 100
PT0636a 800 45� 100

aAlumina piston.
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[47] A similar variation in sliding stability with tempera-
ture with velocity strengthening at low and high temperatures
and velocity weakening at intermediate temperatures has
been observed in other materials [Blanpied et al., 1995; He
et al., 2007; Tembe et al., 2009; den Hartog et al., 2012].
Additionally, experimental studies have found that in some
settings, the weakening predicted from mineral alteration is
not enough to explain geological observations, and thermally
activated dissolution-precipitation creep processes may be
important to consider [Smith and Faulkner, 2010]. This work
supports the interpretation that this temperature dependence
can be understood through relating the RSF parameters to
plastic deformation at asperity contacts. All of these materials
are weaker than olivine, and have lower activation energies
for plastic deformation, so the lower temperatures at which
the stability transition is observed is consistent with the
interpreted role of plastic deformation.

5. Conclusions

[48] We observe multiple transitions in frictional sliding
stability with temperature in sheared layers of fine grained
olivine gouge. These transitions can be understood through
the role of plastic deformation at asperity contacts. The
material becomes increasingly velocity weakening with
increasing temperature within the temperature range that
dislocation glide is the dominant yielding mechanism at

asperities. At higher temperatures, with dependence upon
grain size and strain rate, diffusion creep processes can
weaken the asperity contacts leading to increased contact
area and densification. These transitions in sliding stability
observed in laboratory experiments can be extrapolated to
upper mantle conditions and are consistent with observations
of the depth extent of seismicity along oceanic transform
faults (Tables 1 and 2).
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