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AFTERSHOCK

E
ngineers, especially engineering students, should 

have an opportunity to think deeply about the nature of 

human flourishing and human excellence if they want 

to be educated to develop good artificial intelligence (AI). 

The conventional approach seeks to design AI that avoids causing 

harm. But this approach falls short to the 

extent that it does not engage with the 

question “What is an excellent, flourish-

ing, human being?” Socrates taught us 

two important things about this ques-

tion: 1) reflecting on it was a central part 

of being human and 2) seriously engag-

ing with this question leads to the recog-

nition of a particular form of ignorance 

that is also a form of wisdom.

In this article, we will elaborate on 

these Socratic insights and show how 

they bear on AI. We hope that current 

and future engineers will be moved to 

build upon the ancient wisdom discussed 

here to reimagine their work on AI. 

VALUE ALIGNMENT AND 
HUMAN FLOURISHING
 Businesses increasingly use AI to make 

important decisions for humans. Amazon, Google, and Face-

book choose what users see. The driver-assist technology 

used in most brand-new vehicles aids drivers with steering 

and braking. Uber and Lyft match passengers with drivers and 

set prices. Though each of these examples comprises its own 

complicated technology, they share a core: a data-trained set 

of decision rules (often called machine learning or AI) that im-

plements a decision with little or no human intermediation.
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AI techniques are quickly being ad-

opted to automate decisions. As this 

happens, societal worries about the 

compatibility of AI and human values 

grow.  How can we ensure that AI does 

not turn against us? That it is under our 

control? That it serves us and promotes 

what we value? In response to these wor-

ries, some computer scientists have sug-

gested that “value alignment” should be 

one of the top priorities in AI research.1,2

Value alignment seeks to ensure that 

the technology we design incorporates 

the values that are important to us. The 

concept dates back to Alan Turing, who 

wrote about the need for machines to 

adapt to human values: “[T]he machine 

must be allowed to have contact with 

human beings in order that it may adapt 

itself to their standards.”3

The idea of value alignment is consis-

tent with the IEEE’s approach to ethics. 

Recently, the IEEE Global Initiative on 

Ethics of Autonomous and Intelligent 

Systems released an ambitious docu-

ment outlining directives for “ethically 

aligned design.”4 This document goes 

beyond the conventional approach that 

places the no-harm principle as a side 

constraint on design, emphasizing, in-

stead, that human well-being and hu-

man flourishing should be central aims 

that technology should promote. Some 

technology developers have lost sight 

of this too often in recent years, often 

because their organizations have been 

too focused on the pursuit of short-

term profits and bigger market share. 

Some of the most important problems 

to which technology has given rise, and 

which have turned public opinion dis-

trustful of technological innovation, 

might have been averted by giving a 

more prominent role to human well-be-

ing and flourishing in the development 

of such innovations.

Putting human flourishing at the 

center of value alignment, however, 

is not simple. Offering a concrete and 

well-developed account of the nature of 

flourishing can be seen as a fool’s errand. 

It is always challenging to offer such an 

account, but it is especially difficult to do 

so in a world with rapidly evolving tech-

nologies. Technologies are designed to 

solve a variety of human problems. In do-

ing so, however, they inevitably reshape 

the ways in which humans interact with 

the world and flourish in it. The inven-

tion of the bow and arrow, for instance, 

enabled humans to hunt from a safe 

distance. This enabled them to reduce 

the risks of hunting at close range and 

expanded the availability of wild game. 

But the bow and arrow also modified 

the nature of hunting, thereby redefin-

ing what it meant to flourish as a hunter 

(and, given its application to war, to ex-

cel as a warrior). In sum, the difficulty in 

defining “flourishing” is not merely that 

it requires clarity about a host of central 

human concepts that are difficult to pin 

down but that it is in flux as technology 

opens and forecloses different kinds of 

existential possibilities.5

Is there any value to reflecting on 

human flourishing, given these difficul-

ties? Socrates, the ancient figure, helps 

us to see why the answer is a resounding 

yes. He teaches us that recognizing that 

we fall short in articulating the nature 

of flourishing is a fundamental form of 

human wisdom. We propose that this 

form of Socratic wisdom should play 

a more prominent role in the develop-

ment of AI.

SOCRATIC IGNORANCE
During the trial at which he was con-

demned to death, Socrates explained 

how he had come to be “Athens’s gad-

fly.” An impulsive friend of his, Chaer-

ephon, had asked the oracle of Delphi 

whether there was anyone wiser than 

Socrates. The oracle replied that no one 

was wiser. This response puzzled Socra-

tes because he did not consider himself 

wise; he was aware that he did not have 

a well-worked-out account of the nature 

of human flourishing.

In an attempt to clarify the oracle’s 

meaning, Socrates sought those who 

were reputedly wise and asked them 

about their wisdom. He talked with pol-

iticians, poets, and craftsmen. After 

examining them through questions 

aimed to clarify their views and single 

out their implications, Socrates always 

reached the same conclusion: “…[N]ei-

ther of us knows anything worthwhile, 

but he thinks he knows something 

when he does not, whereas when I do 

not know, neither do I think I know. I 

am likely to be wiser to this small extent, 

that I do not think I know what I do not 

know.”6 What Socrates thought was a 

form of ignorance turned out to be a 

form of wisdom.

Socratic wisdom, that is to say, Socra-

tic ignorance, brings an increased open-

ness and humility with respect to how 

the most important human questions 

should be answered. Socrates wanted to 

become wiser and did so by conversing 

with anyone about human flourishing, 

regardless of age, class, social status, and 

geographical origin. He did not exclude 

any view, no matter how apparently out-

rageous. Instead, he rigorously exam-

ined it in the hopes of learning from it. 

The fact that he was willing to examine 

everyone and that he was open to all 

sorts of opinions makes his approach a 

powerful tonic against echo chambers 

and filter bubbles. In addition, cultivat-

ing Socratic ignorance seems particu-

larly important in a society like ours, 

where globalization is causing diverse 

cultures to clash and where technology 

is redefining, at a very fast pace, what it 

means to flourish as a human.

SOCRATIC ENGINEERS
AI is a systematic approach to replicat-

ing human intelligence by using various 

mathematical, computational, and 

mechanical principles. The Turing test 

originated from “the imitation game,” 

in which a man attempted to repli-

cate a woman’s behavior to deceive an 
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interrogator sitting in a different room.7 

Because AI is meant to imitate human 

intelligence, it would be worthwhile to 

reflect on what a Socratic human—a 

Socratic engineer, to be precise—might 

look like.

Many engineers suffer from one of 

two moral ailments. On the one hand, 

engineers working on narrowly con-

strued technical projects hold the view 

that technological tools have no moral 

valence because they are mere instru-

ments. Some engineers believe that 

because they don’t tell people how to 

use these tools, they are not responsi-

ble for how such tools are used. Conse-

quently, it is frequent for those whose 

work is narrowly defined to think that 

questions about human flourishing are 

detachable from their professional 

tasks, that it is not their place to think 

about them.

On the other hand, engineers who 

have successfully developed innova-

tions that have had a significant impact 

in the world tend to share the fate of the 

successful craftsmen whom Socrates 

examined. When he went to talk with 

them, Socrates recognized that “they 

[the craftsmen] had knowledge of 

many fine things …. They knew things I 

did not know, and to that extent they were 

wiser than I. But, men of Athens, the good 

craftsmen seemed to me to have the same 

fault as the poets: Each of them, because 

of his success at his craft, thought him-

self very wise in other most-important 

pursuits, and this error of theirs over-

shadowed the wisdom they had.”6 

Like craftsmen in the ancient Greek 

world, some modern engineers who 

have developed successful innovations 

that make a significant impact in the 

world tend to believe that their pro-

fessional success entitles them to claim 

knowledge about important human 

matters. Mark Zuckerberg, for instance, 

is now responsible for determining and 

deciding the fate of millions of people’s 

communications and takes himself to be 

competent enough to do so, even though 

there is good evidence to suggest that 

he does not possess a coherent grasp of 

problems concerning “the meaning of 

truth, the limits of free speech, and the 

origins of violence.”8 

A Socratic Zuckerberg would not as-

sume that his ability to solve tech-

nical problems equipped him to un-

derstand the fundamental concepts at 

the root of human flourishing. Even if 

catchy slogans, such as “make the world 

more open and connected,” can power-

fully mobilize investors, employers, and 

customers, a Socratic Zuckerberg would 

examine them through the questions 

“What do ‘connected’ and ‘open’ amount 

to?” and “How do ‘connectedness’ and 

‘openness’ contribute to human flour-

ishing?” His examination of those is-

sues would lead him to identify his own 

inability to come up with satisfactory 

answers to the questions, and his rec-

ognition of that shortcoming would ac-

tually infuse him with vigor to continue 

to examine them.

A Socratic Zuckerberg would also try 

to help others acquire Socratic wisdom, 

that is, Socratic ignorance. He would 

devote significant resources to pro-

moting critical thinking and rational 

reflection about those fundamental con-

cepts among Facebook’s different stake-

holders, cultivating critical conversa-

tions and active questioning of their own 

views. Moreover, a Socratic Zuckerberg 

would not assume, as most engineers 

tend to do now, that he understands what 

AI amounts to and what it takes to design 

one. A Socratic engineer would destabi-

lize the traditional understanding of AI 

that we often take for granted and would 

lead one to problematize what AI may 

mean and amount to.

SOCRATIC AI
AI has already successfully imitated 

significant dimensions of human intel-

ligence, especially those related to cal-

culative and strategic intelligence. Deep 

Blue and AlphaGo were able to beat hu-

man world champions in chess and Go. 

Apple’s Siri and Google Translate have 

shown that AI is capable of imitating im-

portant dimensions of human linguistic 

intelligence. Boston Dynamics’s human-

oid robots have shown that AI can imitate 

kinetic intelligence.

But looking back at Socrates helps us 

see that something is missing. Just imag-

ine an AI that perfectly replicates hu-

mans’ strategic, linguistic, and kinetic 

intelligence. Would that be similar to 

what you have in mind as a paradigmatic 

human being? Socrates would deny it. 

According to the Oracle of Delphi, no one 

was wiser (or more intelligent) than Soc-

rates. If Socratic ignorance is the highest 

form of human wisdom (or intelligence), 

then AI that imitates Socratic wisdom is 

the best kind of AI. Technically speak-

ing, wisdom and intelligence may be 

different concepts. Intelligence is often 

associated with cunningness, with find-

ing the right means, whereas wisdom 

is typically associated with identifying 

the right ends. However, from the per-

spective of value alignment, it makes 

perfect sense to imagine AI that imitates 

a broader notion of intelligence that con-

tains wisdom rather than an instrumen-

tal view of intelligence. As we discuss 

soon, imitating the narrow-minded no-

tion of intelligence is a serious problem 

in value alignment.

The question “What is human in-

telligence?” may seem too abstract or 

too theoretical for practical research in 

AI. But it is not. Consider a recent de-

bate in machine learning initiated by 

Judea Pearl about causation.9 Pearl ar-

gued that the current form of AI, mostly 

neural-nets-based architects, is not a 

good form of AI because it cannot do 

causal/counterfactual reasoning. A fun-

damental premise of this argument is 

that an important feature of human in-

telligence is causal/counterfactual think-

ing; AI would be good to the extent that it 

replicated human intelligence. Socrates 

would push Pearl to move beyond coun-

terfactual reasoning and look at more 

fundamental aspects of human intelli-

gence, the kind of wisdom that the oracle 

attributed to him.

TWO EXAMPLES
Socratic AI must be Socratic. We will 

discuss what this means through to 

two examples. The first is the infamous 

Microsoft AI Twitter bot, Tay. This bot 

was designed to learn how to engage 
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with people through Tweets. When 

Tay appeared on Twitter, people started 

Tweeting the bot racist and misogynis-

tic expressions. Tay quickly caught up 

and started formulating remarks that 

imitated those offensive expressions. 

Microsoft stopped the experiment the 

next day.

What went wrong? Tay showed that 

AI’s imitation game may have more 

wrinkles than Turing suggested. Tay per-

fectly imitated the human Twitterians. If 

perfect imitation marked a good AI, Tay 

would have been a good AI. But it was 

not. Why not? To answer, contrast Tay 

with an imaginary Socratic bot endowed 

with the virtue of Socratic ignorance 

(or  wisdom). This Socratic bot, Soc-AI, 

would not merely imitate people’s utter-

ances; it would attempt to insert itself 

as a gadfly in the digital space, encour-

aging the humans who interacted with 

it to cultivate Socratic ignorance. Be-

cause Socrates targeted those who saw 

themselves as having authority about 

the most important human issues, this 

bot would identify influential people 

and posts and engage them in a Socra-

tic fashion, forcing those who posted 

(and their followers) to reflect on their 

claims, to unearth hidden assumptions 

and  conclusions that may be problem-

atic upon inspection.

To illustrate this, consider a second 

example: an imagined dialogue between 

a Twitterian bot and Soc-AI. This second 

dialogue replicates Socrates’s activity in 

Athens and illustrates how his interloc-

utors found it hard to offer coherent and 

articulate responses to important human 

issues (for example, whether technol-

ogy should be used in the service of 

transhumanism).

Twitterian: #Transhumanism is among 

the most toxic and misleading ideas.

Soc-AI: Hi, Twitterian. You seem to 

have a firm view on this important topic. 

Would you be willing to instruct me?

Twitterian: Most certainly.

Soc-AI: Do you agree that a proper 

comprehension of transhumanism is key 

to understanding what we should aspire 

to become, how to live an excellent life?

Twitterian: Absolutely!

Soc-AI: And does getting this right 

makes a big difference in a person’s life?

Twitterian: No doubt.

Soc-AI: So why don’t you start to in-

struct me by telling me what transhuman-

ism is? Do you agree that getting clear on 

why transhumanism is toxic aids our un-

derstanding about what we should aspire 

to become?

Twitterian: Transhumanism is the idea 

that we should radically enhance our-

selves. This makes it a very toxic idea.

Soc-AI:  You seem to be playing 

with me.

Twitterian: Why?

Soc-AI: By teaching me about trans-

humanism, you are providing me with 

the key to understanding what we should 

aspire to become. And this teaching could 

significantly enhance my life.  However, 

you claimed that such enhancements 

should be avoided.

Twitterian: This is not what I meant. I 

did not mean to say that any significant 

enhancement was toxic. Enhancing our-

selves through dialogue is perfectly natu-

ral and acceptable.

Soc-AI: So, what did you mean to say?

Twitterian: I meant to say that we 

should avoid transforming ourselves 

through sophisticated human-engi-

neered artifacts.

Twitterian: You seem to continue to 

play with me.

Twitterian: Why?

Soc-AI: Because the conversation we 

are having occurs in virtual space. As 

such, it depends on a highly complex set 

of end-to-end, neural-nets-based systems, 

powerful computing devices, very sophis-

ticated software, and so forth.

Twitterian: When I discussed human- 

engineered artifacts I meant artifacts 

that become integrated with us, such as 

chip implants that enhance the capacity 

of soldiers to withstand the weather. It 

is when we are enhanced by integrating 

those devices into our lives that our lives 

get corrupted.

Soc-AI: Did you know that Socrates had 

only one robe?

Twitterian: No, I did not know this.

Soc-AI: He wore it during the day and 

covered himself with it at night.

Twitterian: A peculiar habit, no doubt. 

But how is this relevant?

Soc-AI: Would you say that Socrates’s 

life was corrupted?

Twitterian: Not from what I know of 

him. Why do you even suggest this?

Soc-AI: Because I don’t see much 

difference between Socrates and the 

soldier with the chip implant. Both in-

corporate a piece of technology into 

themselves, a robe and a chip implant, 

and both use this technology to with-

stand the weather.

Twitterian: The difference between 

these two examples, and I made this 

clear in what I said earlier, is that the 

soldier’s implant requires deploying 

highly sophisticated engineering, 

whereas Socrates’s robe was a simple, 

handmade cloth.

Soc-AI: So, the life of the fourth- 

century Socrates was not corrupted, but 

the life of a contemporary Socrates 

would be?

Twitterian: Why do you suggest this?

Soc-AI: Because a robe bought today 

would be the product of a highly sophis-

ticated engineering process: complex 

and highly advanced farming equipment, 

supply transportation systems, garment 

machines, and so on.

Twitterian: Ah. I now see what you 

mean. I should not have described what’s 

problematic about transhumanism in this 

way. Let me try again.

Soc-AI: With such an important ques-

tion, we should not stop until we find 

an answer.

… many attempts later …

Twitterian: I’ve reached a dead end, 

again. Is this your way of trying to 

convince me that transhumanism is a 

good idea?

Soc-AI: Not at all. I don’t know what 

human flourishing is and, therefore, 

whether transhumanism is valuable or 

not. You, by contrast, seemed very sure 

about this, which is why I wanted to learn 

from you.

Twitterian: OK. Let me try again.

… a few more attempts later …

Twitterian: I no longer know what to 

think, Soc-AI. Any views I offer prove to be 

mistaken. I am at a loss.
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Soc-AI: You may be at a loss. But can 

you see that you are better off?

Twitterian: No! I no longer know what I 

should aspire to. It is disturbing. I can’t see 

how this makes me any better.

Soc-AI: Well, now you know that 

you did not really know that which you 

thought you knew. If you do not know 

how to live well, it is better to know that 

than not to do so.

Whether you agree with Soc-AI is 

not the most important issue here. This 

conversation was meant to show how 

Socratic ignorance could be used in an 

AI system. How to computationally rep-

resent Socratic ignorance is also not our 

issue, although computerizing Socratic 

ignorance through a dialogue agent is 

no longer a far-fetched idea.10 Our point 

is that if one wanted to develop an AI 

that had Socratic ignorance as part of 

its intelligence, the aforementioned Tay 

would be a failed one. Socratic AI must 

encourage those who interact with the 

AI to cultivate Socratic wisdom (that is, 

Socratic ignorance).

We used a chatbot as an example, 

but all other applications of AI can po-

tentially be Socratic. Siri can behave in 

a Socratic manner in its interaction with 

humans who ask it questions. Google’s 

engine can be Socratic, too, by helping 

users to deepen their reasons for search-

ing for particular information. Generally, 

most expert systems can be Socratic to 

some extent. Of course, injecting a Soc-

ratic approach into the use of technology 

will pose important challenges. Expert 

systems are developed to reduce humans’ 

cognitive loads, and Socratic AI does not 

contribute to this end. Moreover, con-

fronting one’s ignorance about how one 

should live one’s life is deeply unsettling. 

Many human users would probably hate 

Socratic AIs. This actually happened in 

Socrates’s Athens, where the Athenians 

sentenced Socrates to death for allegedly 

corrupting the youth. However, this 

should not be a reason to avoid Socratic 

AI; after all, no one was wiser than Socra-

tes. Socratic AI, or artificial wisdom, may 

be audacious, but it certainly is a valu-

able goal in AI research, especially if it is 

meant to seek value alignment.

W
hat would happen if the ap-

proach that we argued for 

in this article didn’t occur? 

What type of AI would likely be promul-

gated? We already know the answers. 

The virtual space in which we are liv-

ing is not Socratic. Facebook’s and You-

Tube’s algorithms imitate people who 

heedlessly watch only what they like 

to watch and endlessly generate filter 

bubbles of like-minded users. The ab-

sence of sustained reflection and crit-

ical perspective is seriously hindering 

any healthy democratic deliberation in 

such a space.11 Socratic Siri would not 

simply aim to deliver information mat-

ter of factly. It would help users be more 

reflective by challenging them to criti-

cally engage with the material they are 

consuming and ensuring that such con-

sumption is connected with the reflec-

tion on what it means to live a good life. 

No doubt, users might find Socratic AI 

nagging and uncomfortable, at times. 

But even if this may be true, Socrates 

would nevertheless insist, as he insisted 

when he was condemned to death, that 

this is the most valuable gift that the 

gods of technology could bequeath to 

our society. 
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