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FROM ε-ENTROPY TO KL-ENTROPY: ANALYSIS OF MINIMUM
INFORMATION COMPLEXITY DENSITY ESTIMATION

BY TONG ZHANG

Yahoo Research

We consider an extension of ε-entropy to a KL-divergence based com-
plexity measure for randomized density estimation methods. Based on this
extension, we develop a general information-theoretical inequality that mea-
sures the statistical complexity of some deterministic and randomized den-
sity estimators. Consequences of the new inequality will be presented. In
particular, we show that this technique can lead to improvements of some
classical results concerning the convergence of minimum description length
and Bayesian posterior distributions. Moreover, we are able to derive clean
finite-sample convergence bounds that are not obtainable using previous ap-
proaches.

1. Introduction. The purpose of this paper is to study a class of com-
plexity minimization based density estimation methods using a generalization
of ε-entropy, which has become a central technical tool in the traditional
finite-sample convergence analysis. Specifically, we derive a simple yet general
information-theoretical inequality that can be used to measure the convergence of
this very basic inequality.

We shall first introduce basic notation used in the paper. Consider a sample
space X and a measure µ on X (with respect to some σ -field). In statistical infer-
ence, nature picks a probability measure Q on X which is unknown. We assume
that Q has a density q with respect to µ. In density estimation, we consider a set
of probability densities p(·|θ) (with respect to µ on X) indexed by θ ∈ �. With-
out causing any confusion, we may also occasionally denote the model family
{p(·|θ) : θ ∈ �} by the same symbol �. Throughout this paper, we always denote
the true underlying density by q , and we do not assume that q belongs to the model
class �. Given �, our goal is to select a density p(·|θ) ∈ � based on the observed
data X = {X1, . . . ,Xn} ∈ Xn, such that p(·|θ) is as close to q as possible when
measured by a certain distance function (which we shall specify later).

In the framework considered in this paper, we assume that there is a prior dis-
tribution dπ(θ) on the parameter space � that is independent of the observed data.
For notational simplicity, we shall call any observation X dependent probability
density ŵX(θ) on � (measurable on Xn × �) with respect to dπ(θ) a posterior
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randomization measure, or simply a posterior. In particular, a posterior randomiza-
tion measure in our sense is not limited to a Bayesian posterior distribution, which
has a very specific meaning. We are interested in the density estimation perfor-
mance of randomized estimators that draw θ according to posterior randomization
measures ŵX(θ) obtained from a class of density estimation schemes. We should
note that in this framework, our density estimator is completely characterized by
the associated posterior ŵX(θ).

The paper is organized as follows. In Section 2, we introduce a generalization
of ε-entropy for randomized estimation methods, which we call KL-entropy. Then
a fundamental information-theoretical inequality, which forms the basis of our ap-
proach, will be obtained. Section 3 introduces the general information complex-
ity minimization (ICM) density estimation formulation, where we derive various
finite-sample convergence bounds using the fundamental information-theoretical
inequality established earlier. Sections 4 and 5 apply the analysis to the case of
minimum description length (MDL) estimators and to the convergence of Bayesian
posterior distributions. In particular, we are able to simplify and improve most re-
sults in [1] as well as various recent analysis on the consistency and concentration
of Bayesian posterior distributions. Some concluding remarks will be presented in
Section 6.

Throughout this paper, we ignore the measurability issue, and assume that
all quantities appearing in the derivations are measurable. Similarly to empiri-
cal process theory [14], the analysis can also be written in the language of outer-
expectations, so that the measurability requirement imposed in this paper can be
relaxed.

2. The basic information-theoretical inequality. In this section we intro-
duce an information-theoretical complexity measure of randomized estimators rep-
resented as posterior randomization measures. As we shall see, this quantity di-
rectly generalizes the concept of ε-entropy for deterministic estimators. We also
develop a simple yet very general information-theoretical inequality, which bounds
the convergence behavior of an arbitrary randomized estimator using the intro-
duced complexity measure. This inequality is the foundation of the approach in-
troduced in this paper.

DEFINITION 2.1. Consider a probability density w(·) on � with respect to π .
The KL-divergence DKL(w dπ ||dπ) is defined as

DKL(w dπ ||dπ) =
∫
�

w(θ) lnw(θ)dπ(θ).

For any posterior randomization measure ŵX , we define its KL-entropy with re-
spect to π as DKL(ŵX dπ ||dπ).
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Note that DKL(w dπ ||dπ) may not always be finite. However, it is always non-
negative.

KL-divergence is a rather standard information-theoretical concept. In this sec-
tion we show that it can be used to measure the complexity of a randomized esti-
mator. We can immediately see that the quantity directly generalizes the concept
of ε-entropy on an ε-net; assuming that we have N points in an ε-net, we may
consider a prior that puts a mass of 1/N on every point. It is easy to see that any
deterministic estimator in the ε-net can be regarded as a randomized estimator that
is concentrated on one of the N points with posterior weight N (and weight of
zero elsewhere). Clearly this estimator has a KL-entropy of ln N , which is essen-
tially the ε-entropy. In fact, it is also easy to verify that any randomized estimator
on the ε-net has a KL-entropy bounded by its ε-entropy lnN . Therefore ε-entropy
is the worst-case KL-entropy on an ε-net with a uniform prior.

The concept of ε-entropy can be regarded as a notion to measure the com-
plexity of an explicit discretization, usually for a deterministic estimator on a
discrete ε-net. The concept of KL-entropy can be regarded as a notation to mea-
sure the complexity of a randomized estimation method, where the discretization is
done implicitly through randomization with respect to an arbitrary prior. This dif-
ference is important for practical purposes since it is usually impossible (or very
difficult) to perform computation on an explicitly discretized ε-net. Therefore es-
timators based on ε-nets are often of theoretical interest only. However, it is often
feasible to draw samples from a posterior randomization measure with respect to a
continuous prior by using standard Monte Carlo techniques. Therefore randomized
estimation methods are potentially useful for practical problems.

Since KL-entropy allows nonuniform priors, the concept can directly charac-
terize local adaptivity of randomized estimators when we put more prior mass
in certain regions of the model family. In contrast, ε-entropy is a notation that
tries to treat every part of the space equally, which may not give the best possi-
ble results. For example, for convergence of posterior distributions, the fact that
entropy conditions are not always the most appropriate was pointed out in [4],
pages 522–523. The issue of adaptivity (and related nonuniform prior) cannot be
directly addressed with ε-entropy. In the literature, one has to employ additional
techniques such as peeling (e.g., see [13]) for this purpose. As a comparison, the
ability to use a nonuniform prior directly in our analysis is conceptually useful.
Putting a large prior mass in a certain region indicates that we want to achieve
a more accurate estimate in that region, in exchange for slower convergence in a
region with smaller prior mass. The prior structure reflects our belief that the true
density is more likely to have a certain form than some alternative forms. There-
fore the theoretical analysis should also imply a more accurate estimate when we
are lucky enough to guess the true density q correctly by putting a large prior mass
around it. As we will see later, finite-sample convergence bounds derived in this
paper using KL-entropy have this behavior.
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Next we prove a simple information-theoretical inequality using the KL-entropy
of randomized estimators, which forms the basis of our analysis. For a real-valued
function f (θ) on �, we denote by Eπf (θ) the expectation of f (·) with respect
to π . Similarly, for a real-valued function �(x) on X, we denote by Eq�(x) the
expectation of �(·) with respect to the true underlying distribution q . We also use
EX to denote the expectation with respect to the observation X (n independent
samples from q).

The key ingredient of our analysis using KL-entropy is a well-known convex
duality, which has already been used in some recent machine learning papers to
study sample complexity bounds. For example, see [8, 11]. For completeness, we
include a simple information-theoretical proof.

PROPOSITION 2.1. Assume that f (θ) is a measurable real-valued function
on �, and w(θ) is a density with respect to π ; we have

Eπw(θ)f (θ) ≤ DKL(w dπ ||dπ) + ln Eπ exp(f (θ)).

PROOF. We assume that Eπ exp(f (θ)) < ∞; otherwise the bound is trivial.
Consider v(θ) = exp(f (θ))/Eπ exp(f (θ)). Since Eπv(θ) = 1, we can regard it
as a density with respect to π . Using this definition, it is easy to verify that the
inequality in Proposition 2.1 can be rewritten equivalently as

Eπw(θ) lnw(θ) + ln Eπ exp(f (θ)) − Eπw(θ)f (θ) = DKL(w dπ ||v dπ) ≥ 0,

which is a well-known information-theoretical inequality, and follows easily from
Jensen’s inequality. �

The main technical result which forms the basis of the paper is given by the
following lemma, where we assume that ŵX(θ) is a posterior (represented as a
density with respect to π that depends on X and is measurable on Xn × �).

LEMMA 2.1. Consider any posterior ŵX(θ). Let α and β be two real num-
bers. The following inequality holds for all measurable real-valued functions
LX(θ) on Xn × �:

EX exp
[
EπŵX(θ)

(
LX(θ) − α ln EXeβLX(θ)) − DKL(ŵX dπ ||dπ)

]
≤ Eπ

EXeLX(θ)

Eα
XeβLX(θ)

,

where EX is the expectation with respect to the observation X.

PROOF. From Proposition 2.1, we obtain

L̂(X) = EπŵX(θ)
(
LX(θ) − α ln EXeβLX(θ)) − DKL(ŵX dπ ||dπ)

≤ ln Eπ exp
(
LX(θ) − α ln EXeβLX(θ)).
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Now applying Fubini’s theorem to interchange the order of integration, we have

EXeL̂(X) ≤ EXEπeLX(θ)−α ln EX exp(βLX(θ)) = Eπ

EXeLX(θ)

Eα
XeβLX(θ)

. �

REMARK 2.1. The importance of the above inequality is that the left-hand
side is a quantity that involves an arbitrary posterior randomization measure
ŵX dπ . The right-hand side is a numerical constant independent of the estima-
tor ŵX . Therefore the inequality gives a bound that can be applied to an arbitrary
randomized estimator. The remaining issue is merely how to interpret the resulting
bound, which we shall focus on later in this paper.

REMARK 2.2. The main technical ingredients of the proof are motivated from
techniques in the recent machine learning literature. The general idea for analyz-
ing randomized estimators using Fubini’s theorem and decoupling was already
in [17]. The specific decoupling mechanism using Proposition 2.1 appeared in [3];
see [8, 11] for related problems. A simplified form of Lemma 2.1 was used in [18]
to analyze Bayesian posterior distributions.

The following bound is a straightforward consequence of Lemma 2.1. Note that
for density estimation, the loss �θ (x) has the form of �(p(x|θ)), where �(·) is a
scaled log-loss.

THEOREM 2.1. We use the notation of Lemma 2.1. Let X = {X1, . . . ,Xn} be
n-samples that are independently drawn from q . Consider a measurable function
�θ (x) :� × X → R, and real numbers α and β , and define

cn(α,β) = 1

n
ln Eπ

(
Eqe−�θ (x)

Eα
q e−β�θ (x)

)n

.

Then ∀ t , the following event holds with probability at least 1 − exp(−t):

−αEπŵX(θ) ln Eq e−β�θ (x)

≤ EπŵX(θ)
∑n

i=1 �θ (Xi) + DKL(ŵX dπ ||dπ) + t

n
+ cn(α,β).

Moreover, we have the expected risk bound

−αEXEπŵX(θ) ln Eqe−β�θ (x)

≤ EX

EπŵX(θ)
∑n

i=1 �θ (Xi) + DKL(ŵX dπ ||dπ)

n
+ cn(α,β).
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PROOF. We use the notation of Lemma 2.1, with LX(θ) = −∑n
i=1 �θ (Xi). If

we define

L̂(X) = EπŵX(θ)
(
LX(θ) − α ln EXeβLX(θ)) − DKL(ŵX dπ ||dπ)

= EπŵX(θ)

(
−

n∑
i=1

�θ (Xi) − nα ln Eqe−β�θ (x)

)
− DKL(ŵX dπ ||dπ),

then by Lemma 2.1 we have EXeL̂(X) ≤ encn(α,β). This implies ∀ ε: eεP (L̂(X) >

ε) ≤ encn(α,β). Now given any t , and letting ε = t + ncn(α,β), we obtain

et+ncn(α,β)P
(
L̂(X) > t + ncn(α,β)

) ≤ encn(α,β).

That is, with probability at least 1 − e−t , L̂(X) ≤ ε = ncn(α,β) + t . By rearrang-
ing the equation, we establish the first inequality of the theorem.

To prove the second inequality, we still start with EXeL̂(X) ≤ encn(α,β) from
Lemma 2.1. From Jensen’s inequality with the convex function ex , we obtain

eEXL̂(X) ≤ EXeL̂(X) ≤ encn(α,β). That is, EXL̂(X) ≤ nc(α,β). By rearranging the
equation, we obtain the desired bound. �

REMARK 2.3. The special case of Theorem 2.1 with α = β = 1 is very use-
ful since in this case the term cn(α,β) vanishes. In fact, in order to obtain the
correct rate of convergence for nonparametric problems, it is sufficient to choose
α = β = 1. The more complicated case with general α and β is only needed for
parametric problems, where we would like to obtain a convergence rate of the order
O(1/n). In such cases the choice of α = β = 1 would lead to a rate of O(lnn/n),
which is suboptimal.

3. Information complexity minimization. Let S be a predefined set of densi-
ties on � with respect to the prior π . We consider a general information complexity
minimization estimator,

ŵS
X = arg min

w∈S

[
−Eπw(θ)

n∑
i=1

lnp(Xi |θ) + λDKL(w dπ ||dπ)

]
.(1)

Given the true density q , if we define

R̂λ(w) = 1

n
Eπw(θ)

n∑
i=1

ln
q(Xi)

p(Xi |θ)
+ λ

n
DKL(w dπ ||dπ),(2)

then it is clear that

ŵS
X = arg min

w∈S

R̂λ(w).

The above estimation procedure finds a randomized estimator by minimizing
the regularized empirical risk R̂λ(w) among all possible densities with respect to
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the prior π in a predefined set S. The purpose of this section is to study the perfor-
mance of this estimator using Theorem 2.1. For simplicity, we shall only study the
expected performance using the second inequality, although similar results can be
obtained using the first inequality (which leads to exponential probability bounds).

One may define the true risk of w by replacing the empirical expectation in (2)
with the true expectation with respect to q:

Rλ(w) = Eπw(θ)DKL(q||p(·|θ)) + λ

n
DKL(w dπ ||dπ),(3)

where DKL(q||p) = Eq ln(q(x)/p(x)) is the KL-divergence between q and p. The
information complexity minimizer in (1) can be regarded as an approximate solu-
tion to (3) using empirical expectation.

Using empirical process techniques, one can typically expect to bound Rλ(w) in
terms of R̂λ(w). Unfortunately, it does not work in our case since DKL(q||p) is not
well defined for all p. This implies that as long as w has nonzero concentration
around a density p with DKL(q||p) = +∞, then Rλ(w) = +∞. Therefore we
may have Rλ(ŵ

S
X) = +∞ with nonzero probability even when the sample size

approaches infinity.
A remedy is to use a distance function that is always well defined. In statistics,

one often considers the ρ-divergence for ρ ∈ (0,1), which is defined as

Dρ(q||p) = 1

ρ(1 − ρ)
Eq

[
1 −

(
p(x)

q(x)

)ρ]
.(4)

This divergence is always well defined and DKL(q||p) = limρ→0 Dρ(q||p). In the
statistical literature, convergence results were often specified under the squared
Hellinger distance (ρ = 0.5). In this paper we specify convergence results with
general ρ. We shall mention that bounds derived in this paper will become trivial
when ρ → 0. This is consistent with the above discussion since Rλ (correspond-
ing to ρ = 0) may not converge at all. However, under additional assumptions,
such as the boundedness of q/p, DKL(q||p) exists and can be bounded using the
ρ-divergence Dρ(q||p).

A concept related to the ρ-divergence in (4) is the Rényi entropy introduced
in [9]. The notion has been widely used in information theory. Up to a scaling
factor, it can be defined as

DRe
ρ (q||p) = − 1

ρ(1 − ρ)
ln Eq

(
p(x)

q(x)

)ρ

.

Note that the standard definition of Rényi entropy in the literature is ρDRe
ρ (q||p).

We employ a scaled version in this paper for compatibility with our ρ-divergence
definition. Using the inequality 1 − x ≤ − lnx ≤ x−1 − 1 (x ∈ [0,1]), we can see
that ∀p,q

Dρ(q||p) ≤ DRe
ρ (q||p) ≤ Dρ(q||p)

1 − ρ(1 − ρ)Dρ(q||p)
.
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The following bounds imply that up to a constant, the ρ-divergence with any
ρ ∈ (0,1) is equivalent to the squared Hellinger distance. Therefore a convergence
bound in any ρ-divergence implies a convergence bound of the same rate in the
Hellinger distance.

PROPOSITION 3.1. We have the following inequalities ∀ρ ∈ [0,1]:
max(ρ,1 − ρ)Dρ(q||p) ≥ 1

2D1/2(q||p) ≥ min(ρ,1 − ρ)Dρ(q||p).

PROOF. We prove the first half of the two inequalities. Due to the symmetry
Dρ(q||p) = D1−ρ(p||q), we only need to consider the case ρ ≤ 1/2. The proof
of the second half (with ρ ≥ 1/2) is identical except that the sign in the Taylor
expansion step is reversed.

We use Taylor expansion. Let x = p1/2−q1/2

q1/2 ; then x ≥ −1, and there exists
ξ > −1 such that

(1 + x)2ρ = 1 + 2ρx + ρ(2ρ − 1)(1 + ξ)2ρ−2x2 ≤ 1 + 2ρx.

Now taking expectation with respect to q , we obtain

Eq

(
p

q

)ρ

= Eq

(
1 + p1/2 − q1/2

q1/2

)2ρ

≤ 1 + 2ρEq

p1/2 − q1/2

q1/2 .

By rearranging the equation, we obtain 2ρ(1
4D1/2(q||p)) ≤ ρ(1 − ρ)Dρ(q||p).

�

3.1. A general convergence bound. The following theorem is a consequence
of Theorem 2.1. Most of our later discussion can be considered as interpretation
of this theorem under different conditions.

THEOREM 3.1. Consider the estimator ŵS
X defined in (1). Let α > 0. Then

∀ρ ∈ (0,1) and γ ≥ ρ such that λ′ = λγ−1
γ−ρ

≥ 0, we have

EXEπŵS
X(θ)Dρ(q||p(·|θ)) ≤ EXEπŵS

X(θ)DRe
ρ (q||p(·|θ))

≤ γ infw∈S Rλ(w)

αρ(1 − ρ)
− γ − ρ

αρ(1 − ρ)
EXR̂λ′(ŵS

X)

+ cρ,n(α)

αρ(1 − ρ)
,

where cρ,n(α) = 1
n

ln EπE(1−α)n
q (

p(x|θ)
q(x)

)ρ = 1
n

ln Eπe−ρ(1−ρ)(1−α)nDRe
ρ (q||p(·|θ)).



2188 T. ZHANG

PROOF. Consider an arbitrary data-independent density w(θ) ∈ S with respect
to π . Using (4), we can obtain from Theorem 2.1 the chain of equations

αρ(1 − ρ)EXEπŵS
X(θ)Dρ(q||p(·|θ))

≤ αρ(1 − ρ)EXEπŵS
X(θ)DRe

ρ (q||p(·|θ))

= −αEXEπŵS
X(θ) ln Eq exp

(
−ρ ln

q(x)

p(x|θ)

)

≤ EX

[
ρEπŵS

X

n∑
i=1

1

n
ln

q(Xi)

p(Xi |θ)
+ DKL(ŵS

X dπ ||dπ)

n

]
+ cρ,n(α)

= EX[γ R̂λ(ŵ
S
X) + (ρ − γ )R̂λ′(ŵS

X)] + cρ,n(α)

≤ EX[γ R̂λ(w) + (ρ − γ )R̂λ′(ŵS
X)] + cρ,n(α)

= γRλ(w) − (γ − ρ)EXR̂λ′(ŵS
X) + cρ,n(α),

where Rλ(w) is defined in (3). Note that the first inequality uses the fact − ln(1 −
x) ≥ x. The second inequality follows from Theorem 2.1 with the choice �θ (x) =
ρ ln q(x)

p(x|θ)
and β = 1. The third inequality follows from the definition of ŵS

X in (1).
�

REMARK 3.1. If γ = ρ in Theorem 3.1, then we also require λγ = 1, and let
λ′ = 0.

Although the bound in Theorem 3.1 looks complicated, the most important part
on the right-hand side is the first term. The second term is only needed to handle
the situation λ ≤ 1. The requirement that γ ≥ ρ is to ensure that the second term
is nonpositive. Therefore in order to apply the theorem, we only need to estimate a
lower bound of R̂λ′(ŵS

X), which (as we shall see later) is much easier than obtain-
ing an upper bound. The third term is mainly included to get the correct conver-
gence rate of O(1/n) for parametric problems, and can be ignored for nonparamet-
ric problems. The effect of this term is quite similar to using localized ε-entropy in
the empirical process approach for analyzing the maximum-likelihood method; for
example, see [13]. As a comparison, the KL-entropy in the first term corresponds
to the global ε-entropy.

Note that one can easily obtain a simplified bound from Theorem 3.1 by choos-
ing specific parameters so that both the second term and the third term vanish:

COROLLARY 3.1. Consider the estimator ŵS
X defined in (1). Assume that

λ > 1 and let ρ = 1/λ. We have

EXEπŵS
X(θ)DRe

ρ (q||p(·|θ)) ≤ 1

1 − ρ
inf
w∈S

Rλ(w).
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PROOF. We simply let α = 1 and γ = ρ in Theorem 3.1. �

An important observation is that for λ > 1, the convergence rate is solely deter-
mined by the quantity infw∈S Rλ(w), which we shall refer to as the model resolv-
ability associated with S.

3.2. Some consequences of Theorem 3.1. In order to apply Theorem 3.1, we
need to bound the quantity EXR̂λ′(ŵS

X) from below. Some of these results can be
found in the Appendix, and by using these results, we are able to obtain some
refined bounds from Theorem 3.1.

COROLLARY 3.2. Consider the estimator ŵS
X defined in (1). Assume that

λ > 1; then ∀ρ ∈ (0,1/λ]
EXEπŵS

X(θ)DRe
ρ (q||p(·|θ)) ≤ 1

ρ(λ − 1)
inf
w∈S

Rλ(w).

PROOF. We simply let α = 1 and γ = (1 − ρ)/(λ − 1) in Theorem 3.1. Note
that in this case, λ′ = 1, and hence by Lemma A.1 in the Appendix, we have
EXR̂λ′(ŵS

X) ≥ 0. �

Note that Lemma A.1 is only applicable for λ′ ≥ 1. If λ′ ≤ 1, then we need
a discretization device which generalizes the upper ε-covering number concept
used in [2] for showing the consistency (or inconsistency) of Bayesian posterior
distributions:

DEFINITION 3.1. The ε-upper bracketing number of �, denoted by Nub(�, ε),
is the minimum number of nonnegative functions {fj } on X with respect to µ such
that Eq(fj /q) ≤ 1 + ε, and ∀ θ ∈ �, ∃ j such that p(x|θ) ≤ fj (x) a.e. [µ].

The discretization device which we shall use in this paper is based on the fol-
lowing definition.

DEFINITION 3.2. Given a set �′ ⊂ �, we define its upper-bracketing radius
as

rub(�
′) =

∫
sup
θ∈�′

p(x|θ) dµ(x) − 1.

An ε-upper discretization of � consists of a covering of � by countably many
measurable subsets {�j } such that

⋃
j �j = � and rub(�j ) ≤ ε.

Using this concept, we may combine the estimate in Lemma A.2 in the Ap-
pendix with Theorem 3.1, and obtain the following simplified bound for λ = 1.
Similar results can also be obtained for λ < 1.
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COROLLARY 3.3. Consider the estimator defined in (1). Let λ = 1. Consider
an arbitrary covering {�j } of �. ∀ρ ∈ (0,1) and ∀γ ≥ 1, we have

EXEπŵS
X(θ)DRe

ρ (q||p(·|θ))

≤ γ infw∈S Rλ(w)

ρ(1 − ρ)
+ γ − ρ

ρ(1 − ρ)n
ln

∑
j

π(�j )
(γ−1)/(γ−ρ)(1 + rub(�j )

)n
.

In particular, if {�ε
j } is an ε-upper discretization of �, then

EXEπŵS
X(θ)DRe

ρ (q||p(·|θ))

≤ γ infw∈S Rλ(w)

ρ(1 − ρ)
+ γ − ρ

ρ(1 − ρ)

[ ln
∑

j π(�ε
j )

(γ−1)/(γ−ρ)

n
+ ln(1 + ε)

]
.

PROOF. We let α = 1 in Theorem 3.1 and apply Lemma A.2. �

Note that the above results immediately imply the following bound using
ε-upper entropy by letting γ → 1 with a finite ε-upper bracketing cover of size
Nub(�, ε) as the discretization:

EXEπŵS
X(θ)DRe

ρ (q||p(·|θ)) ≤ infw∈S Rλ(w)

ρ(1 − ρ)
+ 1

ρ
inf
ε>0

[
lnNub(�, ε)

n
+ ln(1 + ε)

]
.

It is clear that Corollary 3.3 is significantly more general. We are able to deal with
an infinite cover as long as the decay of the prior π is fast enough on an ε-upper
discretization so that

∑
j π(�ε

j )
(γ−1)/(γ−ρ) < +∞.

3.3. Weak convergence bound. The case of λ = 1 is related to a number of
important estimation methods in statistical applications. However, for an arbitrary
prior π without any additional assumption such as the fast decay condition in
Corollary 3.3, it is impossible to establish any convergence rate result in terms
of Hellinger distance using the model resolvability quantity alone, as in the case
of λ > 1 (Corollary 3.2). See Section 4.4 for an example demonstrating this claim.
However, one can still obtain a weaker convergence result in this case.

THEOREM 3.2. Consider the estimator ŵS
X defined in (1) with λ = 1. Then

∀f :X → [−1,1], we have

EX

∣∣∣∣∣EπŵS
X(θ)Ep(·|θ)f (x) − 1

n

n∑
i=1

f (Xi)

∣∣∣∣∣ ≤ 2An + √
2An,

where Ep(·|θ)f (x) = ∫
f (x)p(x|θ) dµ(x) is the expectation with respect to p(·|θ)

on X, and An = infw∈S EXRλ(w) + ln 2
n

.
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PROOF. The first half of the proof, leading to (5), is an application of Theo-
rem 2.1. The second half is very similar to the proof of Theorem 3.1.

Let gε(x) = 1 − εf (x), and hε(θ, x) = q(x)
p(x|θ)gε(x)

, where ε ∈ (−1,1) is a para-
meter to be determined later. Note that gε(x) > 0.

We consider an extension of � to �′ = �×{±1}. Let σ = ±1, and θ ′ = (θ, σ ) ∈
�′. We define a prior π ′ on �′ such that π ′((θ, σ )) = 0.5π(θ). For a posterior
ŵS

X(θ) on �, we consider for u = ±1 a posterior ŵS
u,X(θ, σ ) on �′ such that

ŵS
u,X(θ, σ ) = 2ŵS

X(θ) when σ = u, and ŵS
u,X(θ, σ ) = 0 otherwise. Let α = β = 1

and �θ,σ (x) = lnhσε(θ,Xi). For all u(X) ∈ {±1}, we apply Theorem 2.1 to the
posterior ŵS

u(X),X , and obtain

−EXEπŵX(θ) ln Eqe
− lnhuε(θ,x)

≤ EX

EπŵX(θ)
∑n

i=1 lnhuε(θ,Xi) + DKL(ŵX dπ ||dπ) + ln 2

n
.

Note that Eqe
− lnhuε(θ,x) = Ep(·|θ)gε(x). Therefore if we let

ε(X) = EπŵS
X(θ)

(
n∑

i=1

lngε(Xi) − n ln Ep(·|θ)gε(x)

)
,

then

EXu(X)ε(X) ≤ nEXR̂λ(ŵ
S
X) + ln 2 ≤ n inf

w∈S
Rλ(w) + ln 2,(5)

where the second inequality follows from the definition of ŵS
X in (1). This inequal-

ity plays the same role as Theorem 2.1 in the proof of Theorem 3.1.
Consider x ≤ y < 1. We have the inequalities (which follow from Taylor expan-

sion)

x ≤ − ln(1 − x) ≤ x + x2

2(1 − y)2 .

This implies lngε(x) ≥ −εf (x) − ε2

2(1−|ε|)2 and − ln Ep(·|θ)gε(x) ≥ εEp(·|θ)f (x).
Therefore

ε(X) ≥ εEπŵS
X(θ)

(
−

n∑
i=1

f (Xi) + nEp(·|θ)f (x)

)
− nε2

2(1 − |ε|)2 .

Substitute into (5); we have

EX sup
u∈{±1}

(
uεEπŵS

X(θ)

(
−

n∑
i=1

f (Xi) + nEp(·|θ)f (x)

))
− nε2

2(1 − |ε|)2

≤ n inf
w∈S

EXRλ(w) + ln 2.
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Therefore we have

EX

∣∣∣∣∣EπŵS
X(θ)

(
−

n∑
i=1

f (Xi) + nEp(·|θ)f (x)

)∣∣∣∣∣ ≤ n|ε|
2(1 − |ε|)2 + nAn

|ε| .

Let |ε| = √
2An/(

√
2An + 1) and we obtain the desired bound. �

Note that for all f ∈ [−1,1] the empirical average 1
n

∑n
i=1 f (Xi) converges to

Eqf (x),

EX

∣∣∣∣∣1

n

n∑
i=1

f (Xi) − Eqf (x)

∣∣∣∣∣ ≤ E1/2
X

(
1

n

n∑
i=1

f (Xi) − Eqf (x)

)2

≤ 1√
n
.

It follows from Theorem 3.2 that

EX

∣∣EπŵS
X(θ)Ep(·|θ)f (x) − Eqf (x)

∣∣ ≤ 2An + √
2An + n−1/2.

This means that as long as limn An = 0, for all bounded functions f (x) ∈ [−1,1],
the posterior average EπŵS

X(θ)Ep(·|θ)f (x) converges to Eqf (x) in probability.
Since Theorem 3.2 uses the same weak topology as that in the usual definition of
weak convergence of measures, we can interpret this result to mean the posterior
average EπŵS

X(θ)p(·|θ) converges weakly to q in probability. In particular, by
letting f (x) be an indicator function for an arbitrary set B ⊂ X, we obtain the
consistency of the probability estimate. That is, the probability of B under the
posterior mean EπŵS

X(θ)p(·|θ) converges to the probability of B under q (when
limn An = 0).

4. Two-part code MDL on discrete net. The minimum description length
(MDL) method has been widely used in practice [10]. The two-part code MDL
we consider here is the same as that of Barron and Cover [1]. In fact, results in
this section improve those of Barron and Cover [1]. The MDL method considered
in [1] can be regarded as a special case of information complexity minimization.
The model space � is countable: θ ∈ � = {1,2, . . .}. We denote the corresponding
models p(x|θ = j) by pj (x). The prior π has the form π = {π1, π2, . . .} such that∑

j πj = 1, where we assume that πj > 0 for each j . A randomized algorithm can
be represented as a nonnegative weight vector w = [wj ] such that

∑
j πjwj = 1.

MDL gives a deterministic estimator, which corresponds to the set of weights
concentrated on any one specific point k. That is, we can select S in (1), where
each weight w in S corresponds to an index k ∈ � such that wk = 1/πk and wj = 0
when j �= k. It is easy to check that DKL(w dπ ||dπ) = ln(1/πk). The correspond-
ing algorithm can thus be described as finding a probability density p

k̂
with k̂

obtained by

k̂ = arg min
k

[
n∑

i=1

ln
1

pk(Xi)
+ λ ln

1

πk

]
,(6)
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where λ ≥ 1 is a regularization parameter. The first term corresponds to the de-
scription of the data, and the second term corresponds to the description of the
model. The choice λ = 1 can be interpreted as minimizing the total description
length, which corresponds to the standard MDL. The choice λ > 1 corresponds
to heavier penalty on the model description, which makes the estimation method
more stable. This modified MDL method was considered in [1] and the authors
obtained results on the asymptotic rate of convergence. However, no simple finite-
sample bound was obtained. For the case of λ = 1, only weak consistency was
shown. In the following, we shall improve these results using the analysis pre-
sented in Section 3.

4.1. Modified MDL under global entropy condition. Consider the case λ > 1
in (6). We can obtain the following theorem from Corollary 3.2.

THEOREM 4.1. Consider the estimator k̂ defined in (6). Assume that λ > 1.
Then ∀ρ ∈ (0,1/λ]

EXDρ(q||p
k̂
) ≤ EXDRe

ρ (q||p
k̂
) ≤ 1

ρ(λ − 1)
inf
k

[
DKL(q||pk) + λ

n
ln

1

πk

]
.

The term rλ,n(q) = infk[DKL(q||pk) + λ
n

ln 1
πk

] is referred to as index of resolv-
ability in [1]. They showed (Theorem 4) that D1/2(q||p

k̂
) = Op(rλ,n(q)) when

λ > 1, which is a direct consequence of Theorem 4.1.
Theorem 4.1 generalizes a result by Andrew Barron and Jonathan Li, which

gave a similar inequality but only for the case of λ = 2 and ρ = 1/2. The result
can be found in [7], Theorem 5.5, page 78. In particular, consider � such that
|�| = N with uniform prior πj = 1/N ; one obtains a bound for the maximum
likelihood estimate over � (take λ = 2 and ρ = 1/2 in Theorem 4.1),

EXD1/2(q||p
k̂
) ≤ 2 inf

k

[
DKL(q||pk) + 2

n
ln

1

N

]
.(7)

Examples of indexes of resolvability for various function classes can be found
in [1], which we shall not repeat in this paper. In particular, it is known that for
nonparametric problems, with appropriate discretization the rate resulting from (7)
matches the minimax rate, such as those in [16].

4.2. Local entropy analysis. Although the bound based on the index of re-
solvability in Theorem 4.1 is quite useful for nonparametric problems, see [1], it
does not handle the parametric case satisfactorily. To see this, we consider a one-
dimensional parameter family indexed by θ ∈ [0,1], and we discretize the family
using a uniform discrete net of size N +1, θj = j/N (j = 0, . . . ,N). In the follow-
ing, we assume that q is taken from the parametric family, and for some fixed ρ,
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both DRe
ρ (q||pk) and DKL(q||pk) are of the order (θ − θk)

2. That is, we assume
that there exist constants c1 and c2 where

c1(θ − θk)
2 ≤ DRe

ρ (q||pk), DKL(q||pk) ≤ c2(θ − θk)
2.(8)

We will thus have infk DKL(q||pk) ≤ c2N
−2, and the bound in (7), which relies

on the index of resolvability, becomes EXD1/2(q||p
k̂
) ≤ O(N−2) + 4

n
ln 1

N+1 .
Now by choosing N = O(n−1/2), we obtain a suboptimal convergence rate
EXD1/2(q||p

k̂
) ≤ O(lnn/n). Note that convergence rates established in [1] for

parametric examples are also of the order O(lnn/n).
The main reason for this suboptimality is that the complexity measure O(lnN)

or O(− lnπk) corresponds to the globally defined entropy. However, readers who
are familiar with the empirical process theory know that the rate of convergence of
the maximum-likelihood estimate is determined by local entropy mentioned in [5].
For nonparametric problems, it was pointed out in [16] that the worst-case local
entropy is of the same order as the global entropy. Therefore a theoretical analysis
which relies on global entropy (such as Theorem 4.1) leads to the correct worst-
case rate at least in the minimax sense. For parametric problems, at the O(1/n)

approximation level, local entropy is constant but the global entropy is lnn. This
leads to a ln(n) difference in the resulting bound.

Although it may not be immediately obvious how to define a localized counter-
part of the index of resolvability, we can introduce a correction term which has the
same effect. As pointed out earlier, this is essentially the role of the cρ,n(α) term
in Theorem 3.1. We include a simplified version below, which can be obtained by
choosing α = 1/2 and γ = ρ = 1/λ.

THEOREM 4.2. Consider the estimator k̂ defined in (6). Assume that λ > 1,
and let ρ = 1/λ. Then

EXDRe
ρ (q||p

k̂
) ≤ 2

1 − ρ
inf
k

[
DKL(q||pk) + λ

n
ln

∑
j πj e

−0.5ρ(1−ρ)nDRe
ρ (q||pj )

πk

]
.

The bound relies on a localized version of the index of resolvability, with the
global entropy − lnπk replaced by a localized entropy ln

∑
j πj ×

e−0.5ρ(1−ρ)nDRe
ρ (q||pj ) − lnπk . Since

ln
∑
j

πj e
−0.5ρ(1−ρ)nDRe

ρ (q||pj ) ≤ ln
∑
j

πj = 0,

the localized entropy is always smaller than the global entropy. Intuitively, we can
see that if pj (x) is far away from q(x), then exp(−ρ(1 − ρ)(1 − α)nDRe

ρ (q||pj ))

is exponentially small as n → ∞. It follows that the main contribution to the sum-

mation in
∑

j πj e
−0.5ρ(1−ρ)nDRe

ρ (q||pj ) is from terms such that DRe
ρ (q||pj ) is small.
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This is equivalent to a reweighting of the prior πk in such a way that we only count
points that are localized within a small DRe

ρ ball of q .
This localization leads to the correct rate of convergence for parametric prob-

lems. The effect is similar to using localized entropy in the empirical process
analysis. We still consider the same one-dimensional problem discussed at the be-
ginning of the section, with a uniform discretization consisting of N +1 points. We
will consider the maximum-likelihood estimate. For one-dimensional parametric
problems, using the assumption in (8), we have for all N2 = O(n),∑

j

e−ρ(1−ρ)(1−α)nDRe
ρ (q||pj ) ≤ ∑

j

e−ρ(1−ρ)(1−α)nc1j
2/N2 = O(1).

Since πj = 1/(N + 1), the localized entropy

ln

∑
j πj e

−ρ(1−ρ)(1−α)nDRe
ρ (q||pj )

πk

= O(1)

is a constant when N = O(n1/2). Therefore with a discretization size N =
O(n1/2), Theorem 4.2 implies a convergence rate of the correct order O(1/n).

4.3. The standard MDL (λ = 1). The standard MDL with λ = 1 in (6) is more
complicated to analyze. It is impossible to give a bound similar to Theorem 4.1
that depends only on the index of resolvability. As a matter of fact, no bound was
established in [1]. As we will show later, the method can converge very slowly
even if the index of resolvability is well behaved.

However, it is possible to obtain bounds in this case under additional assump-
tions on the rate of decay of the prior π . The following theorem is a straightforward
interpretation of Corollary 3.3, where we consider the family itself as a 0-upper
discretization, �i = {pi}.

THEOREM 4.3. Consider the estimator defined in (6) with λ = 1. For all ρ ∈
(0,1) and ∀γ ≥ 1, we have

EXDRe
ρ (q||p

k̂
) ≤ γ infk[DKL(q||pk) + (1/n) ln(1/πk)]

ρ(1 − ρ)

+ γ − ρ

ρ(1 − ρ)n
ln

∑
j

π
(γ−1)/(γ−ρ)
j .

The above theorem depends only on the index of resolvability and the decay
of the prior π . If π has a fast decay in the sense of

∑
j π

(γ−1)/(γ−ρ)
j < +∞ and

does not change with respect to n, then the second term on the right-hand side of
Theorem 4.3 is O(1/n). In this case the convergence rate is determined by the
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index of resolvability. The prior decay condition specified here is rather mild. This
implies that the standard MDL is usually Hellinger consistent when used with care.

4.4. Slow convergence of the standard MDL. The purpose of this section is
to illustrate that the index of resolvability cannot by itself determine the rate of
convergence for the standard MDL. We consider a simple example related to the
Bayesian inconsistency counterexample given in [2], with an additional random-
ization argument. Note that due to the randomization, we shall allow two densities
in our model class to be identical. It is clear from the construction that this require-
ment is for convenience only, rather than anything essential.

Given a sample size n, consider an integer m such that m � n. Let the space X
consist of 2m points {1, . . . ,2m}. Assume that the truth q is the uniform distribu-
tion, q(u) = 1/(2m) for u = 1, . . . ,2m.

Consider a density class �′ consisting of all densities p such that either p(u) = 0
or p(u) = 1/m. That is, a density p in �′ takes the value 1/m at m of the 2m

points, and 0 elsewhere. Now let our model class � consist of the true density q

with prior 1/4, as well as 2n densities pj (j = 1, . . . ,2n) that are randomly and
uniformly drawn from �′ (with replacement), where each pj is given the same
prior 3/2n+2.

We shall show that for a sufficiently large integer m, with large probability we
will estimate one of the 2n densities from �′ with probability of at least 1 − e−1/2.
Since the index of resolvability is ln 4/n, which is small when n is large, the ex-
ample implies that the convergence of the standard MDL method cannot be char-
acterized by the index of resolvability alone.

Let X = {X1, . . . ,Xn} be a set of n-samples from q and let p̂ be the estimator
from (6) with λ = 1 and � randomly generated above. We would like to estimate
P(p̂ = q). By construction, p̂ = q only when

∏n
i=1 pj (Xi) = 0 for all pj ∈ �′ ∩�.

Now pick m large enough such that (m − n)n/mn ≥ 0.5; we have

P(p̂ = q) = P

(
∀pj ∈ �′ ∩ � :

n∏
i=1

pj (Xi) = 0

)

= EXP

(
∀pj ∈ �′ ∩ � :

n∏
i=1

pj (Xi) = 0
∣∣∣∣X

)

= EXP

(
n∏

i=1

p1(Xi) = 0
∣∣∣∣X

)2n

= EX

(
1 − Cm

2m−|X|
Cm

2m

)2n

≤ EX

(
1 −

(
m − n

2m

)n)2n

≤ (
1 − 2−(n+1))2n ≤ e−0.5,
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where |X| denotes the number of distinct elements in X. Therefore with a constant
probability we have p̂ �= q no matter how large n is.

This example shows that it is impossible to obtain any rate of convergence result
using the index of resolvability alone. In order to estimate convergence, it is thus
necessary to make additional assumptions, such as the prior decay condition of
Theorem 4.3. The randomization used in the construction is not essential. This is
because there exists at least one draw (a deterministic configuration) that leads to
convergence probability (the probability of correct estimation) at least as large as
the expected convergence probability of e−0.5 under randomization.

We shall also mention that starting from this example, together with a construc-
tion scheme similar to that of the Bayesian inconsistency counterexample in [2],
it is not difficult to show that the standard MDL is not Hellinger consistent even
when the index of resolvability approaches zero as n → ∞. For simplicity, we skip
the detailed construction in this paper.

4.5. Weak convergence of the standard MDL. Although Hellinger consistency
cannot be obtained for standard MDL based on the index of resolvability alone,
it was shown in [1] that as n → ∞, if the index of resolvability approaches zero,
then p

k̂
converges weakly to q in probability (in the sense discussed at the end of

Section 3.3). This result is a direct consequence of Theorem 3.2, which we shall
restate here.

THEOREM 4.4. Consider the estimator defined in (6) with λ = 1. Then
∀f :X → [−1,1], we have

EX

∣∣∣∣∣Ep
k̂
f (x) − 1

n

n∑
i=1

f (Xi)

∣∣∣∣∣ ≤ 2An + √
2An,

where An = infk[DKL(q||pk) + 1
n

ln 1
πk

] + ln 2
n

.

Note that in the sense discussed at the end of Section 3.3, this theorem essen-
tially implies that the standard MDL estimator is weakly consistent (in probability)
as long as the index of resolvability approaches zero when n → ∞. Moreover, it
establishes a rate of convergence result which depends only on the index of re-
solvability. This theorem improves the consistency result in [1], where no rate of
convergence result was established and f was assumed to be an indicator function.

5. Bayesian posterior distributions. Assume we observe n-samples X =
{X1, . . . ,Xn} ∈ Xn, independently drawn from the true underlying distribution
Q with density q . As mentioned earlier, we call any probability density ŵX(θ)

with respect to π that depends on the observation X (and measurable on Xn × �)
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a posterior. For all γ > 0, we define a generalized Bayesian posterior πγ (·|X) with
respect to π as (also see [15])

πγ (θ |X) =
∏n

i=1 pγ (Xi |θ)∫
�

∏n
i=1 pγ (Xi |θ) dπ(θ)

.(9)

We call πγ the γ -Bayesian posterior. The standard Bayesian posterior is denoted
as π(·|X) = π1(·|X).

The key starting point of our analysis is the following simple observation that
relates the Bayesian posterior to an instance of information complexity minimiza-
tion which we have already analyzed in this paper.

PROPOSITION 5.1. Consider a prior π and λ > 0. Then

R̂λ(π1/λ(·|X)) = −λ

n
ln Eπ exp

(
1

λ

n∑
i=1

ln
p(Xi |θ)

q(Xi)

)
= inf

w
R̂λ(w),

where R̂λ(w) is defined in (2), and the inf on the right-hand side is over all possible
densities w with respect to the prior π .

PROOF. The first equality follows from simple algebra.
Now let f (θ) = 1

λ

∑n
i=1 lnp(Xi |θ) in Proposition 2.1; we obtain

−λ

n
ln Eπ exp(f (θ)) ≤ inf

w
R̂λ(w) ≤ R̂λ(π1/λ(·|X)).

Combining this with the first equality, we know that equality holds in the above
chain of inequalities. This proves the second inequality. �

The above proposition indicates that the generalized Bayesian posterior can be
regarded as a minimum information complexity estimator (1) with S consisting of
all possible densities. Therefore results parallel to those of MDL can be obtained.

5.1. Generalized Bayesian methods. Similarly to the index of resolvability
complexity measure for MDL, for Bayesian-like methods the corresponding model
resolvability, which controls the complexity, becomes the Bayesian resolvability
defined as

rλ,n(q) = inf
w

[
Eπw(θ)DKL(q||p(·|θ)) + λ

n
DKL(w dπ ||dπ)

]
(10)

= −λ

n
ln Eπe−(n/λ)DKL(q||p(·|θ)).

The density that attains the infimum of (10) is given by

w(θ) ∝ exp
[
−n

λ
DKL(q||p(·||θ))

]
.
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The following proposition gives a simple and intuitive estimate of the Bayesian
index of resolvability. This bound implies that the Bayesian resolvability can be
estimated using local properties of the prior π around the true density q . The quan-
tity is small as long as there is a positive prior mass in a small KL-ball around the
truth q .

PROPOSITION 5.2. The Bayesian resolvability defined in (10) can be bounded
as

rλ,n(q) ≤ inf
ε>0

[
ε − λ

n
lnπ

({
p ∈ � :DKL(q||p) ≤ ε

})]
.

PROOF. For all ε > 0, we simply note that Eπe−(n/λ)DKL(q||p(·|θ)) ≥ e−(n/λ)ε ×
π({p ∈ � :DKL(q||p) ≤ ε}). Now taking the logarithm and using (10), we obtain
the desired inequality. �

The following bound is a direct consequence of Corollary 3.2.

THEOREM 5.1. Consider the generalized Bayesian posterior π1/λ(θ |X) de-
fined in (9) with λ > 1. Then ∀ρ ∈ (0,1/λ]

EXEππ1/λ(θ |X)DRe
ρ (q||p(·|θ)) ≤ − λ

ρ(λ − 1)n
ln Eπ exp

(
−n

λ
DKL(q||p(·|θ))

)
.

The above theorem gives a general convergence bound on the γ -Bayesian
method with γ < 1, depending only on the globally defined Bayesian resolvability.
Note that similarly to Theorem 4.2 for the MDL case, a bound using a localized
Bayesian resolvability can also be obtained.

Theorem 5.1 immediately implies the concentration of a generalized Bayesian
posterior. Define the posterior mass outside an ε DRe

ρ -ball around q as

π1/λ

({p ∈ � :DRe
ρ (q||p) ≥ ε}|X)

.

Using the bound in Theorem 5.1 and Proposition 5.2, we can show that with large
probability, the generalized Bayesian posterior outside a DRe

ρ -ball of size O(ε) is
exponentially small when ε � επ,n. However, the average performance bound in
Theorem 5.1 is not refined enough to yield exponential tail probability directly
under the prior π . In order to obtain the correct behavior, we shall thus consider
a prior π ′ related to π which is more heavily concentrated on distributions that
are far away from q . We choose π ′ for which Theorem 5.1 can be used to obtain a
constant probability of posterior concentration. We then translate the concentration
of posterior with respect to π ′ to a concentration result with respect to π .

COROLLARY 5.1. Let λ > 1 and ρ ∈ (0,1/λ]. Then for all t ≥ 0 and δ ∈
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(0,1), with probability at least 1 − δ,

π1/λ

({
p ∈ � :DRe

ρ (q||p) ≥ 4επ,n + 2t

ρ(λ − 1)δ

}∣∣∣X)
≤ 1

1 + ent/λ
,

where the critical prior-mass radius επ,n = inf{ε : ε ≥ −λ
n

lnπ({p ∈ � :
DKL(q||p) ≤ ε})}.

PROOF. Let εt = 2(2επ,n + t)/(ρ(λ − 1)δ), �1 = {p ∈ � :DRe
ρ (q||p) < εt }

and �2 = {p ∈ � :DRe
ρ (q||p) ≥ εt }. We let a = e−nt/λ and define π ′(θ) = aπ(θ)C

when θ ∈ �1 and π ′(θ) = π(θ)C when θ ∈ �2, where the normalization constant
C = (aπ(�1) + π(�2))

−1 ∈ [1,1/a].
Now apply Theorem 5.1 and Proposition 5.2 with the prior π ′. We obtain (using

the Markov inequality)

EX π ′
1/λ(�2|X)εt ≤ EXEπ ′π ′

1/λ(θ |X)DRe
ρ (q||p)

≤ − λ

ρ(λ − 1)n
ln Eπ ′ exp

(
−n

λ
DKL(q||p(·|θ))

)

≤ − λ

ρ(λ − 1)n

[
lna + ln Eπ exp

(
−n

λ
DKL(q||p(·|θ))

)]

≤ 1

ρ(λ − 1)

[
t + επ,n − λ

n
lnπ

({p ∈ � :DKL(q||p) ≤ επ,n})
]

≤ 2επ,n + t

ρ(λ − 1)
.

In the above derivation, the first inequality is the Markov inequality; the second
inequality is from Theorem 5.1; the third inequality follows from π ′ ≥ aπ ; the
fourth inequality follows from Proposition 5.2; the final inequality uses the defini-
tion of επ,n.

Now we can divide both sides by εt , and obtain with probability 1 − δ that
π ′

1/λ(�2|X) ≤ 0.5. By construction, π ′
1/λ(�2|X) = π1/λ(�2|X)/(a(1−

π1/λ(�2|X)) + π1/λ(�2|X)). We can solve for π1/λ(�2|X) as π1/λ(�2|X) =
aπ ′

1/λ(�2|X)/(1 − (1 − a)π ′
1/λ(�2|X)) ≤ a/(1 + a). �

From the bound, we can see that with large probability the posterior probability
outside a DRe

ρ -ball with large distance t decays exponentially in nt and is inde-
pendent of the complexity of the prior (as long as t is larger than the scale of the
critical radius επ,n). As we will see later, the same is true for the standard Bayesian
posterior distributions.

5.2. The standard Bayesian method. For the standard Bayesian posterior dis-
tribution, it is impossible to bound its convergence using only the Bayesian re-
solvability. The reason is the same as in the MDL case. In fact, it is immediately
obvious that the example for MDL can also be applied here. Also see [2] for a



MINIMUM COMPLEXITY ESTIMATION 2201

related example.
Therefore in order to obtain a rate of convergence (and concentration) for the

standard Bayesian method, additional assumptions are necessary. Similarly to The-
orem 4.3, bounds using upper-bracketing radius can be easily obtained from Corol-
lary 3.3.

THEOREM 5.2. Consider the Bayesian posterior π(·|X) = π1(·|X) defined
in (9). Consider an arbitrary cover {�j } of �. Then ∀ρ ∈ (0,1) and γ ≥ 1, we
have

EXEππ(θ |X)DRe
ρ (q||p(·|θ))

≤ γ ln Eπe−nDKL(q||p(·|θ))

ρ(ρ − 1)n

+ γ − ρ

ρ(1 − ρ)n
ln

∑
j

π(�j )
(γ−1)/(γ−ρ)(1 + rub(�j )

)n
.

For all ε > 0, consider an ε-upper discretization {�ε
j } of �. We obtain from

Theorem 5.2,

EXEππ(θ |X)DRe
ρ (q||p(·|θ))

≤ γ ln Eπe−nDKL(q||p(·|θ))

ρ(ρ − 1)n

+ γ − ρ

ρ(1 − ρ)
inf
ε>0

[ ln
∑

j π(�ε
j )

(γ−1)/(γ−ρ)

n
+ ln(1 + ε)

]
.

In particular, let γ → 1. We have

EXEππ(θ |X)DRe
ρ (q||p(·|θ))

≤ ln Eπe−nDKL(q||p(·|θ))

ρ(ρ − 1)n
+ 1

ρ
inf
ε>0

[
lnNub(�, ε)

n
+ ln(1 + ε)

]
,

where Nub(�, ε) is the ε-upper-bracketing covering number of �.
Similarly to Corollary 5.1, we obtain the following concentration result for the

standard Bayesian posterior distribution from Theorem 5.2.

COROLLARY 5.2. Let επ,n = inf{ε : ε ≥ − 1
n

lnπ({p ∈ � :DKL(q||p) ≤ ε})}
be the critical prior-mass radius. Let ρ ∈ (0,1). For all s ∈ [0,1], let

εupper,n(s) = 1

n
inf{�j } ln

∑
j

π(�j )
s(1 + rub(�j )

)n
be the critical upper-bracketing radius with coefficient s, where {�j } denotes an
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arbitrary covering of �. Now ∀ρ ∈ (0,1) and γ ≥ 1, let

εn = 2γ επ,n + (γ − ρ)εupper,n
(
(γ − 1)/(γ − ρ)

)
.

We have for all t ≥ 0 and δ ∈ (0,1), with probability at least 1 − δ,

π

({
p ∈ � :DRe

ρ (q||p) ≥ 2εn + (4γ − 2)t

ρ(1 − ρ)δ

}∣∣∣X)
≤ 1

1 + ent
.

PROOF. The proof is similar to that of Corollary 5.1. We let εt = (2εn +
(4γ − 2)t)/((ρ − ρ2)δ). Define �1 = {p ∈ � :DRe

ρ (q||p) < εt } and �2 = {p ∈
� :DRe

ρ (q||p) ≥ εt }. We let a = e−nt and define π ′(θ) = aπ(θ)C when θ ∈ �1 and
π ′(θ) = π(θ)C when θ ∈ �2, where the normalization constant C = (aπ(�1) +
π(�2))

−1 ∈ [1,1/a].
Using Proposition 5.2 and the assumption of the theorem, we obtain

γ ln Eπ ′e−nDKL(q||p(·|θ))

ρ(ρ − 1)n

+ γ − ρ

ρ(1 − ρ)n
inf{�j } ln

∑
j

π ′(�j )
(γ−1)/(γ−ρ)(1 + rub(�j )

)n

≤ γ t + (γ /n) ln Eπe−nDKL(q||p(·|θ))

ρ(1 − ρ)

+ γ − ρ

ρ(1 − ρ)

[
(γ − 1)t

γ − ρ
+ εupper,n

(
γ − 1

γ − ρ

)]

≤ (2γ − 1)t + εn

ρ(1 − ρ)
.

In the first inequality, we have used the fact that aπ(θ) ≤ π ′(θ) ≤ π(θ)/a.
Similarly to the proof of Corollary 5.1, we can use Markov inequality to ob-
tain π ′(�2|X) ≤ 0.5 with probability 1 − δ. This leads to the desired bound for
π(�2|X) = aπ ′

1/λ(�2|X)/(1 − (1 − a)π ′
1/λ(�2|X)). �

In this theorem, we can use the estimate

εupper,n(s) ≤ inf
ε>0

[
1

n
lnNub(�, ε) + ln(1 + ε)

]
,

where Nub(�, ε) is the upper-bracketing covering number of � at scale ε. The
result implies that if the critical upper-bracketing radius εupper,n is at the same (or
smaller) order of the critical prior-mass radius επ,n, then with large probability, the
standard Bayesian posterior distribution will concentrate in a DRe

ρ -ball of size επ,n.
In this case, the standard Bayesian posterior has the same rate of convergence when
compared with the generalized Bayesian posterior with λ > 1. However, if εupper,n

is large, then the standard Bayesian method may fail to concentrate in a small DRe
ρ -

ball around the truth q , even when the critical prior radius επ,n is small. This can be
easily seen from the same counterexample used to illustrate the slow convergence
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of the standard MDL.
Although the standard Bayesian posterior distribution may not concentrate even

when επ,n is small, Theorem 3.2 implies that the Bayesian density estimator
Eππ(θ |X)p(·|X) is close to q in the sense of weak convergence.

The consistency theorem given in [2] also relies on the upper covering number
Nub(�, ε). However, no convergence rate was established. Therefore Corollary 5.2
in some sense can be regarded as a refinement of their analysis using their covering
definition. Other kinds of covering numbers (e.g., Hellinger covering) can also be
used in convergence analysis of nonparametric Bayesian methods. For example,
some different definitions can be found in [4] and [12].

The convergence analysis in [12] employed techniques from empirical process-
es, which can possibly lead to suboptimal convergence rates when the covering
number grows relatively fast as the scale ε → 0. We shall focus on [4], which em-
ployed techniques from hypothesis testing in [6]. The resulting convergence theo-
rem from their analysis cannot be as simply stated as those in this paper. Moreover,
some of their conditions can be relaxed. Using techniques of this paper, we can ob-
tain the following result. The proof, which requires two additional lemmas, is left
to the Appendix.

THEOREM 5.3. Consider a partition of � as the union of countably many
disjoint measurable sets �j (j = 1, . . .). Then ∀ρ ∈ (0,1) and γ ≥ 1

EX

∑
j

π(�j |X) inf
p∈co(�j )

DRe
ρ (q||p)

≤ (γ − ρ) ln
∑

j π(�j )
(γ−1)/(γ−ρ) − γ ln

∑
j π(�j )e

−n supp∈co(�j ) DKL(q||p)

ρ(1 − ρ)n
,

where co(�j ) is the convex hull of densities in �j , π(�j ) = ∫
�j

dπ(θ) is the prior
probability of �j and π(�j |X) = ∫

�j

∏n
i=1 p(Xi |θ) dπ(θ)/

∫
�

∏n
i=1 p(Xi |θ) dπ(θ)

is the Bayesian posterior probability of �j .

An immediate consequence of the above theorem is a result on the concentra-
tion of Bayesian posterior distributions that refines some aspects of the main re-
sult in [4]. It also complements the upper-bracketing radius-based bound in Corol-
lary 5.2. For simplicity, we only state a version for ρ-divergence so that the result is
directly comparable to that of [4]. A similar bound can be stated for Rényi entropy.

COROLLARY 5.3. Let επ,n = inf{ε : ε ≥ − 1
n

lnπ({p ∈ � :DKL(q||p) ≤ ε})}.
Given ρ ∈ (0,1), we assume that ∀ ε > 0, {p ∈ � :Dρ(q||p) ≥ ε} can be cov-
ered by the union of measurable sets �ε

j (j = 1, . . .) such that inf{Dρ(q||p) :p ∈⋃
j co(�ε

j )} ≥ ε/2. For all s ∈ [0,1], let

εconv,n(s) = sup

{
ε0 : ε0 <

1

n
sup
ε≥ε0

inf
{�ε

j }
ln

(∑
j

π(�ε
j )

s + 2

)}
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be the critical convex-cover radius. Now ∀γ ≥ 1 let

εn = 2γ επ,n + (γ − ρ)εconv,n

(
(γ − 1)/(γ − ρ)

)
.

For all t ≥ 0 and δ ∈ (0,1), with probability at least 1 − δ,

π

({
p ∈ � :Dρ(q||p) ≥ 4εn + (8γ − 4)t

ρ(1 − ρ)δ

}∣∣∣X)
≤ 1

1 + ent
.

PROOF. Let εt = 4(εn + (2γ − 1)t)/(ρ(1 − ρ)δ). Similarly to the proof of
Corollary 5.1, we define �1 = {p ∈ � :Dρ(q||p) < εt }, �2 = � − �1. We let a =
e−nt and define π ′(θ) = aπ(θ)C when θ ∈ �1 and π ′(θ) = π(θ)C when θ ∈ �2,
where the normalization constant C = (aπ(�1) + π(�2))

−1 ∈ [1,1/a].
Let �′

0 = {p ∈ � :DKL(q||p) < επ,n}. Since DKL(q||p) = D0(q||p) and
εt ≥ επ,n/min(ρ,1 − ρ), we know from Proposition 3.1 that �′

0 ⊂ �1. Let
�′−1 = �1 − �′

0. By assumption, it is clear that �2 can be partitioned into
the union of disjoint measurable sets {�′

j } (j ≥ 1) such that �′
j ⊂ �

εt

j and
infp∈⋃

j≥1 co(�′
j ) Dρ(q||p) ≥ εt/2. For this partition, we have

EXπ ′(�2|X)εt/2 ≤ EX

∑
j≥−1

π ′(�′
j |X) inf

p∈co(�′
j )

Dρ(q||p).

Note that

ln
∑

j≥−1

π ′(�′
j )

(γ−1)/(γ−ρ) ≤ − γ − 1

γ − ρ
lna + ln

[∑
j≥1

π(�
εt

j )(γ−1)/(γ−ρ) + 2

]

≤ − γ − 1

γ − ρ
lna + nεconv,n

and

− ln
∑

j≥−1

π ′(�′
j )e

−n supp∈co(�′
j
) DKL(q||p) ≤ n sup

p∈co(�′
0)

DKL(q||p) − lnπ ′(�′
0)

≤ 2nεπ,n + nt.

Combining the above estimates, and plugging them into Theorem 5.3, we obtain

EXπ ′(�2|X) ≤ (γ − ρ)(−(lna)(γ − 1)/(γ − ρ) + nεconv,n) + γ (2nεπ,n + nt)

ρ(1 − ρ)nεt/2

= 0.5δ.

Therefore π ′(�2|X) ≤ 0.5 with probability 1 − δ. The desired bound for π(�2|X)

can be obtained from π(�2|X) = aπ ′
1/λ(�2|X)/(1 − (1 − a)π ′

1/λ(�2|X)). �

If we can cover {p ∈ � :Dρ(q||p) ≥ ε} by Nε convex measurable sets �ε
j (j =

1, . . . ,Nε) such that inf{Dρ(q||p) :p ∈ ⋃
j �ε

j } ≥ ε/2, then we may take γ = 1 in
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Corollary 5.3 with εconv,n defined as

εconv,n = sup
{
ε0 : ε0 <

1

n
ln

(
sup
ε≥ε0

Nε + 2
)}

.

Clearly if 1
n

lnNε = O(επ,n) for some ε = O(επ,n), then with large proba-
bility Bayesian posterior distributions concentrate on a Dρ -ball of size O(επ,n)

around q . Note that this result relaxes a condition of [4], where our defin-
ition of επ,n was replaced by possibly smaller balls {p ∈ � : DKL(q||p) ≤
ε,Eq ln(

q
p
)2 ≤ ε}. Moreover, their covering definition Nε does not apply to ar-

bitrary convex covering sets directly (although it is not difficult to modify their
proof to deal with this case), and their result does not directly handle noncompact
families where Nε = ∞ (which can be directly handled by our result with γ > 1).

It is worth mentioning that for practical purposes, the balls {p ∈ � :DKL(q||p)≤
ε, Eq ln(

q
p
)2 ≤ ε} and {p ∈ � :DKL(q||p) ≤ ε} are usually of comparable size.

Therefore relaxing this condition may not always lead to significant practical
advantages. However, it is possible to construct examples such that this refine-
ment makes a difference. For example, consider the discrete family � = {pj }
(j ≥ 1) with prior πj = 1/j (j + 1). Assume that the truth q(x) is the uni-
form distribution on [0,1], and pj (x) = 2−j when x ∈ [0, j−2/2] and pj (x) =
(j2 − 2−j−1)/(j2 − 0.5) otherwise. It is clear that Eq ln(

q
pj

)2 ≥ 0.5 ln 4, while
limj→∞ DKL(q||pj ) = 0. Therefore the result in [4] cannot be applied, while
Corollary 5.3 implies that the posterior distribution is consistent in this example.

Applications of convergence results similar to Corollary 5.2 and Corollary 5.3
can be found in [4] and [12]. It is also useful to note that Corollary 5.1 requires
less assumptions to achieve good convergence rates, implying that generalized
Bayesian methods are more stable than the standard Bayesian method. This fact
has also been observed in [15].

6. Discussion. This paper studies certain randomized (and deterministic) den-
sity estimation methods which we call information complexity minimization. We
introduced a general KL-entropy based convergence analysis, and demonstrated
that this approach can lead to simplified and improved convergence results for
MDL and Bayesian posterior distributions.

An important observation from our study is that generalized information com-
plexity minimization methods with regularization parameter λ > 1 are more robust
than the corresponding standard methods with λ = 1. That is, their convergence
behavior is completely determined by the local prior density around the true dis-
tribution measured by the model resolvability infw∈S Rλ(w). For MDL, this quan-
tity (index of resolvability) is well behaved if we put a not too small prior mass
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at a density that is close to the truth q . For the Bayesian posterior, this quantity
(Bayesian resolvability) is well behaved if we put a not too small prior mass in a
small KL-ball around q . We have also demonstrated through an example that the
standard MDL (and Bayesian posterior) does not have this desirable property. That
is, even if we can guess the true density by putting a relatively large prior mass at
the true density q , we may not be able to estimate q very well as long as there
exists a bad (random) prior structure even at places very far from the truth q .

Therefore, although the standard Bayesian method is “optimal” in a certain av-
eraging sense, its behavior is heavily dependent on the regularity of the prior dis-
tribution globally. Intuitively, the standard Bayesian method can put too much em-
phasis on the difficult part of the prior distribution, which degrades the estimation
quality in the easier part in which we are actually more interested. Therefore even
if one is able to guess the true distribution by putting a large prior mass around
its neighborhood, the Bayesian method can still behave poorly if one accidentally
makes bad choices elsewhere. This implies that unless one completely understands
the impact of the prior, it is much safer to use a generalized Bayesian method with
λ > 1.

APPENDIX

A.1. Lower bounds of EXR̂λ′(ŵS
X). In order to apply Theorem 3.1, we shall

bound the quantity EXR̂λ′(ŵS
X) from below.

LEMMA A.1. For all λ′ ≥ 1, EXR̂λ′(ŵS
X) ≥ −λ′

n
ln EπEn

q(
p(x|θ)
q(x)

)1/λ′ ≥ 0.

PROOF. The convex duality in Proposition 2.1 with f (x) = − 1
λ′

∑n
i=1ln q(Xi)

p(Xi |θ)

implies

R̂λ′(ŵS
X) ≥ −λ′

n
ln Eπ exp

(
− 1

λ′
n∑

i=1

ln
q(Xi)

p(Xi |θ)

)
.

Now by taking expectation and using Jensen’s inequality with the convex function
ψ(x) = − ln(x), we obtain

EXR̂λ′(ŵS
X) ≥ −λ′

n
ln EXEπ exp

(
− 1

λ′
n∑

i=1

ln
q(Xi)

p(Xi |θ)

)

= −λ′

n
ln EπEn

q

(
p(x|θ)

q(x)

)1/λ′
≥ 0,

which proves the lemma. �

LEMMA A.2. Consider an arbitrary cover {�j } of �. The following inequality
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is valid ∀λ′ ∈ [0,1]:

EXR̂λ′(ŵS
X) ≥ −1

n
ln

∑
j

π(�j )
λ′(

1 + rub(�j )
)n

,

where rub is the upper-bracketing radius in Definition 3.2.

PROOF. The proof is similar to that of Lemma A.1, but with a slightly different
estimate. We again start with the inequality

R̂λ′(ŵS
X) ≥ −λ′

n
ln Eπ exp

(
− 1

λ′
n∑

i=1

ln
q(Xi)

p(Xi |θ)

)
.

Taking expectation and using Jensen’s inequality with the convex function ψ(x) =
− ln(x), we obtain

−EXR̂λ′(ŵS
X) ≤ 1

n
ln EXEλ′

π exp

(
− 1

λ′
n∑

i=1

ln
q(Xi)

p(Xi |θ)

)

≤ 1

n
ln EX

[∑
j

π(�j ) exp

(
− 1

λ′
n∑

i=1

ln
q(Xi)

supθ∈�j
p(Xi |θ)

)]λ′

≤ 1

n
ln EX

[∑
j

π(�j )
λ′

exp

(
−

n∑
i=1

ln
q(Xi)

supθ∈�j
p(Xi |θ)

)]

= 1

n
ln

[∑
j

π(�j )
λ′

EX

n∏
i=1

supθ∈�j
p(Xi |θ)

q(Xi)

]

= 1

n
ln

[∑
j

π(�j )
λ′(

1 + rub(�j )
)n]

.

The third inequality follows from the fact that ∀λ′ ∈ [0,1] and positive numbers
{aj }, (

∑
j aj )

λ′ ≤ ∑
j aλ′

j . �

A.2. Proof of Theorem 5.3. The proof requires two lemmas.

LEMMA A.3. Consider a partition of � as the union of countably many dis-
joint measurable sets �j (j = 1, . . .). Let

q(X) =
n∏

i=1

q(Xi), pj (X) = 1

π(�j )

∫
�j

n∏
i=1

p(Xi |θ) dπ(θ).
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Then we have ∀ρ ∈ (0,1) and γ ≥ 1,

EX

∑
j

π(�j |X)DRe
ρ (q(X′)||pj (X

′))

≤ (γ − ρ) ln
∑

j π(�j )
(γ−1)/(γ−ρ) − γ ln

∑
j π(�j )e

−DKL(q(X′)||pj (X′))

ρ(1 − ρ)
,

where X′,X ∈ Xn, q(X) = ∏n
i=1 q(Xi) is the true density of X and

pj (X) = 1

π(�j )

∫
�j

n∏
i=1

p(Xi |θ) dπ(θ)

is the mixture density over �j under π .

PROOF. We shall apply Corollary 3.3 with a slightly different interpretation.
Instead of considering X as n independent samples Xi as before, we simply re-
gard it as one random variable by itself. Consider the family �′ which consists
of discrete densities pj (X), with prior πj = π(�j ). This discretization itself can
be regarded as a 0-upper discretization of �′. Also, given X, it is easy to see that
the Bayesian posterior on �′ with respect to {πj } is π̂j = π(�j |X). We can thus
apply Corollary 3.3 on �′, which leads to the stated bound [with the help of (10)].

�

In order to apply the above lemma, we also need to simplify DRe
ρ (q(X′)||pj (X

′))
and DKL(q(X′)||pj (X

′)).

LEMMA A.4. We have the bounds

inf
p∈co(�j )

DRe
ρ (q(X1)||p(X1)) ≤ DRe

ρ (q(X)||pj (X))

n

≤ sup
p∈co(�j )

DRe
ρ (q(X1)||p(X1))

and

inf
p∈co(�j )

DKL(q(X1)||p(X1)) ≤ DKL(q(X)||pj (X))

n

≤ sup
p∈co(�j )

DKL(q(X1)||p(X1)).

PROOF. Since DKL(q||p) = limρ→0+ DRe
ρ (q||p), we only need to prove the

first two inequalities. The proof is essentially the same as that of Lemma 4 on page
478 of [6], which dealt with the existence of tests under the Hellinger distance. We
include it here for completeness.
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We shall only prove the first half of the first two inequalities (the second half
has an identical proof ) and we shall prove the claim by induction. If n = 1, then
since pj (X) ∈ co(�j ) the claim holds trivially. Now assume that the claim holds
for n = k. For n = k + 1, if we let

w(θ |X1, . . . ,Xk) =
∏k

i=1 p(Xi |θ)∫
�j

∏k
i=1 p(Xi |θ) dπ(θ)

,

then

exp
(−ρ(1 − ρ)DRe

ρ (q(X)||pj (X))
)

= EX1,...,Xk

(∫
�j

∏k
i=1 p(Xi |θ) dπ(θ)

π(�j )
∏k

i=1 q(Xi)

)ρ

× EXk+1

(∫
�j

w(θ |X1, . . . ,Xk)p(Xk+1|θ) dπ(θ)

q(Xk+1)

)ρ

≤ EX1,...,Xk

(1/π(�j )
∫
�j

∏k
i=1 p(Xi |θ) dπ(θ)∏k

i=1 q(Xi)

)ρ

× sup
p∈co(�j )

EXk+1

(
p(Xk+1)

q(Xk+1)

)ρ

= EX1,...,Xk

(1/π(�j )
∫
�j

∏k
i=1 p(Xi |θ) dπ(θ)∏k

i=1 q(Xi)

)ρ

× sup
p∈co(�j )

e−ρ(1−ρ)DRe
ρ (q(Xk+1)||p(Xk+1))

≤ e
−ρ(1−ρ)k infp∈co(�j ) DRe

ρ (q(X1)||p(X1)) · sup
p∈co(�j )

e−ρ(1−ρ)DRe
ρ (q(Xk+1)||p(Xk+1))

= exp
(
−ρ(1 − ρ)n inf

p∈co(�j )
DRe

ρ (q(X1)||p(X1))

)
.

This proves the claim for n = k + 1. Note that in the above derivation, the first
of the two inequalities follows from the fact that with fixed X1, . . . ,Xk , the den-
sity p(Xk+1) = ∫

�j
wi(θ |X1, . . . ,Xk)p(Xk+1|θ) dπ(θ) ∈ co(�j ); the second of

the two inequalities follows from the induction hypothesis. �

PROOF OF THEOREM 5.3. We simply substitute the estimates of Lemma A.4
into Lemma A.3. �
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