
The Journal of Experimental Education, 2002, 70(4), 293-315 

From Example Study to 

Problem Solving: Smooth 

Transitions Help Learning 

ALEXANDER RENKL 

University of Freiburg (Germany) 

ROBERT K. ATKINSON 

Mississippi State University 

UWE H. MAIER 

Educational University of Ludwigsburg (Germany) 

RICHARD STALEY 

State University of New York-College at Oneonta 

ABSTRACT. Research has shown that it is effective to combine example study and 

problem solving in the initial acquisition of cognitive skills. Present methods for com 

bining these learning modes are static, however, and do not support a transition from 

example study in early stages of skill acquisition to later problem solving. Against 

this background, the authors proposed a successive integration of problem-solving 

elements into example study until the learners solved problems on their own (i.e., 

complete example -? increasingly more incomplete examples ?> problem to-be 

solved). The authors tested the effectiveness of such a fading procedure against the 

traditional method of using example-problem pairs. In a field experiment and in 2 

more controlled laboratory experiments, the authors found that (a) the fading pro 

cedure fosters learning, at least when near transfer performance is considered; (b) 

the number of problem-solving errors during learning plays a role in mediating this 

effect; and (c) it is more favorable to fade out worked-out solution steps in a back 

ward manner (omitting the last solution steps first) as compared with a forward 
manner (omitting the first solution steps first). 
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WORKED-OUT EXAMPLES consist of a problem formulation, solution 

steps, and the final solution itself. Researchers have shown that learning from such 

examples is of major importance for the initial acquisition of cognitive skills in 

well-structured domains such as mathematics, physics, and programming (for an 
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overview, see Reimann, 1997; VanLehn, 1996). What we mean by initial skill 

acquisition can be more precisely defined by referring to Anderson, Fincham, and 

Douglass (1997). These authors proposed a four-stage model within Anderson's 

well-known ACT-R framework. They argued that skill acquisition involves four 

overlapping stages. In the first stage, learners solve problems by analogy; that is, 

they refer to known examples and try to relate them to the problem to be solved. 

In the second stage, learners develop abstract declarative rules, such as verbal 

knowledge, that guides their problem solving. After practice, they move to the 

third stage, in which performance becomes smooth and rapid without the use of 

many attention resources; that is, proceduralized rules are formed. In the fourth 

stage, learners who have practiced many different types of problems have many 

examples in mind. Hence, they can often retrieve a solution quickly and directly 
from memory. Anderson and his colleagues emphasized that these stages overlap 
in the sense that a specific learner's flexibility in using different methods (e.g., 

analogy or abstract rule) depends on familiarity with the specific problem at hand. 

From the viewpoint of skill acquisition, then, the importance of studying exam 

ples relative to problem-solving practice is very high when a student is in the first 

stage (analogy) or is beginning to enter the second stage (abstract rules of learn 

ing). Studying worked-out examples is no longer the preferred method when the 

instructional goal is to facilitate the attainment of the third stage (automatic per 

formance), where problem-solving practice is of critical importance. 

Learning from worked-out examples in initial skill acquisition is also a learn 

ing mode preferred by novices, and rightly so because it is an effective way of 

learning. Sweller and his colleagues (e.g., Sweller & Cooper, 1985; for an 

overview see Sweller, van Merri?nboer, & Paas, 1998) showed that learning from 

worked-out examples can be more effective than learning by problem solving. 
Sweller and colleagues explained the often-found superiority of example learning 

by the argument that problem solving requires so much working memory capaci 

ty that it interferes with learning in the sense of schema acquisition. More specif 

ically, they argued that in order to solve problems, novices (i.e., learners) use 

means-ends analysis, which implies that many aspects of the problem have to be 

focused on essentially simultaneously (e.g., actual problem state, desired problem 

state, difference between actual and desired problem states, relevant operators, 
and subgoals). Given this load, too few resources are left for the induction of 

abstract and generalizable problem-solving schemata (e.g., Sweller et al., 1998). 

Although worked-out examples have significant advantages, their use as a learn 

ing methodology does not, of course, guarantee effective learning. According to 

Atkinson, Deny, Renkl, and Wortham (2000), several factors moderate the effec 
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tiveness of learning from worked-out examples: (a) self-explanations, (b) situa 

tional factors, and (c) example design. First, the self-explanation effect refers to the 

finding that the extent to which learners profit from the study of examples depends 
on how well they explain the solutions of the examples to themselves (Chi, 2000; 

Chi, Bassok, Lewis, Reimann, & Glaser, 1989). Second, situational factors that can 

influence learning outcomes are, for example, the provision of instructional expla 
nations during learning or goals set to the learners (e.g., learning from examples for 

later teaching). Third, it is important how the learning materials (examples and 

problems) are structured. In this article, we focused on this third aspect. More 

specifically, we investigated one possible approach to integrating elements of prob 
lem solving into example study. We proposed that one can combine these learning 

modes by successively introducing more and more elements of problem solving in 

example study until learners are solving the problems on their own. This rationale 

can also be used as a way to structure the transition from studying examples in ini 

tial skill acquisition to later problem solving in order to proceed from the second 

to the third stage postulated by Anderson et al. (1997). 
In the next section, we discuss the literature with respect to the issue of com 

bining example study and problem solving. Then we outline open questions and 

give preliminary answers that were tested in three studies, first in a field experi 
ment and then in two more controlled laboratory experiments. 

How to Combine Example Study and Problem Solving??State of the Art 

Empirical evidence has shown that learning only from (completely) worked 

out examples is not as effective as learning from examples in which elements of 

problem solving 
are 

integrated. There are two traditional ways in which this inte 

gration can be accomplished: (a) making the solutions of examples incomplete 
and (b) using example-problem pairs. 

Incomplete examples. Some researchers argue that incomplete examples, which 

the learners have to complete, effectively support the acquisition of cognitive 
skills (Paas, 1992; Stark, 1999; van Merri?nboer, 1990; van Merri?nboer & de 

Crook, 1992). For example, Stark (1999) conducted a controlled experiment 

designed to examine the extent to which the insertion of "blanks" into the solution 

of examples?which, in a certain sense, forced the learners to determine the next 

solution step on their own?fostered learning. In that study, half of the participants 
studied incomplete examples (experimental group), and the other half learned 

from complete examples (control group). In the experimental group, portions of 

the example solutions presented to the participants were replaced by "question 
marks." The learners were then asked to identity which solution step was missing. 
After the learners did that, or at least made the attempt, the complete solution step 
was presented so that learners received feedback on the correctness of their antic 

ipation. The learning outcomes were assessed by a posttest that included near, 
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medium, and far transfer problems. Stark's near transfer problems were identical 

in structure (same solution rationale) to the examples presented for learning but 

contained different surface features (cover story, objects, numbers). Medium 

transfer referred to problems with a different structure (a modified solution pro 

cedure had to be found), but similar surface features. Far transfer problems dif 

fered with respect to both structure and surface features. Finally, Stark required 
the learners to construct a 

problem containing certain structural and surface fea 

tures; that task was also one of substantial transfer distance. Stark found that, 

compared with studying complete examples, studying incomplete examples fos 

tered the quality of self-explanations and, as a consequence, the near and medium 

transfer of learned solution methods (for far transfer, significance level of merely 
10% was reached). In addition, the learners studying incomplete examples 
showed better performance in the construction task. 

Example-problem pairs. Sweller and his colleagues (e.g., Mwangi & Sweller, 

1998; Sweller & Cooper, 1985) have conducted several classic studies docu 

menting the effectiveness of learning from worked-out examples. However, in 

these studies the authors did not compare learning from examples only with 

learning by problem solving. Instead, the example condition usually consisted of 

examples followed by isomorphic problems-to-be-solved (example-problem 

pairs). Sweller and colleagues mainly showed that combined learning from 

examples and problems is more effective than learning by solving problems. 

Although this finding was reliably obtained when the posttest problems had iden 

tical or very similar structures (in this article, near transfer), for problems with 

dissimilar structures (in this article, far transfer) no effects were usually found. 

Studies on learning from worked-out examples performed by other researchers 

(e.g., Renkl, 1997) have focused on learning from examples only. Explicit com 

parisons between learning from examples only and learning from example-prob 
lem pairs are, however, rare. One such study was performed by Trafton and Reis 

er (1993), who designed two treatments, alternating and blocked. The participants 
in the alternating condition were exposed to six example-problem pairs, in which 

each example was followed directly by an isomorphic problem, whereas partici 

pants in the blocked condition were exposed to the entire set of six examples, fol 

lowed by the entire set of six practice problems. The learning outcomes were 

assessed by three near transfer problems (same problem structure as in the learn 

ing phase). The authors found that, as predicted, the participants in the alternat 

ing-example condition took less time and produced more accurate solutions on the 

transfer posttest than their counterparts in the blocked-example condition. On the 

basis of these findings, the authors asserted that "the most efficient way to present 

material to acquire a skill is to present an example, then a similar problem to solve 

immediately following" (Trafton & Reiser, 1993, p. 1022). 

In a recent study, Stark, Gruber, Renkl, and Mandl (2000) examined whether 
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there might be another effective variation of the traditional method of pairing 

examples with practice problems. Stark and his colleagues' study was motivated in 

part by Gr?sel and Mandl's (1993) study that focused on learning diagnostic strate 

gies in medicine. Gr?sel and Mandl found that it is more effective to learn from a 

cognitive model?which can also be regarded as a kind of worked-out example? 
after an initial problem-solving experience. Against this background, Stark et al. 

(2000) argued that initial problem-solving difficulties should motivate learners to 

process examples that follow more deeply. Thus, Stark et al. elected to present 

practice problems first followed by isomorphic examples (problem-example 

pairs). The learning outcomes were assessed by near, medium, and far transfer 

problems (defined earlier as in Stark, 1999). In a comparison between learning 
from examples only and learning from problem-example pairs (domain: calcula 

tion of compound and real interest), the combined learning method (i.e., prob 

lem-example pairs) fostered substantially more active example processing and, as 

a result, improved near, medium, and far transfer performance. Taken together, 

combining practice problems and examples is obviously more effective than expos 

ing learners to either sets of practice problems only or sets of examples only. 

Open Questions and Answers to Be Validated 

Although there can be little doubt about the effectiveness of a combined learn 

ing method, two questions still remain open: (a) Are there more effective ways 

of combining example study and problem solving than presenting incomplete 

examples or pairs of examples and problems? and (b) What is a sensible ratio 

nale for designing the transition from learning from examples in initial cognitive 
skill acquisition to later problem solving? 

Instructional models from different paradigms propose a smooth transition 

from complete models (worked-out examples) to independent problem solving? 
that is, a fading procedure. Within the traditional cognitive perspective, which is 

the one adopted in this article, Anderson, Corbett, Koedinger, and Pelletier 

(1995), for example, delineated principles of effective tutoring from their ACT-R 

framework. One of these principles is to "[f]acilitate successive approximations 
to the target skill" (p. 181). This suggests that initially a coaching tutor removes 

parts of the problem-solving burden so that the learner does not have to perform 
all the steps. With time, the learner provides more and more of the work and the 

support is faded out. Such an instructional procedure is also compatible with the 

most prominent current situated learning model. The cognitive apprenticeship 

approach (Collins, Brown, & Newman, 1989) proposes a smooth transition from 

modeling, to scaffolded problem solving, to independent problem solving, in 

which instructional support fades during the transition. Taken together, irrespec 
tive of the theoretical framework, a smooth transition (fading) from complete 

worked-out examples to problems-to-be-solved would be preferred. 
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The use of incomplete examples, at least as realized in previous studies, has 

not incorporated such a dynamic fading component. To date, studies incorporat 

ing the "pairs arrangement" have also not used a fading component. In fact, these 

studies typically contain abrupt transitions from examples, as a type of model, to 

independent problem solving. Against this background, it is sensible to combine 

problem solving and example study in the following way. First, a complete exam 

ple is presented (model). Second, an example is given in which one single solu 

tion step is omitted (coached problem solving). Then, the number of blanks is 

increased step-by-step until just the problem formulation is left, that is, a prob 
lem-to-be-solved (independent problem solving). In this way, a smooth transition 

from modeling (complete example) over coached problem solving (incomplete 

example) to independent problem solving is implemented. This rationale pro 
vides a possible answer to both questions outlined earlier (first, effective combi 

nation of example study and problem solving and, second, transition from exam 

ple study to problem solving). 
An important factor that should contribute to the effectiveness of a smooth 

transition (fading) as compared with the usual method of using example-prob 
lem pairs is that fading should reduce problem-solving errors during learning. 

Using example-problem pairs implies quite abrupt changes with respect to the 

demands placed on the learners. After a first example, the learners have to solve 

a whole problem totally on their own. Under a fading condition, the first prob 

lem-solving demand is to generate just 
a 

single step, and the demands are 
only 

gradually increased. Against this background, we expected that the learners 

would make fewer errors during learning in the fading condition. If the goal is to 

form rules for problem solving, instructional procedures that avoid errors (or 

immediately correct them if they occur) are most appropriate (e.g., Anderson et 

al., 1995). In other words, when the goal is to learn to solve certain types of prob 
lems that can be solved by the application of specific to-be-learned rules (near 

transfer), avoiding 
errors should be an 

advantage. 

Avoiding errors is not, however, necessarily productive when problems should 

be solved that require the modification of learned solution methods (far transfer). 
In this case, learned rules cannot be (directly) applied. Far transfer (e.g., Ander 

son et al., 1995) can be fostered by errors that trigger reflections and thereby 

deepen understanding of the domain (cf. VanLehn, 1996). From this perspective, 

fading would not foster far transfer performance. On the other hand, avoiding the 

demand to correct errors might reduce the cognitive load that is imposed by the 

problem-solving activities. According to the theory of Sweller et al. (1998), cog 
nitive activities that contribute to a deeper understanding of the domain (e.g., 

self-explanations) are more likely to occur. From this perspective, fading may 
also foster far transfer performance. 

On the basis of the aforementioned evidence, we expected that fading worked 

out solution steps in contrast to using example-problem pairs fosters perfor 
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manee on near transfer problems (known solution methods). To what extent fad 

ing is also favorable when far transfer (new solution methods) is concerned is an 

open question. 

EXPERIMENT 1: FIELD EXPERIMENT 

As a first test of our assumptions, we conducted a small-scale field experiment 
in which we tested whether a smooth transition from example study to problem 

solving (gradual insertion of blanks into the solutions of examples) is more effec 

tive than learning by example-problem pairs as they are used in many studies on 

learning from examples. 

Method 

Sample and Design 

Two ninth-grade classrooms from a German Hauptschule (lowest track of the 

German three-track system) participated in this quasi-experiment. In both class 

rooms, the same teacher (third author) conducted a physics lesson on electricity 
based on four examples/problems. In one classroom (n = 20) a fading procedure 
was used, and in the other classroom (n 

= 
15) traditional example-problem pairs 

were used. Each example/problem involved three solution steps. Across both 

conditions, half of the steps were worked out, whereas the other half were to be 

generated. Thus, learners in both conditions were required to solve the same 

number of solution steps. 
It should be noted that the investigation was not performed in "extra sessions" 

but as part of the regular physics instruction. The content domain of electricity is 

also part of the obligatory official curriculum for these ninth graders. 

Learning Environment 

In the experimental phase, the third author (a professional teacher) conducted 

a 45-min lesson in each classroom. Both groups worked on four examples/prob 
lems in which the cost for running a variety of electric devices for a certain time 

had to be determined (e.g., "An aluminum factory has a big melting furnace that 

is run with 1000 V. A current of 20 A has to flow through the furnace in order to 

melt aluminum. What does the factory have to pay per month when the furnace 

always runs and the kWh costs DM 0.22?"). Although the examples/problems 
were printed on work sheets, the problem formulation of each example/problem 
was read aloud by 1 of the students in the class. Following the reading of the 

problem formulation, the students were permitted to ask clarifying questions (of 
course, no questions on the solution) before working individually on the exam 

ple or problem (4-6 min). At the end of each incomplete example or problem, the 
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complete solution was presented on an overhead transparency, and, if necessary, 
the students corrected or supplemented their solutions. Then the teacher pro 
ceeded to the next example/problem. 

In the fading classroom, the teacher presented the instruction in the following 
order: (a) a complete example, (b) an example with the last solution step left out, 

(c) an example with the last two steps omitted, and (d) a problem in which all 

three steps were missing ("backward rationale" of omitting solution steps). In the 

example-problem group, in contrast, a complete example was presented twice; 

each time, it was followed by a corresponding problem. 

Instruments 

The pretest consisted of four problems from the physics domain of electricity 
that were structurally equivalent to the near transfer problems in the posttest 

(e.g., "The electronic motor of an electronic locomotive is supplied by a voltage 
of 0.6 kV. On average, a current of 18 A flows through the motor. What does an 

eight-hour trip from Stuttgart to Hamburg cost when you assume that the Ger 

man Railway pays DM 0.12 per kWh?"). Each pretest item included three solu 

tion steps. One point was dispensed for each correct step (partial credit). Thus, 3 

points were given when a problem solution was totally correct. The maximum 

score to be achieved was 12. 

The posttest consisted of six problems. Four near transfer problems had the 

same 
underlying structure (solution rationale, i.e., the same solution steps had to 

be applied in the same order) as the examples and problems used in the learning 

phase but different surface features (cover story, numbers). Two problems were 

classified as far transfer because both the underlying structure and the surface 

features differed (e.g., "Tanja pays for her frig DM 40 per year. One kWh costs 

DM 0.22. What power does the frig use if you assume that it runs all the time?").1 
Each posttest problem included three solution steps. One point was awarded for 

each correct step (partial credit). Hence, 3 points were given when a problem 
solution was totally correct. The maximum score to be achieved was 12 (near 

transfer) or 6 (far transfer), respectively. 

Procedure 

The overall procedure was identical in both classrooms. Basic knowledge of 

the concepts and rules of electricity was introduced in the context of regular 
instruction followed by a pretest that measured prior knowledge of the abstract 

'We used only two far transfer problems because they were quite difficult and students of 

the German Hauptschule are (usually and also in this case) low achieving and are not 

highly motivated to engage in deep reasoning about academic issues. It was unlikely that 

the students would have seriously tried to solve more than two such difficult problems. 
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TABLE 1 
Means and Standard Deviations of Pretest and Posttest Scores in Experiment 1 

Example 

Fading problem pairs 

Variable M SD M SD 

Pretest 2.89 3.37 2.88 3.48 

Posttest: near transfer 9.53a 3.29 7.47 2.98 

Posttest: far transfer 2.18 2.24 1.27 1.66 

Note. Possible ranges of the variables: pretest (0-12), near transfer (0-12), and far transfer (0-6). 
aDiffers from example-problem pairs mean on the basis of an ANCOVA (a = .05). 

rules involved in solving domain problems. Two days later, the school lessons in 

which the experimental variation took place were conducted. Finally, after 2 

additional days, the students worked on a posttest. 

Results 

The means and standard deviations of the two experimental groups on the 

pretest and the posttest scores are presented in Table 1. The pretest performance 
was almost identical for both groups, ?(33) 

= 0.01, p > .10, r|2 < .01. Hence, there 

was no a priori difference between groups with respect to prior knowledge. 
With respect to treatment effects, we descriptively obtained higher means in 

the fading group for both near and far transfer. These differences were tested by 
an analysis of covariance (ANCOVA; controlling for prior knowledge), which 

presupposes that there are 
homogeneous slopes for the regression from the trans 

fer measures to pretest. This precondition was not violated for near transfer or for 

far transfer as the corresponding statistically insignificant interaction terms indi 

cate (near transfer: F < 1; far transfer: F(l, 33) 
= 3.79, p > .05). An ANCOVA 

test for differences in group means yielded a statistically significant difference 

for near transfer performance in favor of the fading condition, F(l, 32) 
= 4.44, p < 

.05 (adjusted means = 9.52 for fading and 7.47 for example-problem pairs). This 

effect was of medium practical significance, partial r|2 
= .12. The group differ 

ence in far transfer performance, which was of small to medium size, partial 

r\2 
= .07, failed to reach the accepted level of statistical significance, F(l, 32) 

= 

2.28, p > .10 (adjusted means = 2.17 for fading and 1.27 for example-problem 

pairs). Thus, the fading procedure clearly fostered near transfer performance. We 

cannot, however, claim that this is also true for far transfer performance. 

Discussion 

Before theorizing about possible reasons for (potential) differential effects of 

the fading procedure on near and far transfer, we decided to see whether the 
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respective findings could be replicated, especially because the missing statistical 

significance of the effect on far transfer might be due to the large intragroup vari 

ances or to more substantial reasons (see Table 1). 
A replication was necessary because a field study such as Experiment 1 always 

has some factors that might diminish the internal validity of the findings. For 

example, the teacher who conducted the instruction in both classrooms was not 

blind with respect to the experimental expectations. Furthermore, Experiment 1 

was merely a quasi-experiment (no random assignment of participants to the 

experimental conditions). Hence, the conditions in both classrooms might not 

have been totally identical except for the independent variable (fading vs. exam 

ple-problem pairs). For example, the problem formulation of each 

example/problem was not read aloud by the same student. Finally, no data on 

possible processes that mediate the effects of the fading procedure on the learn 

ing outcomes were recorded. These issues were addressed in Experiment 2. 

EXPERIMENT 2: LABORATORY EXPERIMENT 

To conceptually replicate the results of the preceding field experiment under 

more controlled conditions, we ran a laboratory experiment. We also tested for 

one possible mediating mechanism that was discussed earlier in this article. 

As outlined earlier, there are quite abrupt changes with respect to the demands 

placed on the learners in the example-problem conditions that may lead to a rel 

atively high rate of problem-solving errors during learning. Hence, the number 

of problem-solving errors during learning should mediate a positive effect of fad 

ing on near transfer performance. This hypothesis was tested in Experiment 2. 

For far transfer, we had no clear expectations with respect to the effects of fad 

ing and the role of errors. Thus, Experiment 2 was exploratory regarding the 

issue of far transfer. 

Method 

Sample and Design 

The participants in this study were 54 American psychology students at a 

large, southeastern U.S. university. They were randomly assigned to the fading 
or to the example-problem condition, respectively (n 

= 27 in each group). As 

with our field experiment, the number of unsolved solution steps (12) was held 

constant across both conditions. 

Learning Environment 

We used a computer-based learning program that had been originally devel 

oped by Renkl (1997), modified by Stark (1999), and finally adapted to the pr?s 
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ent needs by the second author. It presented worked-out examples and problems 
from the domain of probability calculation. An example is the following: 
"Jonathan has recently bought a new camera. Independently of each other, he fre 

quently makes two errors when he takes a picture. He manages to blur the image 
in 40% of his photos (p 

- 
2/5) and he forgets to activate the flash in 10% of the 

photos (p 
= 

1/10) so that the pictures end up too dark. If you randomly choose 

one of Jonathan's developed pictures, what is the probability that it will be flaw 

less?" The examples/problems were displayed in a step-by-step procedure (see 

Figures 1 and 2). On the first page of an example/problem, the problem givens 
were displayed. The learners could read them and then go to the next page, where 

a first solution step was presented or the learners were required to determine a 

solution step on their own (or at least to attempt it; see Figure 1). After inspect 

ing or determining this solution step, the participants proceeded to the following 

page where the next solution step was added or required, and so on (see Figure 

2). When the whole solution of a problem was presented or required, the next 

page contained the first page of a new example/problem, and this process repeat 
ed itself until the lesson was completed. In the case of omitted solution steps, the 

learners had to type in a solution attempt; otherwise they could not proceed. 

Hence, the correctness of the problem-solving attempts could be determined. 

Note that the correct step was always displayed when the learners went to the 

next page so that there was feedback on the correctness of the learners' problem 

solving attempts. 

On the whole, there were two sets of probability tasks. Each set consisted of four 

tasks with the same underlying structure (solution rationale) but different surface 

features (cover stories, numbers). In the fading group, the first task was a com 

pletely worked-out example. In the second task, the first solution step was omitted. 

FIGURE 1. Example with a first missing solution step. 

Problem Text 
PROBLEM 6: Jonathan has recently bought a new camera. Independently of each other he 

frequently makes two errors when he takes a picture. He manages to blur the ?mage in 40% 
of his photos (p=2/5) and he forgets to activate the flash in 10% of the photos (p=1/10) so 
that the pictures end up too dark. If you randomly chose one of Jonathan's developed 
pictures, what is the probability that it will be flawless? 

First 
Solution 

Step 

Please enter the numerical answer below: 

? 

QQCDCD 
BOBO 

QUO 

Next 



304 The Journal of Experimental Education 

FIGURE 2. Example with a worked-out second solution step. 

Problem Text 

PROBLEM 6: Jonathan has recently bought a new camera. Independently of each other he 

frequently makes two errors when he takes a picture. He manages to blur the image in 40% 
of his photos (p=2/5) and he forgets to activate the flash in 10% of the photos (p=1 iO) so 
that the pictures end up too dark. If you randomly chose one of Jonathan's developed 
pictures, what is the probability that it will be flawless? 

First 

Solution 

Step 

Second 

Solution 

Step 

Probability of blurring the image and 

forgetting the flash: 2/5 x 1/10 ?2/50 

Probability of blurring the Image and/or forgetting the flash: 
* 2/5 +1/10 ? 2/50 
? 20/50 + S/50-2/SO 
?23/50 

Next 

CDQQQ 
cocoa 

EKDQ 
aeon 

In the third task, the first two steps were omitted ("forward rationale" of omitting 
solution steps). The fourth task was essentially a problem-solving task (all three 

steps were missing). In the example-problem group, two pairs consisting of a com 

pletely worked-out example followed by a problem-solving task were presented. 

Instruments 

We used a pretest to assess prior knowledge. It consisted of nine relatively sim 

ple problems involving probability calculation (e.g., "When rolling a 6-sided die 

what is the probability that '2' or '4' will appear?"). For each correct solution, 1 

point was awarded (no partial credit). The maximum score was 9. 

The learning outcomes were assessed by a posttest that included 13 problems. 
In addition to a very simple warm-up problem, which was ignored for further 

analysis, we used 6 near transfer items and 6 far transfer items. Compared with 

the examples/problems studied during the learning phase, the near transfer prob 
lems had the same underlying structure (solution rationale) but different surface 

features (cover story, numbers; e.g., "While preparing a batch of rolls at the local 

bakery, the baker's assistant forgot to add salt to 30% of the rolls and, indepen 
dent of this event, he burned 40% of the rolls. If the head baker arrives to exam 

ine the quality of his assistant's work by randomly testing a roll, what is the prob 

ability that it is edible; that is, that it has the right amount of salt and is not 

burned?"). Far transfer problems differed with respect to both structure and sur 
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face features (e.g., "When driving to work, Mrs. Fast has to pass the same traffic 

light twice?once in the morning and once in the evening. It is green in 70% of 

the cases. What is the probability that she can pass through a green light in the 

morning but has to stop in the evening?"). 
Each posttest problem included three solution steps. One point was awarded 

for each correct step (partial credit). Thus, a totally correct problem solution was 

awarded 3 points. The maximum score was 18. 

Procedure 

The participants worked in group sessions lasting about 90 min. During that 

time, they worked individually in front of a computer. First, a pretest on prior 

knowledge in probability calculation was presented. To provide or reactivate 

basic knowledge that allowed the participants to understand the worked-out 

examples, we gave an instructional text on basic principles of probability calcu 

lation to the participants. After reading this instructional text, the participants 
were to study the worked-out examples and problems provided by the computer 

program. In this phase, the experimental variation took place (fading vs. exam 

ple-problem pairs). The time spent for learning was recorded. Finally, the par 

ticipants worked on a posttest. 

Results 

The means and the standard deviations of the two experimental groups for the 

pretest (prior knowledge), the time spent studying the examples and problems 

(learning time), the proportion of correct solution steps generated during learn 

ing, and posttest performance with regard to near transfer and to far transfer are 

presented in Table 2. The small difference between the pretest scores in favor of 

the example-problem group was neither statistically, ?(52) 
= 

-0.49, p > .10, nor 

practically significant, r\2 
= .01. Hence, the groups were a priori comparable with 

respect to prior knowledge. In addition, the learning time did not significantly 
differ between groups, t(52) 

= 0.28, p > .10, r\2 < .01. Thus, possible group dif 

ferences with respect to learning could not be simply attributed to time on task. 

With respect to treatment effects, we descriptively obtained substantially high 
er means in the fading group for the proportion of correct solution steps and for 

near transfer. We made comparisons between the experimental conditions using 
ANCOVAs with prior knowledge as the covariate. The precondition of homoge 
neous slopes for regressions from transfer performance to pretest was not violat 

ed (corresponding tests of heterogeneity of slopes for near transfer and for far 

transfer: both Fs < 1). The ANCOVAs yielded a statistically significant difference 

for near transfer performance, F(l, 51) 
= 4.58, p < .05 (adjusted means = 10.00 

for fading and 7.59 for example-problem pairs). This effect was of medium size, 
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TABLE 2 
Means and Standard Deviations of Pretest Scores, Learning Time (Min), Correctness of 

Solution Steps During Learning, and the Posttest in Experiment 2 

Example 

Fading problem pairs 

Variable M SD M SD 

Pretest 5.00 2.13 5.29 2.33 

Learning time 31.15 10.83 30.37 9.41 

Correctness of solution steps 7.97a 3.79 6.22 3.98 

Posttest: near transfer 9.70a 5.80 7.89 6.35 

Posttest: far transfer 6.96 4.54 7.81 4.35 

Note. Possible ranges of the variables: pretest (0-9), correctness of solution step (0-12), near transfer (0-18), and 

far transfer (0-18). 

aDiffers from example-problem pairs mean on the basis of an ANCOVA (a = .05). 

partial r\2 
= .08. For far transfer, we obtained a negligible effect, partial r|2 

= .01, 

that did not reach the level of statistical significance (F < 1 ; adjusted means = 7.19 

for fading and 7.59 for example-problem pairs). A third ANCOVA revealed that 

there was also a statistically significant difference between groups with respect to 

the proportion of correct solution steps, F(l, 51) 
= 1.62, p < .05 (no heterogeneous 

regression slopes, F < 1; adjusted means = 8.15 for fading and 6.04 for exam 

ple-problem pairs). This difference was of medium size, partial r\2 
= .13. 

To test the mediation hypothesis that fading fosters learning outcomes (at least 

near transfer) because fewer errors occur 
during learning, 

we 
performed an addi 

tional ANCOVA for near transfer performance in which the proportion of correct 

solution steps was included as a covariate in addition to prior knowledge (no het 

erogeneous regression slopes of the regressions from near transfer on correctness 

of solution steps, F < 1). The mediation hypothesis would have been supported 
if the group effect (more or less totally) disappeared in this case (cf. Baron & 

Kenny, 1986). This proved to be true. The F statistic and the partial r)2 for the 

group effect were negligible sizes of .23 and .01, respectively (adjusted means = 

9.03 for fading, 8.57 for example-problem pairs). 

Discussion 

In the present laboratory experiment, we conceptually replicated the effective 

ness of our fading procedure for near transfer. We obtained this converging result 

even though the present study and our first investigation differed with respect to 

the type of learners (low-track students vs. university students), the learning 
domain (physics/electricity vs. mathematics/probability calculation), the learn 

ing setting (school lesson vs. computer-based learning in the laboratory), and the 

kind of fading out worked-out solution steps (backward vs. forward). We inter 
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preted the stability of this finding despite these very different context conditions 

as an indicator that our fading procedure has a reliable effect. 

It has to be noted, however, that a conceptual replication is not the same as a 

direct empirical replication. Thus, after Experiment 2, there remained at least 

some uncertainty as to whether a direct replication of the findings would also 

succeed. In addition, an open question arose from the fact that we used two ways 

of fading out worked-out solution steps?a backward and forward procedure? 
across Experiments 1 and 2. Because the context conditions in our two studies 

varied substantially, we could not compare the relative effectiveness of these two 

procedures. This comparison is necessary in order to answer several important 

questions, principal among them whether the specific type of fading procedure 

significantly influences learning outcomes or whether it is of minor importance. 

EXPERIMENT 3: LABORATORY EXPERIMENT 

To address the two open questions that were mentioned in the preceding dis 

cussion, relating to the issues of direct replication and type of fading procedure, 
we conducted a third experiment. To directly replicate the findings of Experiment 

2, we implemented identical conditions (example-problem pairs and "forward" 

fading). In addition, we used the condition of "backward" fading in an effort to 

examine for potential differences between the two types of fading. 

Specifically, we addressed the following two main questions in Experiment 3: 

(a) Can the results with respect to the (missing) effects of fading on errors dur 

ing learning, near transfer, and far transfer be replicated? and (b) Do forward fad 

ing and backward fading have different learning effects? 

Method 

Sample and Design 

The participants in this study were 45 American students enrolled in several 

educational psychology courses at a small, northeastern U.S. liberal arts college. 

They were randomly assigned in equal numbers to the forward fading, backward 

fading, or the example-problem condition, respectively (n 
= 15 in each group). 

As with our two previous experiments, the number of unsolved solution steps 

(12) was held constant across the three conditions. 

Learning Environment 

For the forward fading and example-problem groups, we used exactly the 

same computer-based learning program as in Experiment 2. For the backward 

fading condition, the program for the forward fading group was modified. 

Whereas the first solution step in the second task was omitted for the forward 
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fading group, the last solution step was omitted for the backward fading group. 

In the third task, the first two steps were omitted for the forward fading group, 

whereas the last two solution steps were omitted for the backward fading condi 

tion. The fourth task was essentially a problem-solving task (all three steps were 

missing) for both fading conditions. 

Instruments 

The instruments used in this experiment were the same as those used in Exper 

iment 2. 

Procedure 

The procedure for this experiment was identical to that for Experiment 2. 

Results 

As previously mentioned, this experiment addressed two basic questions. 

First, for the replication of the effects of fading, we compared the two fading con 

ditions with the example-problem group [contrast: (forward fading + backward 

fading) vs. example-problem]. Second, in comparisons of the two fading condi 

tions, the example-problem group was omitted in the corresponding analyses 

(contrast: forward fading 
vs. backward fading). In other words, we 

performed 
a 

priori orthogonal contrasts in order to address the research questions. 
The means and the standard deviations of the three conditions for the pretest 

(prior knowledge), the time spent studying the examples and problems (learning 

time), the proportion of correct solution steps generated during learning, and 

posttest performance with regard to near transfer and to far transfer are present 

ed in Table 3. 

We first report the analyses on the replication question. The small difference 

between the pretest scores in favor of the two fading conditions was not statisti 

cally significant, i(43) 
= 1.38, p > .10, and it was of minor effect size, r\2 

= .04. 

Consequently, the two fading conditions and the example-problem condition can 

be considered a priori comparable with respect to prior knowledge. In addition, 

we found no statistically significant difference in learning time between the aver 

age of the fading conditions and the example-problem condition, ?(43) 
= 1.38, 

p > . 10. This effect was also only of minor effect size, r|2 
= .04. Accordingly, pos 

sible group differences with respect to learning could not be simply attributed to 

time on task. 

With respect to examining the data for treatment effects, we descriptively 

obtained substantially higher means in the two fading groups for near transfer, 

for far transfer, and for the proportion of correct solution steps. As in our previ 
ous experiments, we used ANCOVAs (controlling for prior knowledge) to com 
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TABLE 3 
Means and Standard Deviations of Pretest Scores, Learning Time (Min), Correctness of 

Solution Steps During Learning, and the Posttest in Experiment 3 

Forward Backward Example 

fading fading problem pairs 

Variable M SD M SD M SD 

Pretest 6.67 1.72 6.53 1.77 5.80 2.04 

Learning time 34.73e 6.55 28.07 6.06 28.27 7.47 

Correctness of solution steps 10.47 1.92 10.93 1.98 7.60b 4.15 

Posttest: near transfer 12.40 4.98 11.60 5.10 6.53a 4.97 

Posttest: far transfer 6.00 3.93 7.87 3.07 4.07a 2.91 

Note. Possible ranges of the variables: pretest (0-9), correctness of solution step (0-12), near transfer (0-18), and 

far transfer (0-18). 

aDiffers from fading conditions mean on the basis of an ANCOVA (a = .05). bDiffers from fading conditions mean 

on the basis of a Mann-Whitney U test (a = 
.05). cDiffers from backward fading mean on the basis of a t test 

(a = .05). 

pare the experimental conditions. The precondition of homogeneous slopes for 

regressions from the posttest measures to pretest was not violated for near trans 

fer (heterogeneity of slopes, F < 1) or for far transfer, F(l, 41) 
= 1.05, p > .10. 

Using ANCOVAs, we obtained statistically significant differences between the 

fading conditions and the example-problem group for near transfer, F(l, 42) 
= 

9.88, p < .05 (adjusted means = 11.41 for fading and 7.13 for example-problem 

pairs), as well as for far transfer, F(l, 42) 
= 5.45, p < .05 (adjusted means = 6.75 

for fading and 4.25 for example-problem pairs). The practical significance of 

this difference was strong for near transfer, partial r\2 
= .19, and medium for far 

transfer, partial r\2 
= .12. 

Thus, the positive effect of fading on near transfer was replicated. In contrast 

to our previous studies, we also found a positive effect on far transfer. To further 

investigate the reasons for this finding, we performed the following post hoc 

analysis. We compared only forward fading with example-problem pairs?the 
conditions that were identical with those in Experiment 2?so that the statistical 

comparisons were fully comparable across both experiments. In this case, we 

obtained results identical to those in Experiment 2?that is, a statistically 

insignificant effect on far transfer, F(l, 27) 
= 1.22, p > .10, with minor practical 

significance, partial r\2 
= .04 (adjusted means = 5.72 for fading and 4.35 for 

example-problem pairs). Testing the backward condition against the control 

group yielded a statistically significant difference, F(l, 27) 
= 10.20, p < .05 

(adjusted means = 7.70 for fading and 4.24 for example-problem pairs). The 

practical significance of this effect was high, partial r|2 
= .27. Hence, the statisti 

cally significant effect on far transfer can be attributed primarily to the backward 

fading condition (see also the descriptive statistics in Table 3). 
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For the correctness of solution steps, we found heterogeneous regression 

slopes, F(l, 41) 
= 9.59, p < .05. Whereas in the example-problem group, there 

was a substantial relationship between prior knowledge and correctness of solu 

tion steps (unstandardized b = 1.05; r = .69; p < .05), this was not the case for the 

fading condition (unstandardized &=.ll;r=.13;/?>.10). The lack of a rela 

tionship in the latter group can be explained by a ceiling effect: 14 of the 30 

learners in the fading condition solved all steps correctly (minimum 
= 5 correct 

solution steps). This ceiling effect is positive news from an educational view; 

however, it is negative news with respect to statistical issues (violation of pre 

conditions for parametric tests). Hence, we used the nonparametric Mann-Whit 

ney U test for group comparison. It revealed that significantly fewer errors were 

made in the fading condition, U = 139, z = 2.16, p < .05. 

Finally, the hypothesis that the effect of fading is mediated by the correctness 

of solution steps was tested. We again used ANCOVAs in which the proportion of 

correct solution steps was included as covariate in addition to prior knowledge. 

This was possible because there were no heterogeneous slopes of the regressions 

from near transfer or far transfer on correctness of solution steps (both Fs < 1; 

homogeneity with respect to pretest; see above). For far transfer, the group differ 

ences remained more or less unaffected by the inclusion of correctness of solution 

steps as covariate, F(l, 41) 
= 

5.87,p < .05 (former F = 
5.45), partial T|2 

= .13 (for 

mer partial T|2 
= .12; adjusted means = 6.93 for fading and 4.07 for example-prob 

lem pairs). Thus, there is no evidence that the effect of fading on far transfer is 

mediated by the correctness of solution steps. In the case of near transfer, the F sta 

tistic dropped from 9.88 to 4.65, but it was still statistically significant, F(l, 41) 
= 

4.65, p < .05 (adjusted means = 10.85 for fading and 7.69 for example-problem 

pairs). The effect size dropped from .19 to .10 (partial r|2). Because the effect of 

fading did not (more or less totally) disappear after controlling for the mediating 

variable, one should test whether it was at least reduced to a statistically signifi 

cant amount. For this purpose, we used the test for statistical significance of medi 

ation effects proposed by MacKinnon (1999; MacKinnon & Dwyer, 1993).2 We 

obtained a z score of 2.32 (p < .05). This pattern of results indicates that the cor 

rectness of solution steps contributed to the mediation of the effect on near trans 

fer, but additional mechanisms had to be assumed. 

In the following section, we present the analyses pertaining to the second 

research question that related to the difference between forward and backward 

fading (for the descriptive statistics, see Table 3). Prior knowledge was compa 

rable in both groups, and no significant pretest difference was found, i(28) 
= 

2This test procedure included the computation of two regression equations: Mediator = 

a Independent 
+ errori and Dependent 

= 
?Independent 

+ ?Mediator + error2. Then the 

statistically significance of the product (a-b) that corresponds to the mediation effect is 

determined (z 
= 

a-blseab). 



Renkl, Atkinson, Maier, & Staley 311 

0.21, p > .10, r|2 < .01. However, learning time differed statistically significant 

ly, r(28) 
= 2.89, p < .05 (see Table 3). The practical significance of this time dif 

ference was high (r)2 
= 

.23). The learners in the forward condition needed over 6 

min more for studying the examples/problems. Because we did not find statisti 

cally significantly heterogeneous slopes between pretest and correctness of solu 

tion steps, F(l, 26) 
= 1.81, p > .10, near transfer, F(l, 26) 

= 3.12, p > .05, and far 

transfer (F < 1), we performed ANCOVAs for group comparisons with respect to 

the performance measures. We did not find significant differences between the 

fading conditions with respect to correctness of solution steps (F < 1, partial 

r|2 
= .02; adjusted means = 10.46 for forward fading and 10.94 for backward fad 

ing) and to near transfer (F < 1, partial r)2 
= .01; adjusted means = 12.31 for for 

ward fading and 11.69 for backward fading). The group difference in far transfer 

performance, which was of small to medium size, partial r|2 
= .07, failed to reach 

the accepted level of statistical significance, F(l, 27) 
= 2.12, p > .10 (adjusted 

means = 5.98 for forward fading and 7.88 for backward fading). Thus, the two 

fading conditions did not differ with respect to their effectiveness, but the back 

ward fading condition was more efficient (i.e., required less learning time). 

Discussion 

Although there is little doubt after the third experiment that near transfer is fos 

tered by the fading procedure, the far transfer issue remains more open. Interest 

ingly, when a forward procedure was used (Experiment 2 and the corresponding 

group in Experiment 3), there was very little indication that far transfer was fos 

tered. The use of a backward procedure resulted in a statistically significant effect 

in Experiment 3 and?although we obtained no statistically significant effect in 

Experiment 1?we found at least descriptively a higher solution rate of far trans 

fer problems under the backward procedure (see Table 1). A sensible preliminary 
conclusion from this pattern of results is that forward fading does not substantial 

ly foster far transfer, whereas backward fading has the potential to accomplish this 

objective. Whether this is actually true has to be tested in further studies. 

Beyond the question of far transfer effects by backward fading, this type of 

fading procedure is more favorable than forward fading because it is more effi 

cient. The learners in the backward condition spend less time on the examples 
without having disadvantages in transfer performance. 

Because we obtained differences between the two fading procedures, we took 

a closer look at these two conditions. We identified three major differences 

between the two conditions that are, of course, interrelated: 

1. Delay of problem-solving. With backward fading, problem-solving 
demands are delayed longer because the last step of the second problem is faded 

out, whereas in forward fading, the first step is faded out. From a cognitive load 
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perspective, the delayed problem solving may be an advantage because this 

approach may prevent cognitive overload. 

2. Delay of feedback. However, by delaying the demand for problem solving, 
learners have to wait longer for feedback about their competence in solving the 

problems at hand. Thus, the delay for feedback is shorter in the forward fading 
condition. 

3. Problem-specific information as support. When one is determining the first 

solution step of problems in the forward fading condition, no problem-specific 
information designed to support problem solving is available to the learner. In con 

trast, in the backward condition, "contextual information" from preceding solution 

steps is available, which may provide some scaffolding for problem solving. With 

respect to the experimental comparisons, the outlined "instructional" differences 

also imply that the forward condition was more similar to the example-problem 
condition than to the backward condition because the two former conditions 

diverged only after the initial to-be-determined solution step was presented. 

It is our contention that the aforementioned differences between the two fad 

ing conditions cause a divergence with respect to efficiency and possibly to far 

transfer. It may even be assumed that the error reduction in both conditions is 

affected by different causes (e.g., earlier feedback in the forward condition, 

longer delay of problem solving, and less cognitive load in backward fading). To 

clarify this question, further experimentation?including some fine-grained 

analysis of learning processes?is necessary. 

The finding that fading has reliable effects on near transfer but not on far trans 

fer may have something to do with the mediating mechanism that was identified 

in this study. The analyses showed that the effect on near transfer is (at least in 

part) mediated by the number of errors committed during learning. "Error-reduc 

ing" instructional procedures such as direct instruction (e.g., Rosenshine & 

Stevens, 1986) or drill-and-practice tutorials are known to effectively foster 

"low-level" learning or near transfer (cf. also Greeno, Collins, & Resnick, 1996). 
Because our fading procedure is a method of reducing errors during learning, it 

is understandable why it fosters primarily near transfer performance. This inter 

pretation is compatible with the finding from Experiment 3 that the effect of fad 

ing on far transfer that was found was obviously not mediated by the correctness 

of the solution steps. For far transfer to be fostered, error reduction is not suffi 

cient. Instead, some deliberate reflection that deepens understanding may be nec 

essary (cf. VanLehn, 1996). 

GENERAL DISCUSSION 

The following significant contributions to the field of research on example 
based learning were made: 
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1. A new feature for the design of materials for example-based learning? 

namely fading?was introduced. Fading (a) integrates example study and prob 
lem solving and (b) builds a bridge between example study in early phases of 

cognitive skill acquisition to problem solving in later stages. 
2. In particular, fading as a feature of example-based learning appears to be 

effective, at least with respect to near transfer. The finding was replicated and 

shown to be stable across context variables such as field versus laboratory. 
3. The number of problem-solving errors plays a role in mediating the effects 

of fading on near transfer. 

4. It is more favorable to fade out worked-out solution steps in a backward 

manner than in a forward manner. 

An important question that emerged from our research involves the generaliz 

ability of the present results. Research on learning from worked-out examples 
has yet to establish if there are systematic differences between content areas in 

which worked-out examples can be sensibly constructed (see Atkinson et al., 

2000). To date, besides programming, example-based research has focused 

almost exclusively on mathematics and "mathematized" contents from domains 

such as physics and economics. Similarly, we also obtained converging results 

about the two mathematized content (sub)domains that we used?that is, 

physics/electricity and mathematics/probability calculation. Hence, we think it is 

appropriate to assume that the present results are generalizable across learning 
contents that can be taught by mathematized worked-out examples. The extent to 

which our fading procedure can be modified so that it can be applied to other, 

nonmathematized content domains and the extent to which such a modified 

instructional procedure would yield positive effects, however, cannot be evaluat 

ed on the basis of the present findings. 
The present work has also clear practical implications. There are not only two 

laboratory experiments demonstrating the effectiveness of fading worked-out 

solution steps but also an experiment that shows how to implement the fading 

procedure in the field. This field study has high ecological validity because the 

lesson including fading was performed as regular school instruction and the find 

ings were obtained with learning content from the obligatory curriculum. In addi 

tion, the description in the section "Learning Environment" (Experiment 1) 
shows how a backward fading procedure can be integrated into classroom 

instruction with very simple means such as work sheets and overhead trans 

parencies. Thus, a major advantage is that learning from worked-out examples 

using a fading procedure can be easily implemented and is compatible with ordi 

nary framework conditions in schools. This latter point is not trivial at all because 

the successful implementation of other currently intensively discussed instruc 

tional procedures such as situated learning or problem-based learning is often 

impeded by the organizational context conditions in schools. In sum, one can 
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claim that fading is a procedure that is effective and easy to implement and that 

can be recommended to teachers. 

Although the present work brought about some significant insights, a number 

of new research questions also surfaced. The issue of the extent to which fading 
can foster far transfer needs further investigation. Researchers should test 

whether backward fading actually has more potential to foster far transfer than 

forward fading. In addition, it may well be that other fading procedures are even 

more effective, especially with respect to far transfer. For example, one could 

first omit the solution step that is (on the average) the easiest one for the learners 

to determine, then the second easiest one, and so on. According to Sweller's cog 
nitive load theory (e.g., Sweller et al., 1998), this procedure would reduce prob 

lem-solving burden so that cognitive capacity for self-explanations is left which, 

in turn, could foster far transfer. This leads to another important issue for further 

study. The mediating mechanisms of the fading effect?both forward and back 

ward?need further investigation. In particular, researchers should explore the 

extent to which self-explanations play a role in mediating fading effects beyond 
the error-reduction mechanism. Taken together, follow-up studies should address 

the following aspects: fostering of far transfer, different fading procedures, and 

mediating mechanisms of different fading procedures. 
In summary, with this study we have provided strong evidence for the effec 

tiveness of our new rationale for the integration of example study and problem 

solving. However, for us to deeply understand the way this works and to 
optimize 

the use of this rationale, further experiments 
are necessary. 
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