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ABSTRACT Phishing is a type of fraud attempt in which the attacker, usually by e-mail, pretends to
be a trusted person or entity in order to obtain sensitive information from a target. Most recent phishing
detection researches have focused on obtaining highly distinctive features from the metadata and text of
these e-mails. The obtained attributes are then used to feed classification algorithms in order to determine
whether they are phishing or legitimate messages. In this paper, it is proposed an approach based on
machine learning to detect phishing e-mail attacks. The methods that compose this approach are performed
through a feature engineering process based on natural language processing, lemmatization, topics modeling,
improved learning techniques for resampling and cross-validation, and hyperparameters configuration.
The first proposed method uses all the features obtained from the Document-Term Matrix (DTM) in the
classification algorithms. The second one uses Latent Dirichlet Allocation (LDA) as an operation to deal
with the problems of the ‘‘curse of dimensionality’’, the sparsity, and the text context portion included in the
obtained representation. The proposed approach reached marks with an F1-measure of 99.95% success rate
using the XGBoost algorithm. It outperforms state-of-the-art phishing detection researches for an accredited
data set, in applications based only on the body of the e-mails, without using other e-mail features such as
its header, IP information or number of links in the text.

INDEX TERMS Feature engineering, feature extraction, natural language processing, phishing detection,
topics modeling, XGBoost.

I. INTRODUCTION

According to [1], in 2019, the total number of e-mails trans-
acted every day exceeds half-trillion, and about 80% of this
e-mail traffic is spam messages. Although some of these
spam messages are just legitimate marketing e-mails, in this
amount, there are also malicious e-mails through which sen-
sitive information can be exposed or subtracted. A successful
malicious e-mail can lead to critical incidents such as finan-
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cial frauds and hacked or hijacked systems, accounts, or pro-
files. These malicious messages are denominated phishing
e-mails.

In this type of fraud attempts, the attacker pretends to be a
trusted person or entity, and through this false impersonation
tries to obtain sensitive information from a target [2], [3].
A typical example is that one in which scammers try to pass
through a known institution, claiming the need to update a
register or an immediate action from the client-side, and for
this personal and financial data are requested. A variety of
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features such as fake web pages, malicious code installation,
or form filling are employed along with the e-mail itself to
perform this type of action [4].
There are many pieces of research aimed to develop

applications that can correctly detect phishing cases [3]–[6].
Some of them focus on the phishing sites detection [7]–[10],
whereas other part focus on the phishing e-mails
detection [11]–[13]. This paper is concentrated on phishing
e-mail detection. Most of these studies utilize natural lan-
guage processing (NLP) techniques combined with machine
learning techniques to perform such detection activities based
on classification tasks. Information such as body and header
text of e-mail messages, URLs, and tags are processed
and used as input data for the sorting algorithms to be
employed [14].
Since phishing aims to appear being a legitimate mes-

sage, detection techniques based only on filtering rules, such
as blacklisting and heuristic, has limited effectiveness [6],
in addition to being potentially forged. As alternatives,
through data-driven techniques [15], features can be extracted
from the e-mail body and the header texts using techniques
that explain the similarity and significance relations between
the words present in a specific e-mail, as well as in the whole
set of messages samples. The most common approach for this
type of feature engineering is based on Vector Space Mod-
els (VSM) [16], also called Distributional Representations.
In this type of representation, each message is represented
using numerical values for each of its terms (words, for
instance) as symbols in a vector space.
Three main problems are discussed about the represen-

tation proposed by this model: the denominated ‘‘Curse of
Dimensionality’’ [17], the sparsity [18] and the context por-
tion represented together in the VSM [19]. The first one
refers to the high number of dimensions in which a text is
represented by its words ranking.While the second one refers
to the fact that as the data dimensionality increases, the data
sparsity also increases. These two problems associated raise
the computation to process and store big corpus, besides
potentially causing overfitting due to some features being
rarely observed. Finally, the third problem points to the few
context properties of the text that are incorporated in the VSM
representation type.
In order to overcome the three mentioned main problems,

statistical measures, feature extraction, and distributed mod-
els are three commonly used techniques in the literature.
Statistical measures can be used to select fewer features,

a subset of original features, that are supposed to be more rep-
resentative than the other [20], which could solve the first two
problems of the VSM representation, its high dimensionality,
and sparsity.
It is also possible to use feature extraction techni-

ques [21]–[23], which, starting from the initial high-
dimensional matrix, obtain more discriminative features from
the original features extracted from the text in the analysis.
This option is an answer to the three listed problems of
the VSM representation, including some degree of informa-

tion from the textual context from which the features are
extracted.

Instead of selecting more representative features, or
performing mathematical transformations or probabilistic
calculations on the VSM representation to extract more dis-
tinctive features, representing such texts in a fixed shared
low dimensional space, also called distributed models [13],
[24]–[26], is also an approach. In this paradigm, a vector
and its pre-fixed dimensions represent a word and its contex-
tual information (such as relations with other words, and its
semantic and syntactic similarities). In this sense, this option
also addresses the three problems.

The contribution of this paper focuses on proposing meth-
ods through the use of combined techniques to obtain more
representative features attributes from the body texts of the
e-mails. These features are obtained by feature extraction of
the distributional representation. Then, they are submitted to
machine learning classification algorithms using improved
learning techniques.

Our strategy is concentrated in a holistic procedure based
on lemmatization, bag of words, latent dirichlet allocation,
and powerful classification algorithms. After passing the
e-mails to an array structure, a preprocessing step over the
e-mail texts is executed. Next, it is conducted a lemmatiza-
tion using the WordNet lexical database as a dictionary to
obtain a semantic-based reduction. Then, it is extracted a
document-term matrix, from the BoW model, that is used
in two different fronts: directly as the classification algo-
rithms features attributes (Method 1), and as the input for
Latent Dirichlet Allocation, whose obtained topics are used to
express new reduced features in function of their proportions
in each message (Method 2). Finally, it feed the same algo-
rithms with these two different sets of features, concluding
each method.

The objective of this work is to propose a feature engi-
neering process for phishing detection with approaches that
increase the precision and accuracy of these algorithms pre-
dictions. Our proposal achieved measures with a 99.95%
success rate using the XGBoost algorithm. It is, to the best
of our knowledge, the highest result in phishing detection
researches for an accredited data set basing only on the body
of the e-mails, not taking into account other e-mail features
such as its header, IP information or number of links on the
e-mail body.

The proposed approach presents itself not only as an
answer to the listed problems, but also demonstrates an opti-
mal representation capacity, since it uses a number of new
extracted features less than 0.02% of the original amount
of features, but still with better performance measures than
those with any dimensionality reduction action. It shows
that these features provide an enhanced distinction of mes-
sages from the selected datasets (as phishing or legitimate
e-mails). These well-known collections of data: Phishing
Corpus dataset ( [27] and SpamAssassin dataset [28]), are the
most frequently used for this type of research, which allows
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a comparison with other related works results and ratifies the
obtained marks.
The remainder of this work is segmented into five sections.

In Section II, it is described the related works based on
natural language processing and machine learning techniques
for phishing detection, the baseline study. The data model
is presented in Section III, where the chosen datasets and
the modeling data are addressed. The architecture of the
proposed approach is shown in Section IV, as well as the
adopted methodology. In Section V, the proposed methods
are evaluated using real data and the baseline study, whereas,
in Section VI, conclusions are drawn and future works are
summarized.

II. RELATED WORKS

Approaches to detect phishing e-mails based on machine-
learning techniques require features that may be useful in
distinguishing between a phishing e-mail and a legitimate
e-mail. The feature engineering from the e-mail text is an
area that has been highly focused and which has received sig-
nificant attention from the researchers [4], [3], [6], and [29].
The key is to obtain highly distinctive features present in the
e-mails, arising from its structure or its content.
An approach for phishing e-mails detection based on

e-mail properties and on external sources, such as if these
e-mails contain IP-based URLs, the age of linked-to domain
names, or the number of links in the e-mail, is presented
in [30]. This research submits these features to the Ran-
dom Forest classification algorithm, wherewith it correctly
identify over 96% of the phishing e-mails. Similarly, [31]
proposes a hybrid feature selection approach based on the
combination of content-based and behavior-based, which
reached a 94% accuracy rate with the Bayes Net Algorithm.
The dataset of these works is obtained from the Phishing-
Corpus [27] and from the Spamassassin PublicCorpus [28],
which are the same datasets adopted to evaluate the proposed
approach.
More focused on data mining, a data-driven approach

is proposed in [22], where the features obtained are a set
of structural features extracted directly from the text of
e-mails with features derived from keyword extraction, along
with those derived from the use of Latent Semantic Analy-
sis (LSA) and Latent Dirichlet Allocation (LDA) techniques.
They used these features in 3 classification algorithms: Sup-
port Vector Machines (SVM), Naive Bayes and Logistic
Regression, obtaining their best performance measure with
SVM (an F1 Score of 99.58% for a set of 1017 features). This
cited work used the PhishingCorpus [27] and the Spamassas-
sin PublicCorpus [28].
Still, regarding word count-based phishing detection

works, [20] is an approach based on Term Frequency-Inverse
Document Frequency (TF-IDF) and domain features, and
in [21] is presented an approach that besides TF-IDF,
still employed Singular Value Decomposition (SVD) and
Non-negativeMatrix Factorization (NMF). They respectively

achieved F1-measure of 98% (using Logistic Regression
classification algorithm) and 94.6% (using k-Nearest
Neighbor classification algorithm). Two datasets were used,
the biggest one with 5,700 in its training set and 4,300 in its
test set [32].

In [33], PhishNet-NLP is a scheme based not only on
header information, body, and links in an e-mail but also on
natural language processing techniques that identify whether
an e-mail is actionable or informative. From all these input
data, it determines whether the e-mail is a phishing or a
ham(legitimate) mail.

Also, based on natural language processing, a multi-
layered methodology proposed in [23] uses three layers to
detect phishing e-mails. To do this, it employs Probabilistic
Latent Semantic Analysis (PLSA) to build a topic model,
the AdaBoost algorithm to build a robust classifier, and
Co-training to handle with labeled and unlabeled examples.
The output of each of these techniques is the input for the
next. This approach reached an F1-measure of 98.3% for
25 and 10 topics used as features into the classification task.

Another methodology, based on LDA and Conditional
Randon Field (CRF) [34], builds its features through the
hidden topics extracted by LDA and the names of entities/
organizations that attackers impersonate during phishing
attacks discovered by CRF, and feed into the AdaBoost
algorithm with them. Based on knowledge discovery, [14]
proposes a feature selection approach based on information
gain measure. They obtained a 99.1% accuracy rate.

In [35], is presented a comparative approach between fea-
ture selection (Chi-Square and Information Gain measures)
and feature extraction (LSA and Principal Component Anal-
ysis - PCA) techniques for dimensionality reduction in phish-
ing e-mail detection. This approach had an accuracy rate
near to 98%. These last four approaches ( [23], [33], [34]
and [35]) used the PhishingCorpus [27] and the Spamassassin
PublicCorpus [28].

Based on a distributedmethod, the approach present in [13]
usesWord Embedding andConvolutional Neural Networks to
build a model to distinguish phishing e-mails from legitimate
e-mails. Through this proposed architecture, it reached an
accuracy rate of 96.8%.

Also, using word embedding, through Doc2Vec, the
approach presented in [24] compares the TF-IDF matrix and
Doc2Vec formed for legitimate and phishing e-mails, feed
them into various traditional machine learning classifiers for
classification. They observed that machine learning classi-
fiers with Doc2Vec representation had performed well in
comparison to the TF-IDF representation, reaching an 88.4%
accuracy rate.

Through FastText, Barathi Ganesh et al. [25], [26] present
word embedding approaches that assess the performance of
distributed representation in the detection of phishing e-mails
as a text classification problem. They observed that word
embedding and neural bag-of-ngrams facilitates to extract
syntactic and semantic similarity of e-mails, obtaining a
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99% F1 Score in both research experiments. These last three
researches used the dataset proposed in [32].
In [36], is used artificial neural networks in an approach

based on deep packet inspection (DPI) and software-defined
networking (SDN) to detect and mitigate phishing e-mails.
They achieved an accuracy rate of 98.39%. By the use of
convolutional neural networks (RCNN) and Word2Vec tech-
niques, [37] reached an accuracy measure of 99.84% and a
false positive rate (FPR) of 0.043%, using the headers and
bodies of the e-mails.
Although natural language processing and machine learn-

ing have been largely utilized in phishing detection, meth-
ods that, together with these techniques, be also based on
semantic and similarity enrichment and established training
techniques for machine learning algorithms, have not been
appropriately addressed into this context.
Approaches that result in more distinctive features for

phishing detection and in better prediction rates for this prob-
lem successively are suitable for this scenario. Therefore, this
work concerns to assess the performance of features obtained
from some robust representation perspectives. Our interest
goes beyond showing an optimal accuracy (or other isolated
metrics) for the models, but rather exposing the obtained
results in the various utility measures (that are complemen-
tary [38]) in order to demonstrate the overall performance of
the proposed approach, not just its capabilities in one of the
classes of this classification problem.

III. DATA MODEL

The notations used in this paper are defined as follows: vec-
tors are denoted by lowercase boldface letters (for instance:
a, b and c), and matrices are described by uppercase boldface
letters (such asA, B andC). The matrix elements are denoted
by this shape: ai×j, i.e., the element of the matrixA located at
line i column j).
In this section, the chosen datasets and this paper modeling

data are presented. The datasets and its details are described
in the Subsection III-A, and the modeling data are introduced
in Subsection III-B.

A. DATASETS

The datasets used in this work were obtained from two
collections of e-mails (both publicly available sources):
PhishingCorpus from [27] as the Phishing Dataset and the
SpamAssassin PublicCorpus from [28] as the Ham Dataset,
that according to [29] are the most widely used datasets in
phishing e-mail classification researches.
Some authors that employed them are [14], [22],

[23], [30], [31], [33]–[35], [39], and [40]).
From the phishing dataset, all the phishing e-mails in

phishing3.mbox are used, obtaining 2,279 phishing e-mails.
From the ham dataset, are obtained 4,150 ham e-mails
because the remaining of its 6.047 messages are spam.
It totals 6,429 e-mails for the experiments proposed in this
paper.

B. MODELING DATA

Along this paper, the rows of amatrix denote its instances (the
e-mails), and its columns refer to their respective attributes
(some data that describes or represents it in some dimension).
As described in Subsection III-A, it start with 6,429 e-mails,
and during the tasks of the proposed approach, they are
parsed and transformed through vector and matrix structures.
In Section IV, the proposed approach steps are discussed.

IV. PROPOSED APPROACH FOR PHISHING DETECTION

In this section, it is presented the details of the pro-
posed approach, its associated experimental scenario and its
methodology. In Subsection IV-A, there is an overview of
the proposal. In Subsections IV-B and IV-C, the parsing and
the pre-processing steps are described. In Subsection IV-D,
it is presented the feature extraction process through the bag
of words model and the Document-Term Matrix, along with
a description of Method 1 architecture. In Subsection IV-E,
the feature extraction process through the Latent Dirichlet
Allocation as a dimensionality reduction procedure is por-
trayed, as well as the Method 2 architecture is explained, and
in Subsection IV-F, we detail the classification plan of action
and introduce the employed classification algorithms.

A. PROPOSAL OVERVIEW

The contribution of this work concentrates on generating
more expressive features from the existing terms/words
in e-mails (documents), and subjecting them to different
machine learning algorithms, using enhanced techniques,
in order to obtain improved results in classification tasks.

Themain architecture of our proposal is presented in Fig. 1.
As shown in this figure, the e-mails of the chosen datasets go
through a parsing process, in which the body text of all the
e-mails is extracted (fromwhich all the necessary features are
obtained), keeping their associated labels indicating to each
of them whether it is a phishing mail or a ham mail.

The e-mail bodies are submitted to pre-processing in order
to: eliminate words/terms that do not add much to the seman-
tics of the documents, strengthen and enrich relationships
of synonymy and polysemy, and assign a higher weight to
words/terms that better disclose classes of documents among
others.

In the pre-processing task, the texts are transformed into
lowercase, and the punctuation marks, special characters,
possible accents, and stopwords1 are removed. The terms
obtained are then exchanged for their common base form,
from the reduction of their respective inflectional forms and
derivationally related forms (lemmatization process). This
process also allows a potential moderate feature dimension-
ality reduction by the terms semantics and their synonyms.

Based on the term/word count present in e-mails texts
after the pre-processing step, a matrix (Document-Term

1Stopwords refer to a class of words that usually has little lexical content or
does not contribute much to the meaning of a sentence. Although there is no
universal list that represents all the stopwords, most cases take prepositions
and articles as such.
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FIGURE 1. The main architecture of the proposed approach.

Matrix - DTM), that relates these terms to the pre-processed
e-mails texts, is obtained. The word representations methods
that use the DTM are based on distributional semantics.
In which the semantic similarities between terms are quan-
tified based on their distributional properties in large text
corpora, with discrete symbols representing the terms and its
interactions [16].
From the DTM, two methods are followed. Using all the

terms obtained arranged in the matrix as features (Method 1),
that is, without acting directly on the high dimensionality
and sparsity problems. Alternatively, extracting new features
from this Matrix by Latent Dirichlet Allocation (Method 2).
This second perspective addresses the problem of sparse
and high-dimensionality features matrices (extracting more
instructive and discriminative features from the pre-processed
texts, allowing a low-rank representation of the data), and it
includes some degree of information from the e-mail bodies
textual context.
The LDA was chosen to Method 2 objective due to its

characteristics such as [41]: it is a generative probabilistic
model designed for text corpora, that provides a compressed
explicit representation of a document (as a finite mixture over
an underlying set of topics), and it generalizes easily to new
documents.
These two methods to represent the dataset are then sub-

mitted to classification algorithms, that after a learning pro-
cess with enhanced techniques, could predict if an e-mail is
phishing or a ham mail, with excellent results.
The choices of which machine learning algorithms to use,

as well as the dataset, were based on previous works related
to phishing detection for comparison purposes, and also on
the algorithms performance power, in order to obtain the best
possible results. In this way, it is possible to measure not
only the effectiveness of the techniques used in this proposed
approach, concerning the results of previous works, but also

to introduce more robust algorithms in this research area in
order to obtain state-of-the-art marks.

During the classifications tasks, many experiments are per-
formed to find the best configuration of the hyperparameters
of each learning algorithm, as well as to implement proposed
strategies for dividing and folding the training/validation
dataset, before to perform the obtained models on the test set.

Each of these steps is described in detail in the following
subsections.

B. PARSING

The e-mails of both datasets go through a parsing process,
in which the texts of their respective bodies are extracted.
Through this process, these texts are arranged in a vector
structure. Thus, at this step, we pass from 6,429 e-mails to
a vector with 6,429 rows, represented by:

e =















e1
e2
e3
...

e6,429















. (1)

Another vector, in turn, indicates whether these e-mails
type, where each of these texts is labeled as phishing and
legitimate messages correspondingly. This second vector is
represented by:

l =















l1
l2
l3
...

l6,429















. (2)
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The concatenation of (1) and (2) is represented by a matrix
with 6,429 rows and 2 columns, given by:

A =















a1×1 a1×2
a2×1 a2×2
a3×1 a3×2

...
...

a6,429×1 a6,429×2















. (3)

This number of lines quantity is the same amount of the
proposed e-mails (6,429), and the extracted texts represent
each of them. The first column refers to these texts (vector e),
whereas the second one (vector l) refers to the label of each
e-mail (a phishing mail or a ham mail).

C. PRE-PROCESSING

The pre-processing steps are presented in Fig. 2. As can be
seen, after being arranged in an array structure, the texts
of the e-mails bodies are transformed into lowercase and
have the punctuation marks, special characters, and any
accents removed. After that, this structure pass for a tok-
enization process, in which the terms/words of the texts
are separated by using white spaces (space, tab, and new-
line) as the delimiters. Then, the stopwords are removed.
Finally, the terms go through a lemmatization process,
enhance by the WordNet-based processing. The details of
theWordNet-based processing and lemmatization process are
explained in Subsection IV-C.1.

FIGURE 2. The pre-processing steps.

During the pre-processing steps, our data keeps its shape
with 6,429 rows and 2 columns, but each e-mail representa-
tion undergoes the proposed transformations. The output of
this step is expressed by:

B =















b1×1 b1×2
b2×1 b2×2
b3×1 b3×2

...
...

b6,429×1 b6,429×2















. (4)

1) LEMMATIZATION AND WORDNET BASED PROCESSING

Lemmatization is a process that, such as stemming, aims to
convert a word to its common base form, by reducing its
inflectional forms and sometimes its derivationally related
forms. Although they share the same objective, these pro-
cesses differ in the extent that stemming just cut the begin-
ning, or the end of a word (based on a list of prefixes and
suffixes that are usually found in inflected words), whereas
lemmatization does it based on morphological analysis of the
words, thereby providing for each of these words a mean-
ingful base form [42]. For this task, lemmatization needs a
dictionary, that is used to find a lemma2 that best represents
the words. In the approach proposed in this work, the lemma-
tization process is performed with the WordNet database.

WordNet refers to an extensive lexical database of English
Language [43]. By its synsets (sets of cognitive synonyms),
it tries to express the meaning of a concept. These sets include
words from nouns, verbs, adjectives, and adverbs grammat-
ical classes. The interlink among the synsets provides a net-
work of meaningfully related words and concepts that can be
used for better results in natural language processing. Some
researches use it as an ontology3.
In this work, WordNet is used to provide a semantic-based

reduction. That is, by the use of the synsets and lemmati-
zation process, it is obtained some feature size reducing by
replacing groups of terms that have common synonyms with
their lemma (that is, reducing its dimensionality). By this
semantic-based reduction, the number of potential features
decreased from 63,448 to 59,623.

This semantic-based reduction with WordNet also can be
madewith a part-of-speech (pos) tagging process, which indi-
cates the grammatical class of each token (in WordNet case,
is possible tag a term as being a noun, a verb, an adjective
or an adverb). With this option, the proposed semantic-based
reduction decreases the number of potential features from
63,448 to 56,523. It is the number of features used in all the
Methods in this paper before the implementation of dimen-
sionality reduction techniques.

D. THE BAG OF WORDS MODEL AND THE

DOCUMENT-TERM MATRIX

Bag of Words (BoW) refers to a model in which a text (an
e-mail body for example) is represented as a list of words

2Lemma is a word or expression, a particular form, that is chosen to
represent a lexeme (a unit of meaning, also named dictionary form).

3According to [44]; an ontology can be understood as an engineer-
ing artifact based on specific formal vocabulary, whose use allows the
description/representation of a knowledge domain.
The set of concepts are representations of real-world objects, which

have properties with other objects (relational properties or relationships)
and descriptive properties (attributes with values of certain data types) that
describe them (representing states, events, or processes of these entities).
Instances of a concept represent a particular object and its description
(attributes and relationships) within a set of objects of the same type. The
set of instances associated with the ontology constitutes a knowledge base
relative to that domain.
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(or another n-gram4) and how many times each of them
occurs in the text under the feature extraction process, with no
contextual information such as grammatical class and order of
occurrence of those words. In our approach, from this model,
it is obtained the Document-TermMatrix that represents each
text or document in a row, and each term in a column. Its
elements are the ranking of each document and term. This
ranking usually is represented by its occurrence count or the
term frequency-inverse document frequency (TF-IDF)5

calculus over it [42]. It is also a type of feature extraction.
In the proposed approach, according to Fig. 1, the ranking

based on occurrence count is used by itself directly in the
classification step (Method 1) and with a feature extraction
by LDA (Method 2).
The approach where the Document-Term Matrix with the

ranking based on text occurrence count is used directly in
the classification step constitutes the first method proposed
in this paper.
After all actions proposed by the pre-processing, the bag

of words model and the DTM steps, the representation of our
data is now a matrix with 6,429 rows and 56,524 columns,
expressed by:

C

=















c1×1 c1×2 c1×3 · · · c1×56,524
c2×1 c2×2 c2×3 · · · c2×56,524
c3×1 c3×2 c3×3 · · · c3×56,524

...
...

...
. . .

...

c6,429×1 c6,429×2 c6,429×3 · · · c6,429×56,524















.

(6)

Its rows represent each e-mail from our dataset, and the
columns represent our 56,523 features (terms extracted from
the text) and the labels (phishing or legitimate) of these
e-mails.
The whole discussion of this paper until now has been

dedicated to exposing the actions/implementations to prepare
and promote robust data to be submitted to the methods
that will obtain features (the best we can bring out) for the
classification activity. The perspective of Method 1 directly
submits the DTM (with its ranking based in terms of occur-
rence count) to the classification step.While, in theMethod 2,
its dimensionality reduction through LDA can potentially
provides benefits such as reducing computational complexity,

4N-gram refers to a continuous sequence of n items of a sample, such as
characters, syllables, or words.

5Statistical measure assigns weights to the importance of a term for a
document (or for a text sample, such as an e-mail body), which is inserted in
a collection of documents (or in a corpus) [45]. Given by:

wi,j = tfi,j · log

(

N

dfi

)

(5)

where: tfi,j is the number of occurrences of the term i in document j,
N is the total number of documents, and dfi is the number of documents
containing i.

processing time and variance, as well as preventing over-
fitting, gaining a better understanding of the process that
underlies the data and even allowing better visual analysis
of such data [42], [46]. In the next subsections, this second
approach will be described in detail, in order to elucidate its
respective paradigm and to allow a clear understanding of the
obtained results.

E. DIMENSIONALITY REDUCTION THROUGH LATENT

DIRICHLET ALLOCATION (LDA)

The feature extraction methods obtain new features from the
original features set, generally features of lower dimensional-
ity. Some transformations do it over the original feature space,
that is, the new feature space dimensions are combinations
of the original high dimensional data. These new features
intended to be more representative, concentrating relevant
information from the underlying data in a non-redundant
shape.

For the purposes of this work, the Latent Dirichlet Alloca-
tion is used, whose input data is theDTMbased on occurrence
count (C). This perspective is denominated Method 2.

Latent Dirichlet Allocation is a generative probabilistic
model, from the topic model class, in which the documents
may be represented as random mixtures of topics, and each
topic may be modeled as a distribution over words/terms
present on the dataset (vocabulary) [41]. It means that the
latent topics probabilities provide an explicit representation
of all collection of documents (in our case, all the e-mails
of the dataset). From the dataset, the probability distributions
are estimated, and from that, the latent topics are inferred.
Then, the topics extracted may be used as input features, once
each e-mail can be represented as a vector that indicates the
probability distribution of this document over the selected
topics.

The basic idea is that: to write a text, there are some
pre-defined topics to use on the texts set. Their distributions
obey the Dirichlet distribution. It is assumed that during the
process of drafting the text, its generation process, the author
exchange by several of these topics, using the words belong-
ing to each of them. That is, the words from different topics
are allocated by the result of the Dirichlet distribution sample
result, and, by this process, the document is populated. Impor-
tant to note that documents may have the same topics but
still be different because these documents contain different
proportions of these topics.

According to [47], to elaborate a document, first choose
a distribution, after this, for each position of the document
terms, choose a topic assignment, and finally choose the word
from the corresponding topic.

Thus, considering the generative process explained above
and making α as the priori Dirichlet probability distribution
parameter, related to term-document distribution, β as the
priori Dirichlet probability distribution parameter, related to
topic-term distribution, z as the topic distribution associated
to the terms in the documents, w as all the terms of the
vocabulary, φ as the topic distribution over all the terms of
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vocabulary, θ as the topic distribution over the documents,
the probability distribution of all the hidden and observed
variables is given by the equation 7.

p(z,w, φ, θ |α, β)

=

K
∏

k=1

p(φk |β)
M
∏

m=1

p(θm|α)
V
∏

v=1

p(zm,v|θm)p(wm,v|zm,v, φm,k )

(7)

In the equation 7, K is the number of topics, φk is a
vector with the vocabulary terms proportion for the topic k,
M is the number of documents, θm is a vector with the topic
proportion for the document dm, V is the number of words
in the vocabulary, zm,v is the topic distribution associated to
term wm,v in the document dm, wm,v is the term wv in the
document dm. Where K varies from 1 to K, m varies from
1 to M and V varies from 1 to V.

Given the words observed for the proposed vocabulary,
w, and using the Bayes’ theorem, the hidden structure, that
is, the assignments of topics for documents, document dis-
tributions by topics, and topics distributions by terms, can
be obtained by the posterior distribution of the latent vari-
ables, given the words observed. This relation is expressed in
equation 8.

p(z, φ, θ |w, α, β) =
p(z,w, φ, θ |α, β)

p(w|α, β)
(8)

This equation is intractable to compute, due to its denomi-
nator [41], [47]. It is the marginal probability of the observa-
tions and can be expressed as equation 9.

p(w|α, β) =

∫

φ

∫

θ

p(w|α, β) (9)

Equation 9 is computationally intractable because sum-
ming the joint distribution over all the terms found in the
collection vocabulary is exponentially large. In this sense,
the LDA algorithms provide an approximate inference to this
posterior distribution, disclosing its related topics φ, topic
proportions θ , and topics assignments z, that is, the docu-
ments latent structure. The number of desired topics is also
necessary. In our approach, the topic quantity was set as 100,
95, 35, 10, 5, and 3.
This technique is used in this work as follows: after

passing it through the pre-processing steps explained above,
generating the initial matrix (Document-Term Matrix) that
relates terms to the documents in analysis (the e-mails bodies)
through the BoW representation based on word unigrams,
choose the number of topics that we want to work on (based
in the perplexity and coherence measures, explained in Sub-
sectionIV-E.1) and perform the LDA process. In this way,
from the extracted topics, the e-mails can be represented
as portions of topics’ probability distribution on a latent,
low-dimensional Topic space-based.
Here, our data present a new shape, a low-dimensional one.

It has the same rows quantity (6,429), and options of 100, 95,

35, 10, 5, and 3 columns (plus one that refers to the label
of each e-mail). For instance, our best setting for Method 2 is
with ten topics, and its matrix has 6,429 rows and 11 columns.
This matrix is represented by:

D =















d1×1 d1×2 d1×3 · · · d1×11
d2×1 d2×2 d2×3 · · · d2×11
d3×1 d3×2 d3×3 · · · d3×11

...
...

...
. . .

...

d6,429×1 d6,429×2 d6,429×3 · · · d6,429×11















.

(10)

1) PERPLEXITY AND COHERENCE MEASURES

In Method 2, the feature quantity choices are particularly
noteworthy. For LDA, setting the number of topics to work
on can be based on the perplexity [41] or on the coherence
measures [48].
Perplexity refers to a metric that gives the average

uncertainty provided by the model to each word in the
dataset [49] [50]. In general terms, the idea is that the lower
the model’s perplexity score, the better its generalization
performance. The equation 11 gives the perplexity score.

Perplexity = exp

(

−

∑M
d=1 log p(wd )
∑M

d=1 Nd

)

(11)

In the equation 11, p (wd) is the likelihood denoted by the
equation 9 to our corpus of e-mails D, and Nd is the total
number of keywords in d-th document of D.

According to [51], perplexity is not aligned with human
interpretability. This research showed that these perspec-
tives of the topic models are not correlated. In this context,
to obtaining a measure closer to human judgment, the topic
coherence measures are discussed. These measures offer a
score that helps to assess how much the obtained topics are
semantically interpretable, while perplexity is a score that
assesses the topics as artifacts of statistical inference. Two
measures of coherence are adopted: CUCI and CUMass. While
the first one refers to a measure that compares all words,
through all possible combinations of pairs, an extrinsic mea-
sure, the second one refers to an intrinsic measure, a measure
that compares a word not with all the other words, but with
its preceding and succeeding words [48].

CUCI coherence measure is calculated over all the word
pairs of the given top words. It is a measure based on a sliding
window, and the Pointwise Mutual Information6 (PMI) [52].

6Pointwise Mutual Information is a utility measure to assess the associa-
tivity between two words. The equation 12 gives PMI

PMI (wi,wj) = log

(

P(wi,wj) + ǫ

P(wi) · P(wj)

)

(12)

where P(wi, wj is the probability of the words wi and wj occur in the same
word window, P(wi and P(wj are, respectively, the probabilities of wi and wj
occur individually, and ǫ is and added value to avoid logarithm of zero.
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The CUCI score is given by the equation 13.

CUCI =
2

N · (N − 1)
·

N−1
∑

i=1

N
∑

j=i+1

PMI (wi,wj) (13)

In equation 13, N refers to the N-top words of a topic, and
the remaining terms, as indicated in equation 12.

CUMass coherence measure is based on document
co-occurrence counts, which is the document frequencies of
the original documents from which the topics are learned.
It is an asymmetrical measure based on segmentation and
logarithmic conditional probability [53]. The CUMass score
is given by the equation 14.

CUMass =
2

N · (N − 1)
·

N
∑

i=2

i−1
∑

j=1

log

(

P(wi,wj) + ǫ

P(wj)

)

(14)

F. CLASSIFICATION

Classification is a supervised learning7 activity whose objec-
tive is to obtain a discriminating function that separates the
samples into different classes. For the purposes of this paper,
there are two classes: Phishing Mail and Ham Mail (the term
used for legitimate e-mails).
As explained previously, some techniques are used to

obtain the features from the e-mails of the datasets used in this
work. Thus, we have tested: a method that obtains these fea-
tures without reduction of dimensionality (Method 1), from
the BoW model (the most traditional and straightforward of
them, expressed by the Document-Term Matrix with term
occurrence count ranking) and a method that reduced dimen-
sionality through feature extraction (Method 2): LDA over
DTM with term occurrence count ranking, and represent the
instances features in terms of the Dirichlet distributions of the
topics and the words. Thus, all the classification algorithms
used in this work are trained in all these perspectives and their
variations.
In order to estimate the hyper-parameters of each clas-

sification algorithm, the course of action proposed in [54]
is adopted. It suggests dividing the training/validation set
(which corresponds to 70% of the entire dataset) into two
subsets (folds), each with 50% of the samples. They are
used as the training and validation sets, respectively, and then
the inverse. This process is repeated five times (ten runs in
total) for each combination of the various parameters of the
running classification algorithm, using the cross-validation
technique. At the end of each run, a new random sampling
of 2 folds is performed on the samples, with the restriction
of maintaining the proportion of the classes observed in the
total training/validation set in each of the two subsets, that is,
a proper stratification.
After obtaining adequate hyper-parameters values for

the phishing classification problem proposed in this work,

7In this type of learning, the goal is to learn a mapping from the input
data for a given output. The correctness is provided along with the input data
(i.e., there is supervision).

the models are tested in the test set (that corresponds to the
remaining 30% of the entire dataset).

The training set consists of 4,500 e-mails (70% of 6,429,
as explained in subsection III-A) e-mails represented by
their body text, 2,916 ham mails, and 1,584 phishing mails.
While the test set consists of 1,929 e-mails (30% of 6,429),
1,251 ham e-mails, and 678 phishing e-mails, also called
support.

These sets, for Method 1 and Method 2, are represented
in Fig. 3, where it is observed that theMethod 2 representation
approach has a much smaller number of columns than the
perspective of Method 1.

For the classification activities, as well as for comparison
purposes, eight classification algorithms are used, namely:
Support Vector Machines (SVM), Naive Bayes Classifier,
Logistic Regression for classification, k-Nearest Neighbor,
Decision Trees, Random Forest, Extreme Gradient Boost-
ing (XGBoost) and Multilayer Perceptron (MLP). The main
characteristics of the cited classification algorithms are
exposed in the subsections below.

1) SUPPORT VECTOR MACHINES (SVM)

Support Vector Machines (SVM) refers to a supervised learn-
ing algorithm, in which the objective is to find a hyperplane
in the input variable space to best separate the data points
in two classes. This choice is based on that hyperplane that
has the most significant margin, which is that hyperplane that
presents the maximum distance between data points of both
classes. By doing this, new data points can be sorted with
more accuracy and precision.

Those points that are closer to the hyperplane are named
Support Vectors. They influence the position and orientation
of the hyperplane, as well as the number of features influence
the dimension of the hyperplane [46].

2) NAIVE BAYES CLASSIFIER

This kind of classifier assumes that features are independent
of each other on applying Bayes’ Theorem (conditional prob-
ability). The expression naive comes from the fact that it
assumes that all the features independently contribute to the
probability of the given class, which is a strong assumption
and unrealistic for real data.

Mathematically, what this algorithm does is assume that
the off-diagonals values of the covariance matrix to be 0,
i.e., they are independent. Then the joint distribution is the
product of individual univariate densities (assuming that they
have Gaussian distribution) [55].

3) LOGISTIC REGRESSION

This classifier, that is similar to linear regression to classi-
fication tasks, is based on find the values for the coefficients
(B0, B1, B2, · · · , Bn) that weight each feature (X0, X1, X2, · · ·
Xn), after that, it does its predictions transforming the output
through the logistic function [46]. Thus, the probability of
an e-mail being considered a phishing e-mail (class 1) or a
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FIGURE 3. The proposed architecture dataflow.

legitimate e-mail (class 0), could be given by:

P(Class = 1) =
1

1 + e−g(x)
(15)

where:

g(x) = B0 + B1X1 + B2X2 + · · · + BnXn (16)

These weights are estimated from the e-mails dataset,
by the Maximum Likelihood method. If P(Class = 1) > 0.5,
then this e-mail is phishing, and if P(Class = 1) < 0.5,
the this e-mail is legitimate.

4) K-NEAREST NEIGHBORS (KNN)

This algorithm is based on the idea that similar data points
are arranged nearby in an n-dimensional space. This similar-
ity is measured by the distance between the points (usually
the Euclidean Distance, or the Mahalanobis Distance) [55].
Thus, for a new data point, its classification is predicted

by a validation of the local posterior probability of each
class existing by the average of class membership over its
K-nearest neighbors.
This algorithm is susceptible to the ‘‘curse of dimension-

ality’’, due to it be based on the distance between data points
and its dimensions.

5) DECISION TREES

Decision Trees algorithms are built over the binary tree rep-
resentation, in which each node corresponds to a single input
variable, and given a split point on it, there are branches that
bind to new nodes, according to the instance data point values
for this feature, that will be below or above of this split point
value (for a numeric variable). This procedure is done until
the path arrives at a leaf node, in which the algorithm predicts
the output variable class. At any of these nodes, what is done
is splitting the input set into subsets for the next nodes. When
analyzing e-mails to check if they are phishing or ham mail,
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the amount of times the words present in them, the weights
of this amount, or the vectors represents theses e-mails are
analyzed according to several split points (to find an optimal
one, by information gain or Gini index criteria for example),
and at a leaf node level, is predicted whether it is a phishing
or a legitimate mail [46].

6) RANDOM FOREST

Random forest is an ensemble8 algorithm based on Boot-
strap Aggregation (bagging9 technique), that creates a set of
decision trees on randomly multiple samples of the training
set, gets a prediction from each tree and, employing voting
of these trees results, gives a better estimation for the final
class of the test object. In its approach, instead of gets optimal
split points for trees, by the randomness of the selected subset
of the training set, it selects suboptimal splits. Due to this,
different models will be created, which will be aggregated by
combining their results [46].

7) XGBoost

Extreme Gradient Boosting (XGBoost) refers to an ensemble
that implements (using the boosting10 technique) a scalable
and accurate version of gradient boosting on decision trees.
This algorithm offers high speed, performance, portability,

and flexibility. It can optimize the loss function through
three methods: gradient boosting, stochastic gradient boost-
ing, or regularized gradient boosting method. Its default base
learners are tree ensembles, in which each of them is a set of
classification trees (CART). How explained about boosting
technique, these trees are added sequentially, and each of
them tries to reduce the misclassification of itself previous
learners [56].

8) MULTILAYER PERCEPTRON (MLP)

It refers to an artificial neural network based on perceptrons11

(artificial neurons12), in which each row of these neurons is
a layer. The Multilayer Perceptron (MLP) neural networks
have three layers of nodes. The first one, the input layer,

8Ensemble is a machine learning technique that combines several base
learning algorithms in order to produce a better predictive performance
model.

9Bagging is a technique that uses the bootstrap algorithm to obtain a
random sample from a given dataset with replacement. Then, it trains the
base learners and aggregates their outputs to provide a lower variance model.

10Boosting is a technique that trains models in succession, with each
new base learner being trained to correct the errors made by the previous
learners. Through the use of weighted versions of the data, more weight is
increasingly being given to misclassified examples. Learners are included
sequentially until no further improvements can be made. The final predic-
tions are obtained by weighted majority voting.

11Perceptron is a learning algorithm, based on an artificial neuron, for
binary classifiers, that can solve only linearly separable problems.

12Artificial Neurons are the essential components of an artificial neu-
ral network, in which occurs a process that simulates a biological neuron
working. There are input connections, that emulates the synapses and their
forces, by assigning a weight to each input signal. These input values are sum
by a linear combiner, that is also responsible for generating an activation
potential (the internal network activation), by comparing this sum with an
activation threshold. Thus, a non-linear activation function (a sigmoidal
function, in MLP case) provides the neuron output signal.

is responsible for receiving the external stimuli. Then, there is
a hidden layer that could be composed of one or more layers.
Its function is to extract the environment’s behavior, approxi-
mating any continuous function. Lastly, in this topology, there
is the output layer that provides the answers for the received
stimuli.

This structure utilizes the back-propagation technique for
training, that, by the gradient descent, fit the network param-
eters (including with non-linear activation functions) to better
express a training set with its labels, iteratively reducing its
error. It works in two steps; in the forward pass, the stimuli
are passed from layer to layer until the output layer, which
provides predictions. These results are compared with the
expected output provided by the training set. The prediction
errors and its function are then used in the second step
called the backward pass, in which the weights and biases
of the model are updated by the partial derivatives of the
error function, the back-propagation algorithm does these
operations. This process is done until the network converges,
or for a predetermined number of epochs13 (in which case the
network will not necessarily converge) [46].

V. RESULTS AND APPROACH EVALUATION

This section provides a detailed evaluation of the proposed
approach through its prediction results. The utility measures
to assess the results of our methods are present in Sub-
section V-A. The results are described in Subsection V-B,
and, in the Subsection V-C, some pertinent observations are
discussed.

A. MEASURES

The followingmeasures are used to evaluate the classification
algorithms performance in each perspective of the proposed
approach. Their equations are based on true positive (tp), false
positive (fp), false negative (fn), and true negative (tn) rates.

Accuracy:

Accuracy =
tp+ tn

tp+ fp+ tn+ fn
(17)

Precision:

Precision =
tp

tp+ fp
(18)

Recall, True Positive Rate (TPR) or Sensitivity:

Recall =
tp

tp+ fn
(19)

False Positive Rate (FPR):

FPR =
fp

fp+ tn
(20)

13An epoch indicates how many times all of the training vectors are used
once to update the weights. This measure varies according to the type of
learning, that is, whether it is in online or in batch mode.
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Specificity or True Negative Rate (TPR):

Specificity = 1 − FPR (21)

F1 Score:

F1Score = 2 ·
precision · recall

precision+ recall
(22)

B. RESULTS

The results expressed below are the weighted measures
obtained from both phishing detection classes (phishing
e-mail or ham e-mail) and their respective samples.
Besides the feature joins (which correspond to words

with the same synonym/lemma) made possible by WordNet
synsets, it is also used to select only the features that corre-
spond to words present in it. By the addition of this WordNet
utilization, the number of features would arise around 18,000,
but the obtained results were not better than those already
available in the related works. Thus, as already mentioned
in subsection IV-C.1, the number of features used in all the
Methods in this paper before the implementation of dimen-
sionality reduction techniques is 56,523, which corresponds
to the result of lemmatization process with pos tagging (pro-
vided by wordnet) over the built vocabulary.
In order to highlight the effects brought to the proposed

approaches of using the Wordnet database in the lemmatiza-
tion process, the results obtained by these methods without
the use of this resource also will be presented.

1) METHOD 1 - APPROACH BASED ON DOCUMENT-TERM

MATRIX WITHOUT FEATURE REDUCTION TECHNIQUES

The values arranged in Table 1 refer to the perspective based
on theDocument-TermMatrix that uses all the terms obtained
from the bag of words model as features.

TABLE 1. Method: bag of words and document-term
matrix - 56,523 features.

As stated earlier, this method does not address the
high dimensionality (56,523 dimensions), sparsity (roughly
0.9982, that is, only about 0.18% of the data are non-zero
values) and the represented context portion in the vector
space model issues of the obtained matrix. However, it was
measured to serve as a baseline/benchmark for the other
method proposed in this paper. Thus, due to these problems,

it demands more processing capacity and time than a method
that attend to this questions (due to its higher complexity),
although this perspective has reached in its best rate an f1-
score of 99.43% (and an FPR of 0.32%, that is a specificity
of almost 99.68%). These measures are achieved through the
Multilayer Perceptron (MLP) classification algorithm, with
the size of mini-batches and the maximum number of itera-
tions as 10 (hyperparameters), and the rest of its parameters
in the default setting.

This method, which just uses the e-mail bodies, performed
better than similar approaches, with features derived from
header, body, and links in e-mails, described in [33] and [14],
which obtained respectively 97% and 99.1% as their best
phishing detection rate. It also outperforms other classical
approaches based on e-mail properties, such as [30], that
achieved a measure of 96% identifying phishing e-mails.

Table 2 brings the results obtained to the same method,
but without using the wordnet based lemmatization process.
It is possible to verify that, although the Logistic Regression
results are equal to those expressed in Table 1, all other
algorithms perform worse.

TABLE 2. Method: bag of words and document-term matrix without
lemmatization and wordnet-based processing - 63,448 features.

2) METHOD 2 - APPROACH BASED ON

FEATURE EXTRACTION

For this method, Latent Dirichlet Allocation (LDA), whose
prediction assessment values are in the tables from 3 to 9,
is used as feature extraction approach. From the topics
extracted from the e-mails bodies, representations of the
e-mails are obtained in terms of the probability distribution
of these topics, specific feature vectors for each of them.

The number of features to generate through this process is
chosen based on two utilitymeasures, perplexity, equation 11,
and coherence (given by the CUCI and CUMass scores, equa-
tions (13) and (14), respectively). Given the values obtained,
the best two scores of each measure were chosen as the num-
ber of topics for the LDA models, and also, for comparison,
the worst score of each one.

Fig. 4 shows the log perplexity for some amounts of topics
between 3 and 100. Except for the three topics option, for
all others, the more topics, the lower the value for log per-
plexity. The best two scores for log perplexity are obtained
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FIGURE 4. The log perplexity of the proposed LDA models.

for 5 and 3 topics, while the worst mark is achieved for
100 topics.
Regarding the coherence scores expressed in Fig. 5, there

are many oscillations of these measures while the number
of topics in the LDA model is increased, it is observed that
the two highest scores obtained in the CUCI are for 10 and
35 topics, and in the CUMass are for 35 and 95 topics, while the
worst mark of these measures are found for 5 and 100 topics
respectively.

FIGURE 5. The coherence measures of the proposed LDA models.

Therefore, the chosen number of topics for the LDA mod-
els to use in Method 2 are 3, 5, 10, 35, 95, and 100.
The approach based on the LDA process, as shown in its

metrics in tables from 3 to 9, presents better results than those
obtained without any dimensionality reduction. These marks
are presented below, by the number of topics, in descending
order of their respective best scores.
Table 3 presents the marks achieved by Method 2 through

LDA with ten topics. This approach obtains accuracy, preci-
sion, recall, and F1 score measures of 99.95%, FPR of 0%,
and a neat specificity of 100%, which is, to the best of
our knowledge, the highest result in phishing detection
researches. This highly prized measure is achieved through
the XGBoost classification algorithm, with the subsample
as 0.6, the minimum split loss reduction - gamma as 0.5,

TABLE 3. Method 2 - with 10 features extracted from 10 topics LDA
model.

the maximum depth of a tree as 4, the minimum sum of
instance weight needed in a child as 1, the rest of its parame-
ters in the default setting. For this variation of the Method 2,
LDA model with ten topics, all the used classification algo-
rithms have marks equal or higher to 99.43%, the best
measure presented by the Method 1 (F1 score of 99.43%
for MLP).

The marks reached by the Method 2 through the LDA with
thirty-five topics (Table 4) are also the best present in this
paper, as well as those present in the Table 4, with the same
accuracy, precision, recall and F1 score measures of 99.95%
through the XGBoost classification algorithm.

TABLE 4. Method 2 - with 35 features extracted from 35 topics LDA
model.

The results expressed in Table 5 refer to the marks obtained
through the Method 2 where the classification algorithms are
fed with 95 input features attributes extracted in terms of the
LDA model of 95 topics. It reaches a percentage of 99.90%
in Precision, Recall (sensitivity) and F1 Score measures,
also with XGBoost algorithm.14 For these two variations of
Method 2, models with 95 and 100 topics, the marks are
below 99% just for Naive Bayes classification algorithm.

14This measure is achieved through the XGBoost classification algorithm,
with the subsample as 0.6, the minimum split loss reduction - gamma as 0.5,
the maximum depth of a tree as 4, the minimum sum of instance weight
needed in a child as 1, and the rest of its parameters in the default setting.
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TABLE 5. Method 2 - with 95 features extracted from 95 topics LDA
model.

TABLE 6. Method 2 - with 100 features extracted from 100 topics LDA
model.

For 100 features, for example, it is achieved an F1 Score
of 99.84% through XGBoost15 and KNN16 algorithms.
The variation that extracts features from the LDA model

with three topics has as its best mark an F1 score
of 99.74% with the Decision Trees17 and Random Forest18

algorithms.
For the variation obtained from the LDA model with five

topics, it has achieved a 99.69% F1 Score (0.24% of FPR,
which is a specificity of almost 99.76%) in XGBoost.19

Although features extracted from the LDA model with
3 and 5 topics, in their best marks, have reached the worst
results among the variations utilized in the Method 2, their

15This measure is achieved through the XGBoost classification algorithm,
with the subsample as 0.6, the minimum split loss reduction - gamma as 0.5,
the maximum depth of a tree as 4, the minimum sum of instance weight
needed in a child as 1, and the rest of its parameters in the default setting.

16This measure is achieved through the K-Nearest Neighbors classifica-
tion algorithm, with the number of neighbors as 100, the weight function as
distance, and the rest of its parameters in the default setting.

17This measure is achieved through the Decision Trees classification
algorithm, with the entropy as function to measure the quality of a split, four
as the depth maximum, and the rest of its parameters in the default setting.

18This measure is achieved through the Random Forest classification
algorithm, with the entropy as function to measure the quality of a split,
log22 as the number of features to consider when looking for the best split,
three as the minimum number of samples required to split an internal node,
and the rest of its parameters in the default setting.

19This measure is obtained through the XGBoost classification algorithm,
with the subsample as 0.6, the minimum split loss reduction - gamma as 0.5,
the maximum depth of a tree as 4, the minimum sum of instance weight
needed in a child as 1, and the rest of its parameters in the default setting.

TABLE 7. Method 2 - with 3 features extracted from 3 topics LDA model.

TABLE 8. Method 2 - with 5 features extracted from 5 topics LDA model.

best results are better than the best mark of the Method 1.
These measures are excellent, since it start the feature extrac-
tion step from DTMwith 56,523 features, and, with just three
or five features, derived from the LDAModel topics, achieve
such classification prediction values.

TABLE 9. Method 2 - with ten features extracted from 10 topics LDA
model without Wordnet-based lemmatization process.

As Method 2 variation with ten topics, in a general way,
have reached the best results for this method, in the Table 9,
it is showed the results if the input features do not go through
the wordnet-based lemmatization process. It is noted that
these results are consistently lower than those in the Table 3,
but even so, more significant than those presented in the
Method 1, and equal to the best mark presented in related
works.
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C. DISCUSSIONS

Comparing the tabulated results presented in Section V with
those of the prominent predictive researches, described in the
baseline study (Section II), it is observed that the obtained
marks of all Method 2 variations are higher than the mark
hit in [22] (99.58% F1 Score), which besides LDA, uses
LSA, keyword extraction, and other structural features from
e-mails.
They also are higher than the results presented in [37],

which uses distributed method Word2Vec and RCNNs, with
99.84%, and in [23] and [34], where topics Models are
used, including LDA, with 99.1% as the best accuracy
rate.
When compared with approaches based on other feature

extraction techniques such as LSA and PCA [57] (accuracy
of 98%), the Method 2 of our approach brings an even more
significant difference.
The results achieved through the Method 2 show consis-

tency, since, in each variation, for at least half of the eight
classification algorithms used in this paper, the measured
metrics return scores higher than 99%, and in its respective
best mark higher than 99.50%.
Although Method 2 achieved the best marks among all the

proposed methods, it is essential to note that each one of the
Methods reached optimized results in its respective category,
as can be observed in comparison with the related works
presented. These marks highlight that the proposed models
and their associated techniques brought essential boosts in the
performance of phishing detection approaches.
When the variations of the methods with and without the

lemmatization and the wordnet based process are compared,
for both, Method 1 and 2, it was observed that the results
obtained without this step, in a general way, are slightly lower
than those that implement it. Besides that, the preprocessing
steps, as well as the resampling/cross-validation techniques
used in this work, made the classification algorithms obtain
better results than those described in the related literature.
That is why despite they do not present the best marks for the
proposed methods, even those approaches variations without
the wordnet-based process are also good results for the pro-
posed problem.
Regarding the effectiveness of the methods in obtaining the

most distinctive features, proposed by this paper, Method 2
not just presents the best results in this feature-based text
classification, but also mitigates the posed obstacles related
to VSM representation, providing a dense and low-dimension
matrix that compress the data in the proposed texts with
reduced noisy information. These problems are related to
high dimensionality, sparsity, and contextual information that
may be integrated into the proposed representation. They
are problematic not only for phishing detection but for most
natural language processing researches.
In addition to the excellent classification results, the LDA

models also adds relevant information about the texts and
the list of words used in it, as well as other relevant trends

and measures, such as the dominant topics in each document,
number of words in the text of the corpus, and the keywords
of each topic.

It is also observed that the best results in six of the seven
variations of method 2 were obtained with the use of the
XGBoost algorithm, which demonstrates a pattern of good
scores for its use, based on the appropriate configuration of
its hyperparameters according to the proposed scheme for this
task (section IV-F).

VI. CONCLUSION AND FUTURE WORK

Phishing has been a continuous cybercrime problem for all
the e-mails users, especially in the corporate environments
where security measures to deal with this type of incident
have been increasingly refined and specialized, but also
where this fraudulent practice seems to be ever more insight-
ful. Among the proposed phishing detection techniques, those
based on natural language processing and machine learning,
in a data-driven approach, demonstrated greater effective-
ness and higher accuracy than those based on filtering rules.
Given this scenario, this paper, by combining enhanced tech-
niques of text processing, feature extraction, topics modeling,
training, and improved classification algorithms, propose an
approach to obtain more distinctive/characteristic features
for phishing detection issue in order to achieve optimized
precision, recall, accuracy, and F1 score marks.

Each of the two proposed methods attained valuable
results. In its respective best results, an F1 Score of 99.43%
was achieved by the Method 1, and 99.95% using XGBoost
algorithm by the Method 2 (that is to the best of our knowl-
edge the highest result in phishing detection researches for an
accredited data set based only on the body of the e-mails). The
results demonstrated in these measurements are not only due
to the excellent performance of the classification algorithms,
but also owing to the proposed combining techniques such
as those textual processing procedures (for instance the pos
tagging lemmatization), improved learning techniques for
resampling and cross-validation, and estimators hyperparam-
eters configuration. Method 2, besides the best performance,
also demonstrated avoiding ẗhe curse of the dimensionali-
tyänd the high sparsity, as well as providing relevant contex-
tual information to the document representation. Therefore,
this paper presents itself as a significant research contribu-
tion to the phishing e-mails detection and feature-based text
classification fields.

Future works will focus on approaches that, combined with
the techniques used in our pre-processing step, employ word
embedding as a technique to generate features of the e-mails,
capturing semantic and syntactic regularities from a corpus.
Also, we will combining word embedding with techniques
such as Latent Dirichlet Allocation (LDA2Vec), that together
can provide and structure more information about the text
under analysis, turning the results of all the proposed phishing
detection process, as well as other natural language process-
ing tasks more interpretable.
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Other research questions, expected to be addressed in
the context of phishing detection regards word embedding,
refer to a better fit of pre-trained models to new NLP tasks
(database sharing among organizations), as well as actions
regarding the maintenance of prior knowledge contained in
the representations employed.
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