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Abstract

Tree-based machine learning models such as random forests, decision trees, and gradient boosted 
trees are popular non-linear predictive models, yet comparatively little attention has been paid to 
explaining their predictions. Here, we improve the interpretability of tree-based models through 
three main contributions: 1) The first polynomial time algorithm to compute optimal explanations 
based on game theory. 2) A new type of explanation that directly measures local feature 
interaction effects. 3) A new set of tools for understanding global model structure based on 
combining many local explanations of each prediction. We apply these tools to three medical 
machine learning problems and show how combining many high-quality local explanations allows 
us to represent global structure while retaining local faithfulness to the original model. These tools 
enable us to i) identify high magnitude but low frequency non-linear mortality risk factors in the 
US population, ii) highlight distinct population sub-groups with shared risk characteristics, iii) 
identify non-linear interaction effects among risk factors for chronic kidney disease, and iv) 
monitor a machine learning model deployed in a hospital by identifying which features are 
degrading the model’s performance over time. Given the popularity of tree-based machine learning 
models, these improvements to their interpretability have implications across a broad set of 
domains.
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One sentence summary:

Exact game-theoretic explanations for ensemble tree-based predictions that guarantee desirable 
properties.

Machine learning models based on trees are the most popular non-linear models in use today 
[1, 2]. Random forests, gradient boosted trees, and other tree-based models are used in 
finance, medicine, biology, customer retention, advertising, supply chain management, 
manufacturing, public health, and other areas to make predictions based on sets of input 
features (Figure 1A left). For these applications, models often must be both accurate and 
interpretable, where interpretability means that we can understand how the model uses input 
features to make predictions [3]. However, despite the rich history of global interpretation 
methods for trees, which summarize the impact of input features on the model as a whole, 
much less attention has been paid to local explanations, which reveal the impact of input 
features on individual predictions (i.e., for a single sample) (Figure 1A right).

Current local explanation methods include: 1) reporting the decision path, 2) using a 
heuristic approach that assigns credit to each input feature [4], and 3) applying various 
model-agnostic approaches that require repeatedly executing the model for each explanation 
[3, 5–8]. Each current method has limitations. First, simply reporting a prediction’s decision 
path is unhelpful for most models, particularly those based on multiple trees. Second, the 
behavior of the heuristic credit allocation has yet to be carefully analyzed; we show here that 
it is strongly biased to alter the impact of features based on their tree depth. Third, since 
model-agnostic methods rely on post hoc modeling of an arbitrary function, they can be 
slow and suffer from sampling variability.

We present TreeExplainer, an explanation method for trees that enables the tractable 
computation of optimal local explanations, as defined by desirable properties from game 
theory. TreeExplainer bridges theory to practice by building on previous model-agnostic 
work based on classic game-theoretic Shapley values [3, 6, 7, 9–11]. It makes three notable 
improvements.

1. Exact computation of Shapley value explanations for tree-based 

models.

Classic Shapley values can be considered “optimal” since, within a large class of 
approaches, they are the only way to measure feature importance while maintaining several 
natural properties from cooperative game theory [3, 11]. Unfortunately, in general these 
values can only be approximated since computing them exactly is NP-hard [12], requiring a 
summation over all feature subsets. Sampling-based approximations have been proposed [3, 
6, 7]; however, using them to compute low variance versions of the results in this paper for 
even our smallest dataset would consume years of CPU time (particularly for interaction 
effects). By focusing specifically on trees, we developed an algorithm that computes local 
explanations based on exact Shapley values in polynomial time. This provides local 
explanations with theoretical guarantees of local accuracy and consistency [3] (Methods).

Lundberg et al. Page 2

Nat Mach Intell. Author manuscript; available in PMC 2020 June 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



2. Extending local explanations to directly capture feature interactions.

Local explanations that assign a single number to each input feature, while very intuitive, 
cannot directly represent interaction effects. We provide a theoretically grounded way to 
measure local interaction effects based on a generalization of Shapley values proposed in 
game theory literature [13]. We show that this approach provides valuable insights into a 
model’s behavior.

3. Tools for interpreting global model structure based on many local 

explanations.

The ability to efficiently and exactly compute local explanations using Shapley values across 
an entire dataset enables the development of a range of tools to interpret a model’s global 
behavior (Figure 1B). We show that combining many local explanations lets us represent 
global structure while retaining local faithfulness [14] to the original model, which produces 
detailed and accurate representations of model behavior.

Explaining predictions from tree models is particularly important in medical applications, 
where the patterns a model uncovers can be more important than the model’s prediction 
performance [15, 16]. To demonstrate TreeExplainer’s value, we use three medical datasets, 
which represent three types of loss functions: 1) Mortality, a dataset with 14,407 individuals 
and 79 features based on the NHANES I Epidemiologic Followup Study [17], where we 
model the risk of death over twenty years of followup. 2) Chronic kidney disease, a dataset 
that follows 3,939 chronic kidney disease patients from the Chronic Renal Insufficiency 
Cohort study over 10,745 visits, where we use 333 features to classify whether patients will 
progress to end-stage renal disease within 4 years. 3) Hospital procedure duration, an 
electronic medical record dataset with 147,000 procedures and 2,185 features, where we 
predict duration of a patient’s hospital stay for an upcoming procedure (Supplementary 
Methods 1).

In this paper, we discuss how the accuracy and interpretability of tree-based models make 
them appropriate for many applications. We then describe why these models need more 
precise local explanations and how we address that need with TreeExplainer. Next, we 
extend local explanations to capture interaction effects. Finally, we demonstrate the value of 
explainable AI tools that combine many local explanations from TreeExplainer (https://
github.com/suinleelab/treeexplainer-study).

Advantages of tree-based models

Tree-based models can be more accurate than neural networks in many applications. While 
deep learning models are more appropriate in fields like image recognition, speech 
recognition, and natural language processing, tree-based models consistently outperform 
standard deep models on tabular-style datasets, where features are individually meaningful 
and lack strong multi-scale temporal or spatial structures [18] (Supplementary Results 1). 
The three medical datasets we examine here all represent tabular-style data. Gradient 
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boosted trees outperform both pure deep learning and linear regression across all three 
datasets (Figure 2A; Supplementary Methods 2).

Tree-based models can also be more interpretable than linear models due to model-mismatch 
effects. It is well-known that the bias/variance trade-off in machine learning has implications 
for model accuracy. Less well appreciated is that this trade-off also affects interpretability. 
Simple high-bias models (such as linear models) seem easy to understand, but they are 
sensitive to model mismatch, i.e., where the model’s form does not match its true 
relationships in the data [19]. This mismatch can create hard-to-interpret model artifacts.

To illustrate why low-bias models can be more interpretable than high-bias ones, we 
compare gradient boosted trees to linear logistic regression using the mortality dataset. We 
simulate a binary outcome based on a participant’s age and body mass index (BMI), and we 
vary the amount of non-linearity in the simulated relationship (Figure 2B). As expected, by 
increasing non-linearity, the bias of the linear model causes accuracy to decline (Figure 2C). 
Perhaps unexpectedly, it also causes interpretability to decline (Figure 2D). We know that 
the model should depend only on age and BMI, but even a moderate amount of non-linearity 
in the true relationship causes the linear model to begin using other irrelevant features 
(Figure 2D), and the weight placed on these features is driven by complex cancellation 
effects that are not readily interpretable (Supplementary Figure 1). When a linear model 
depends on cancellation effects between irrelevant features, the function itself is not 
complicated, but the meaning of the features it depends on become subtle: they are no longer 
being used primarily for their marginal effects, but rather for their interaction effects. Thus, 
even when simpler high-bias models achieve high accuracy, low-bias ones may be 
preferable, and even more interpretable, since they are likely to better represent the true 
data-generating mechanism and depend more naturally on their input features 
(Supplementary Methods 3).

Local explanations for trees

Current local explanations for tree-based models are inconsistent. To our knowledge, only 
two tree-specific approaches can quantify a feature’s local importance for an individual 
prediction. The first is simply reporting the decision path, which is unhelpful for ensembles 
of many trees. The second is an unpublished heuristic approach (proposed by Saabas [4]), 
which explains a prediction by following the decision path and attributing changes in the 
model’s expected output to each feature along the path (Supplementary Results 3). The 
Saabas method has not been well studied, and we demonstrate here it is biased to alter the 
impact of features based on their distance from a tree’s root (Supplementary Figure 4A). 
This bias makes Saabas values inconsistent, where increasing a model’s dependence on a 
feature may actually decrease that feature’s Saabas value (Supplementary Figure 5). This is 
the opposite of what an effective attribution method should do. We show this difference by 
examining trees representing multi-way AND functions, for which no feature should have 
more credit than another. Yet Saabas values give splits near the root much less credit than 
those near the leaves (Supplementary Figure 4A). Consistency is critical for an explanation 
method since it makes comparisons among feature importance values meaningful.
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Model-agnostic local explanation approaches are slow and variable (Supplementary 
Methods 4; Supplementary Results 4). While model-agnostic local explanation approaches 
can explain tree models, they rely on post hoc modeling of an arbitrary function and thus can 
be slow and/or suffer from sampling variability when applied to models with many input 
features. To illustrate this, we generate random datasets of increasing size and then explain 
(over)fit XGBoost models with 1,000 trees. This runtime of this experiment shows a linear 
increase in complexity as the number of features increases; model-agnostic methods take a 
significant amount of time to run over these datasets, even though we allowed for non-trivial 
estimate variability (Supplementary Figure 4D) and used only a moderate number of 
features (Supplementary Figure 4C) (Supplementary Methods 3). While often practical for 
individual explanations, model-agnostic methods can quickly become impractical for 
explaining entire datasets (Supplementary Figure 4C–F).

TreeExplainer provides fast local explanations with guaranteed consistency. It bridges theory 
to practice by reducing the complexity of exact Shapley value computation from exponential 
to polynomial time. This is important since within the class of additive feature attribution 
methods, a class that we have shown contains many previous approaches to local feature 
attribution [3], results from game theory imply the Shapley values are the only way to satisfy 
three important properties: local accuracy, consistency, and missingness. Local accuracy 
(known as additivity in game theory) states that when approximating the original model f for 
a specific input x, the explanation’s attribution values should sum up to the output f(x). 
Consistency (known as monotonicity in game theory) states that if a model changes so that 
some feature’s contribution increases or stays the same regardless of the other inputs, that 
input’s attribution should not decrease. Missingness (null effects and symmetry in game 
theory), is a trivial property satisfied by all previous explanation methods.

TreeExplainer enables the exact computation of Shapley values in low order polynomial 
time by leveraging the internal structure of tree-based models. Shapley values require a 
summation of terms over all possible feature subsets, TreeExplainer collapses this 
summation into a set of calculations specific to each leaf in a tree (Methods). This represents 
an exponential complexity improvement over previous exact Shapley methods. To compute 
the impact of a specific feature subset during the Shapley value calculation, TreeExplainer 
uses interventional expectations over a user-supplied background dataset [11]. But it can 
also avoid the need for a user-supplied background dataset by relying only on the path 
coverage information stored in the model (which is usually from the training dataset).

Efficiently and exactly computing the Shapley values guarantees that explanations are 
always consistent and locally accurate, improving results over previous local explanation 
methods in several ways:

• Impartial feature credit assignment regardless of tree depth. In contrast to Saabas 
values, Shapley values allocate credit uniformly among all features participating 
in multi-way AND operations (Supplementary Figures 4A–B) and thereby avoid 
inconsistency problems (Supplementary Figure 5).

• No estimation variability (Supplementary Figures 4C–F). Since solutions from 
model-agnostic sampling methods are approximate, TreeExplainer’s exact 
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explanations eliminate the additional burden of checking their convergence and 
accepting a certain amount of noise in the estimates (other than noise from the 
choice of a background dataset).

• Strong benchmark performance (Figure 3; Supplementary Figures 6–7). We 
designed 15 metrics to comprehensively evaluate the performance of local 
explanation methods; we applied these metrics to ten different explanation 
methods across three different model types and three datasets. Results for the 
chronic kidney disease dataset, shown in Figure 3, demonstrate consistent 
performance improvements for TreeExplainer.

• Consistency with human intuition (Supplementary Figure 8). We evaluated how 
well explanation methods match human intuition by comparing their outputs 
with human consensus explanations of 12 scenarios based on simple models. 
Unlike the heuristic Saabas values, Shapley-value-based explanation methods 
agree with human intuition in all tested scenarios (Supplementary Methods 7).

TreeExplainer also extends local explanations to measure interaction effects. Traditionally, 
local explanations based on feature attribution assign a single number to each input feature. 
The simplicity of this natural representation comes at the cost of conflating main and 
interaction effects. While interaction effects between features can be reflected in the global 
patterns of many local explanations, their distinction from main effects is lost in each local 
explanation (Figure 4B–G).

We propose SHAP interaction values as a richer type of local explanation. These values use 
the ‘Shapley interaction index’ from game theory to capture local interaction effects. They 
follow from generalizations of the original Shapley value properties [13] and allocate credit 
not just among each player of a game, but among all pairs of players. The SHAP interaction 
values consist of a matrix of feature attributions (interaction effects on the off-diagonal and 
the remaining effects on the diagonal). By enabling the separate consideration of interaction 
effects for individual model predictions, TreeExplainer can uncover significant patterns that 
might otherwise be missed.

Local explanations as building blocks for global insights

Previous approaches to understanding a model globally focused on using simple global 
approximations [2], finding new interpretable features [20], or quantifying the impact of 
specific internal nodes in a deep network [21–23] (Supplementary Results 2). We present 
methods that combine many local explanations to provide global insight into a model’s 
behavior. This lets us retain local faithfulness to the model while still capturing global 
patterns, resulting in richer, more accurate representations of the model’s behavior.

Local model summarization reveals rare high-magnitude effects on mortality risk and 
increases feature selection power. Combining local explanations from TreeExplainer across 
an entire dataset enhances traditional global representations of feature importance by: (1) 
avoiding the inconsistency problems of current methods (Supplementary Figure 5), (2) 
increasing the power to detect true feature dependencies in a dataset (Supplementary Figure 
9), and (3) enabling us to build SHAP summary plots, which succinctly display the 
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magnitude, prevalence, and direction of a feature’s effect. SHAP summary plots avoid 
conflating the magnitude and prevalence of an effect into a single number, and so reveal rare 
high magnitude effects. Figure 4A (right) reveals the direction of effects, such as men (blue) 
having a higher mortality risk than women (red); and the distribution of effect sizes, such as 
the long right tails of many medical test values. These long tails mean features with a low 
global importance can be extremely important for specific individuals. Interestingly, rare 
mortality effects always stretch to the right, which implies there are many ways to die 
abnormally early when medical measurements are out-of-range, but not many ways to live 
abnormally longer (Supplementary Results 5).

Local feature dependence reveals both global patterns and individual variability in mortality 
risk and chronic kidney disease. SHAP dependence plots show how a feature’s value (x-
axis) impacts the prediction (y-axis) of every sample (each dot) in a dataset (Figures 4B and 
E). They provide richer information than traditional partial dependence plots 
(Supplementary Figure 10). For the mortality model, SHAP dependence plots reproduce the 
standard risk inflection point of systolic blood pressure [24], while also highlighting that the 
impact of blood pressure on mortality risk differs for people of different ages (Figure 4B). 
These types of interaction effects show up as vertical dispersion in SHAP dependence plots 
(Supplementary Results 6).

For the chronic kidney disease model, a dependence plot again clearly reveals a risk 
inflection point for systolic blood pressure. However, in this dataset the vertical dispersion 
from interaction effects appears to be partially driven by differences in blood urea nitrogen 
(Figure 4E). Correctly modeling blood pressure risk while retaining interpretabilty is vital 
because blood pressure control in select chronic kidney disease (CKD) populations may 
delay progression of kidney disease and reduce the risk of cardiovascular events.

Local interactions reveal sex-specific life expectancy changes during aging as well as 
inflammation effects in chronic kidney disease. Using SHAP interaction values, we can 
decompose the impact of a feature on a specific sample into interaction effects with other 
features. This helps us measure global interaction strength as well as decompose SHAP 
dependence plots into interaction effects at a local (i.e., per sample) level (Figures 4B–D). In 
the mortality dataset, plotting the SHAP interaction value between age and sex shows a clear 
change in the relative risk between men and women over a lifetime (Figure 4G). The largest 
difference in risk between men and women occurs at age 60; the increased risk for men 
could be driven by their increased cardiovascular mortality relative to women near that age 
[25]. This pattern is not clearly captured without SHAP interaction values because being 
male always confers greater risk of mortality than being female (Figure 4A).

In the chronic kidney disease model, we identify an interesting interaction (Figure 4F): high 
white blood cell counts are more concerning to the model when they are accompanied by 
high blood urea nitrogen. This supports the notion that inflammation may interact with high 
blood urea nitrogen to hasten kidney function decline [26, 27] (Supplementary Results 7).

Local model monitoring reveals previously invisible problems with deployed machine 
learning models. Using TreeExplainer to explain a model’s loss, instead of a model’s 
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prediction, can improve our ability to monitor deployed models. Monitoring models is 
challenging because of the many ways relationships between the input and model target can 
change post-deployment. Detecting when such changes occur is difficult, so many bugs in 
machine learning pipelines go undetected, even in core software at top tech companies [28]. 
We demonstrate that local model monitoring helps debug model deployments and identify 
problematic features (if any) directly by decomposing the loss among the model’s input 
features.

We simulated a model deployment with the hospital procedure duration dataset using the 
first year of data for training and the next three years for deployment. We present three 
examples: one intentional error and two previously undiscovered problems. (1) We 
intentionally swapped the labels of operating rooms 6 and 13 partway through the 
deployment to mimic a typical feature pipeline bug. The overall loss of the model’s 
prediction gives no indication of the bug (Figure 5A), whereas the SHAP monitoring plot for 
the room 6 feature clearly identifies the labeling error (Figure 5B). (2) Figure 5C shows a 
spike in error for the general anesthesia feature shortly after the deployment window begins. 
This spike corresponds to a subset of procedures affected by a previously undiscovered 
temporary electronic medical record configuration problem. (3) Figure 5D shows an 
example of feature drift over time, not of a processing error. During the training period and 
early in deployment, using the ‘atrial fibrillation’ feature lowers the loss; however, the 
feature becomes gradually less useful over time and eventually degrades the model. We 
found this drift was caused by significant changes in atrial fibrillation ablation procedure 
duration driven by technology and staffing changes (Supplementary Figure 11). Current 
deployment practice monitors both the overall loss of a model (Figure 5A) over time and 
potentially statistics about input features. Instead, TreeExplainer lets us directly monitor the 
impact individual features have on a model’s loss (Supplementary Results 8).

Local explanation embeddings reveal population subgroups relevant to mortality risk and 
complementary diagnostic indicators in chronic kidney disease. Unsupervised clustering and 
dimensionality reduction are widely used to discover patterns characterizing subgroups of 
samples (e.g., study participants), such as disease subtypes [29, 30]. These techniques have 
two drawbacks: 1) the distance metric does not account for discrepancies among units/
meaning of features (e.g., weight vs. age), and 2) an unsupervised approach cannot know 
which features are relevant for an outcome of interest and so should be weighted more 
strongly. We address both limitations using local explanation embeddings to embed each 
sample into a new “explanation space.” Running clustering in this new space will yield a 
supervised clustering, where samples are grouped based on their explanations. Supervised 
clustering naturally accounts for the differing units of various features, highlighting only the 
changes relevant to a particular outcome.

Running hierarchical supervised clustering using the mortality model results in many groups 
of people that share a similar mortality risk for similar reasons (Figure 6A). This grouping of 
samples can reveal high level structure in datasets that would not be revealed using standard 
unsupervised clustering (Supplementary Figure 12) and has various applications, from 
customer segmentation, to model debugging, to disease sub-typing. Analogously, we can 
also run PCA on local explanation embeddings for chronic kidney disease samples. This 
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uncovers two primary categories of risk factors that identify unique individuals at risk of 
end-stage renal disease: (1) factors based on urine measurements, and (2) factors based on 
blood measurements (Figures 6B–D). This pattern is notable because it continues as we plot 
more top features (Supplementary Figure 13). The separation between blood and urine 
features is consistent with the fact that clinically these factors should be measured in 
parallel. This type of insight into the overall structure of kidney risk is not at all apparent in 
a standard unsupervised embedding (Supplementary Figure 14; Supplementary Results 9).

Discussion

The potential impact of local explanations for tree-based machine learning models is 
widespread. Explanations can help satisfy transparency requirements, facilitate human/AI 
collaboration, and aid model development, debugging, and monitoring.

Tree-based machine learning models are widely used in many regulated domains, such as 
healthcare, finance, and public services. Improved interpretability is vital for these 
applications. In healthcare, the unknowing deployment of “Clever Hans” predictors that 
depend on spurious correlations could lead to serious patient harm [31, 32]. In finance, 
consumer protection laws require explanations for credit decisions, and no accepted standard 
exists for how to produce these for complex tree-based models [33]. In public service 
applications, explainability can promote accountability and anti-discrimination policies [34].

Improving human/AI collaboration is critical for applications where explaining machine 
learning model predictions can enhance human performance. Such applications include 
predictive medicine, customer retention, and financial model supervision. Local explanations 
enable support agents to predict why the customer they are calling is likely to leave. They 
enable doctors to make more informed decisions rather than blindly trust an algorithm’s 
output. With financial model supervision, local explanations help human experts understand 
why the model made a specific recommendation for high-risk decisions.

Improving model development, debugging, and monitoring leads to more accurate and 
reliable deployments of machine learning systems. Local explanations aid model 
development by revealing which features are most informative for specific subsets of 
samples. They aid debugging by revealing the global patterns of how a model depends on its 
input features, and so enable developers to determine when patterns are unlikely to 
generalize well. Finally, they aid model monitoring by enabling the allocation of global 
accuracy measures among each model input, significantly increasing the signal-to-noise 
ratio for detecting problematic data distribution shifts.

In this paper, we identified ways to significantly enhance the interpretability of tree-based 
models and to broaden the application of local explanation methods. We develop the first 
polynomial-time algorithm to compute Shapley values for trees. This algorithm solves what 
is in general an NP-hard problem in polynomial time for an important class of value 
functions. We present a richer type of local explanation that directly captures interaction 
effects. We demonstrate how using local explanation methods to explain model loss enables 
a more sensitive and informative method of model monitoring. We offer many tools for 
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model interpretation that combine local explanations, such as dependence plots, summary 
plots, supervised clusterings, and explanation embeddings. We demonstrate that Shapley-
based local explanations can improve upon state-of-the-art feature selection for trees. We 
identify under-appreciated interpretability problems with simple linear models. And we 
compile many varied explainability metrics into a unified open source benchmark, on which 
TreeExplainer consistently outperforms other alternatives. Local explanations have a distinct 
advantage over global ones. By focusing only on a single sample, they remain more faithful 
to the original model. By designing efficient and trustworthy ways to obtain local 
explanations for modern tree-based models, we take an important step toward enabling local 
explanations to become foundational building blocks for an ever growing number of 
downstream machine learning tasks.

Code availability

Code supporting this paper is published online at https://github.com/suinleelab/treexplainer-
study. A widely used Python implementation of TreeExplainer is available at https://
github.com/slundberg/shap, and portions of it are included in the standard release of 
XGBoost (https://xgboost.ai), LightGBM (https://github.com/Microsoft/LightGBM), and 
CatBoost (https://catboost.ai).

Data availability

The pre-processed mortality data is available in the repository http://github.com/suinleelab/
treexplainer-study. Privacy restrictions prevent the release of the hospital procedure related 
data, and the kidney disease data is only available directly from the National Institute of 
Diabetes, Digestive, and Kidney Diseases (NIDDK).

Methods

Institutional review board statement

The chronic kidney disease data was obtained from the Chronic Renal Insufficiency Cohort 
study. University Washington Human Subjects Division determined that our study does not 
involve human subjects because we do not have access to identifiable information (IRB ID: 
STUDY00006766).

The anonymous hospital procedure data used for this study was retrieved from three 
institutional electronic medical record and data warehouse systems after receiving approval 
from the Institutional Review Board (UW Approval no. 46889).

Shapley values

Here we review the uniqueness guarantees of Shapley values from game theory as they 
apply to local explanations of predictions from machine learning models [9]. As applied 
here, Shapley values are computed by introducing each feature, one at a time, into a 
conditional expectation function of the model’s output, fx(S) = E[f(X) | do(XS = xS)], and 
attributing the change produced at each step to the feature that was introduced; then 
averaging this process over all possible feature orderings (Supplementary Figure 15). Note 
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that S is the set of features we are conditioning on, and we follow the causal do-notation 
formulation suggested in [11], which improves on the motivation of the original SHAP 
feature perturbation formulation [3]. An equivalent formulation is the randomized baseline 
method discussed in [10]. Shapley values represent the only possible method in the broad 
class of additive feature attribution methods [3] that will simultaneously satisfy three 
important properties: local accuracy, consistency, and missingness.

Local accuracy (known as additivity in game theory) states that when approximating the 
original model f for a specific input x, the explanation’s attribution values should sum up to 
the output f(x): Property 1 (Local accuracy / Additivity).

f(x) = ϕ0(f) + ∑
i = 1

M

ϕi(f, x) (1)

The sum of feature attributions ϕi(f, x) matches the original model output f(x), where ϕ0(f) = 
E[f(z)] = fx(∅).

Consistency (known as monotonicity in game theory) states that if a model changes so that 
some feature’s contribution increases or stays the same regardless of the other inputs, that 
input’s attribution should not decrease: Property 2 (Consistency / Monotonicity). For any 
two models f and f′, if

fx′ (S) − fx′ (S\i) ≥ fx(S) − fx(S\i) (2)

for all subsets of features S ∈ ℱ, then ϕi(f′, x) ≥ ϕi(f, x).

Missingness (similar to null effects in game theory) requires features with no effect on the 
set function fx to have no assigned impact. All local previous methods we are aware of 
satisfy missingness. Property 3 (Missingness). If

fx(S ∪ i) = fx(S) (3)

for all subsets of features S ∈ ℱ, then ϕi(f, x) = 0.

The only way to simultaneously satisfy these properties is to use the classic Shapley values: 
Theorem 1. Only one possible feature attribution method based on fx satisfies Properties 1, 
2 and 3:

ϕi(f, x) = ∑
R ∈ ℛ

1
M!

fx Pi
R ∪ i − fx Pi

R
(4)

where ℛ is the set of all feature orderings, Pi
R is the set of all features that come before 

feature i in ordering R, and M is the number of input features for the model.

The equivalent of Theorem 1 has been previously presented in [3] and follows from 
cooperative game theory results [36], where the values ϕi are known as the Shapley values 
[9]. Shapley values are defined independent of the set function used to measure the 
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importance of a set of features. Since here we are using fx, a conditional expectation 
function of the model’s output, we are computing the more specific SHapley Additive 
exPlanation (SHAP) values [3, 11]. For more properties of these values see Supplementary 
Methods 5

TreeExplainer with path dependent feature perturbation

We describe the algorithms behind TreeExplainer in three stages. First, we describe an easy 
to understand (but slow) version of the Tree SHAP algorithm using path dependent feature 
perturbation (Algorithm 1), then we present the complex polynomial time version of Tree 
SHAP using path dependence, and finally we describe the Tree SHAP algorithm using 
interventional (marginal) feature perturbation (where fx(S) exactly equals E[f(X) | do(XS = 
xS)]). While solving for the Shapley values is in general NP-hard [12], these algorithms 
show that by restricting our attention to trees we can find exact solutions in low-order 
polynomial runtime.

The Tree SHAP algorithm using path feature dependence does not exactly compute E[f(X) | 
do(XS = xS)], but instead approximates it using Algorithm 1, which uses the coverage 
information from the model about which training samples went down which paths in a tree. 
This is convenient since it means we don’t need to supply a background dataset in order to 
explain the model (Algorithm 1 also directly parallels the traversal used by the classic “gain” 
style of feature importance).

Given that fx is defined using Algorithm 1, Tree SHAP path dependent then exactly 
computes Equation 4. Letting T be the number of trees, D the maximum depth of any tree, 
and L the number of leaves, Tree SHAP path dependent has worst case complexity of 
O(TLD2). This represents an exponential complexity improvement over previous exact 
Shapley methods, which would have a complexity of O(TLM2M), where M is the number of 
input features.

If we ignore computational complexity then we can compute the SHAP values for a tree by 
computing fx(S) and then directly using Equation 4. Algorithm 1 computes fx(S) where tree 
contains the information of the tree. v is a vector of node values; for internal nodes, we 
assign the value internal. The vectors a and b represent the left and right node indexes for 
each internal node. The vector t contains the thresholds for each internal node, and d is a 
vector of indexes of the features used for splitting in internal nodes. The vector r represents 
the cover of each node (i.e., how many data samples fall in that sub-tree).

Algorithm 1 estimates E[f(X) | do(XS = xS)] by recursively following the decision path for x 
if the split feature is in S, and taking the weighted average of both branches if the split 
feature is not in S. The computational complexity of Algorithm 1 is proportional to the 
number of leaves in the tree, which when used on all T trees in an ensemble and plugged 
into Equation 4 leads to a complexity of O(TLM2M) for computing the SHAP values of all 
M features.
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Now we calculate the same values as above, but in polynomial time instead of exponential 
time. Specifically, we propose an algorithm that runs in O(TLD2) time and O(D2 + M) 
memory, where for balanced trees the depth becomes D = log L. Recall T is the number of 
trees, L is the maximum number of leaves in any tree, and M is the number of features.

The intuition of the polynomial time algorithm is to recursively keep track of what 
proportion of all possible subsets flow down into each of the leaves of the tree. This is 
similar to running Algorithm 1 simultaneously for all 2M subsets S in Equation 4. Note that 
a single subset S can land in multiple leaves. It may seem reasonable to simply keep track of 
how many subsets (weighted by the cover splitting of Algorithm 1 on line 9) pass down each 
branch of the tree. However, this combines subsets of different sizes and so prevents the 
proper weighting of these subsets, since the weights in Equation 4 depend on |S|. To address 
this we keep track of each possible subset size during the recursion, not just single a count of 
all subsets. The EXTEND method in Algorithm 2 grows all these subset sizes according to a 
given fraction of ones and zeros, while the UNWIND method reverses this process and is 
commutative with EXTEND. The EXTEND method is used as we descend the tree. The 
UNWIND method is used to undo previous extensions when we split on the same feature 
twice, and to undo each extension of the path inside a leaf to compute weights for each 
feature in the path. Note that EXTEND keeps track of not just the proportion of subsets 
during the recursion, but also the weight applied to those subsets by Equation 4. Since the 
weight applied to a subset in Equation 4 is different when it includes the feature i, we need 
to UNWIND each feature separately once we land in a leaf, so as to compute the correct 
weight of that leaf for the SHAP values of each feature. The ability to UNWIND only in the 
leaves depends on the commutative nature of UNWIND and EXTEND.
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In Algorithm 2, m is the path of unique features we have split on so far, and contains four 
attributes: i) d, the feature index, ii) z, the fraction of “zero” paths (where this feature is not 
in the set S) that flow through this branch, iii) o, the fraction of “one” paths (where this 
feature is in the set S) that flow through this branch, and iv) w, which is used to hold the 
proportion of sets of a given cardinality that are present weighted by their Shapley weight 
(Equation 4). Note that the weighting captured by w does not need to account for features 
not yet seen on the decision path so the effective size of M in Equation 4 is growing as we 
descend the tree. We use the dot notation to access member values, and for the whole vector 
m.d represents a vector of all the feature indexes. The values pz, po, and pi represent the 
fraction of zeros and ones that are going to extend the subsets, and the index of the feature 
used to make the last split. We use the same notation as in Algorithm 1 for the tree and input 
vector x. The child followed by the tree when given the input x is called the “hot” child. 
Note that the correctness of Algorithm 2 (as implemented in the open source code) has been 
validated by comparing its results to the brute force approach based on Algorithm 1 for 
thousands of random models and datasets where M < 15.

Complexity analysis: Algorithm 2 reduces the computational complexity of exact SHAP 
value computation from exponential to low order polynomial for trees and sums of trees 
(since the SHAP values of a sum of two functions is the sum of the original functions’ 
SHAP values). The loops on lines 6, 12, 21, 27, and 34 are all bounded by the length of the 
subset path m, which is bounded by D, the maximum depth of a tree. This means the 
complexity of UNWIND and EXTEND is bounded by O(D). Each call to RECURSE incurs 
either O(D) complexity for internal nodes, or O(D2) for leaf nodes, since UNWIND is 
nested inside a loop bounded by D. This leads to a complexity of O(LD2) for the whole tree 
because the work done at the leaves dominates the complexity of the internal nodes. For an 
entire ensemble of T trees this bound becomes O(TLD2). If we assume the trees are 
balanced then D = log L and the bound becomes O(TL log2 L). □
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TreeExplainer with interventional feature perturbation

TreeExplainer with interventional feature perturbation (exactly Equation 4) can be computed 
with worst case complexity of O(TLDN), where N is the number of background samples 
used for the conditional expectations.

The Tree SHAP algorithms provide fast exact solutions for trees and sums of trees (because 
of the linearity of Shapley values [9]), but there are times when it is helpful to explain not 
the direct output of the trees, but also a non-linear transform of the tree’s output. A 
compelling example of this is explaining a model’s loss function, which is very useful for 
model monitoring and debugging. Unfortunately, there is no simple way to adjust the 
Shapley values of a function to exactly account for a non-linear transformation of the model 
output. Instead, we combine a previously proposed compositional approximation (Deep 
SHAP) [3] with ideas from Tree SHAP to create a fast method specific to trees. The 
compositional approach requires iterating over each background sample from the dataset 
used to compute the expectation, and hence we design Algorithm 3 to loop over background 
samples individually.

Interventional Tree SHAP (by the laws of causality) enforces an independence between the 
conditional set S and the set of remaining features xS ⊥ xS . Utilizing this independence, 

Shapley values with respect to R individual background samples can be averaged together to 
get the attributions for the full distribution. Accordingly, Algorithm 3 is performed by 
traversing hybrid paths made up of a single foreground and background sample in a tree. At 
each internal node, RECURSE traverses down the tree, maintaining local state to keep track 
of the set of upstream features and whether the feature split on was from the foreground or 
background sample. Then, at each leaf, two contributions are computed - one positive and 
one negative. Each leaf’s positive and negative contribution depends on the feature being 
explained. However, calculating the Shapley values by iterating over all features at each leaf 
would result in a quadratic time algorithm. Instead, RECURSE passes these contributions up 
to the parent node and determines whether to assign the positive or negative contribution to 
the feature that was split upon based on the directions the foreground and background 
samples traversed. Then the internal node aggregates the two positive contributions into a 
single positive contribution and two negative contributions into a single negative 
contribution and passes it up to its parent node.

Note that both the positive and negative contribution at each leaf is a function of two 
variables: 1) U: the number of features that matched the foreground sample along the path 
and 2) V: the total number of unique features encountered along the path. This means that 
for different leaves, a different total number of features V will be considered. This allows the 
algorithm to consider only O(L) terms, rather than an exponential number of terms. Despite 
having different U’s at each leaf, interventional Tree SHAP exactly computes the traditional 
Shapley value formula (which considers a fixed total number of features ≥ V for any given 
path) because the terms in the summation group together nicely.

Complexity Analysis: If we assume CALCWEIGHT takes constant time (which it will if 
the factorial function is implemented based on lookup tables), then Algorithm 3 performs a 
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constant amount of computation at each node. This implies the complexity for a single 
foreground and background sample is O(L), since the number of nodes in a tree is of the 
same order as the number of leaves. Repeating this algorithm for each tree and for each 
background sample gives us O(TRL). □

Note that for the experiments in this paper we used R = 200 background samples to produce 
low variance estimates.

Benchmark evaluation metrics

We used 15 evaluation metrics to measure the performance of different explanation methods. 
These metrics were chosen to capture practical runtime considerations, desirable properties 
such as local accuracy and consistency, and a range of different ways to measure feature 
importance. We considered multiple previous approaches and based these metrics off what 
we considered the best aspects of prior evaluations [3, 37–39]. Importantly, we have 
included two different ways to hide features from the model. One based on mean masking, 
and one based on random interventional feature sampling. After extensive consideration, we 
did not include metrics based on retraining the original model since, while informative, these 
can produce misleading results in certain situations where retrained models can swap 
dependence among correlated input features.

All metrics used to compute comprehensive evaluations of the Shapley value estimation 
methods we consider are described in Supplementary Methods 6. Results are shown in 
Figure 3, Supplementary Figures 6 and 7. Python implementations of these metrics are 
available online https://github.com/suinleelab/treeexplainer-study. Performance plots for all 
benchmark results are also available in Supplementary Data 1.
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SHAP interaction values

Here we describe the richer explanation model we proposed to capture local interaction 
effects; it is based on the Shapley interaction index from game theory. The Shapley 
interaction index is a more recent concept than the classic Shapley values, and follows from 
generalizations of the original Shapley value properties [13]. It can allocate credit not just 
among each player of a game, but among all pairs of players. While standard feature 
attribution results in a vector of values, one for each feature, attributions based on the 
Shapley interaction index result in a matrix of feature attributions. The interaction effects on 
the off-diagonal and the remaining effects are on the diagonal. If we use the same definition 
of fx that we used to get SHAP values, but with the Shapley interaction index, we get SHAP 
interaction values [13], defined as:

Φi, j(f, x) = ∑
S ⊆ ℳ\ i, j

|S | !(M − |S | − 2)!
2(M − 1)!

∇ij(f, x, S), (5)

when i ≠ j, and

∇ij(f, x, S) = fx(S ∪ i, j ) − fx(S ∪ i ) − fx(S ∪ j ) + fx(S) (6)

= fx(S ∪ i, j ) − fx(S ∪ j ) − fx(S ∪ i ) − fx(S) . (7)

where ℳ is the set of all M input features. In Equation 5 the SHAP interaction value 

between feature i and feature j is split equally between each feature so Φi,j (f, x) = Φj,i (f, x) 
and the total interaction effect is Φi,j (f, x) + Φj,i (f, x). The remaining effects for a prediction 
can then be defined as the difference between the SHAP value and the off-diagonal SHAP 
interaction values for a feature:

Φi, i(f, x) = ϕi(f, x) − ∑
j ≠ i

Φi, j(f, x) (8)

We then set Φ0,0 (f, x) = fx(∅) so Φ(f, x) sums to the output of the model:

∑
i = 0

M

∑
j = 0

M

Φi, j(f, x) = f(x) (9)

While SHAP interaction values could be computed directly from Equation 5, we can 
leverage Algorithms 2 or 3 to drastically reduce their computational cost for tree models. As 
highlighted in Equation 7, SHAP interaction values can be interpreted as the difference 
between the SHAP values for feature i when feature j is present and the SHAP values for 
feature i when feature j is absent. This allows us to use Algorithm 2 twice, once while 
ignoring feature j as fixed to present, and once with feature j absent. This leads to a run time 
of O(TMLD2) when using Algorithms 2 and O(TMLDN) for Algorithm 3, since we repeat 
the process for each feature.
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SHAP interaction values have properties similar to SHAP values [13], and allow the separate 
consideration of interaction effects for individual model predictions. This separation can 
uncover important interactions captured by tree ensembles. While previous work has used 
global measures of feature interactions [40, 41], to the best of our knowledge SHAP 
interaction values represent the first local approach to feature interactions beyond simply 
listing decision paths.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: Local explanations based on TreeExplainer enable a wide variety of new ways to 
understand global model structure.

(a) A local explanation based on assigning a numeric measure of credit to each input feature. 
(b) By combining many local explanations, we can represent global structure while retaining 
local faithfulness to the original model. We demonstrate this by using three medical datasets 
to train gradient boosted decision trees and then compute local explanations based on 
SHapley Additive exPlanation (SHAP) values [3]. Computing local explanations across all 
samples in a dataset enables development of many tools for understanding global model 
structure.
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Figure 2: Gradient boosted tree models can be more accurate than neural networks and more 
interpretable than linear models.

(a) Gradient boosted tree models outperform both linear models and neural networks on all 
our medical datasets, where (**) represents a bootstrap retrain P-value < 0.01, and (*) 
represents a P-value of 0.03. (b–d) Linear models exhibit explanation and accuracy error in 
the presence of non-linearity. (b) The data generating models we used for the simulation 
ranged from linear to quadratic along the body mass index (BMI) dimension. (c) Linear 
logistic regression (red) outperformed gradient boosting (blue) up to a specific amount of 
non-linearity. Not surprisingly, the linear model’s bias is higher than the gradient boosting 
model’s, as shown by the steeper slope as we increase non-linearity. (d) As the true function 
becomes more non-linear, the linear model assigns more credit (coefficient weight) to 
features that were not used by the data generating model. The weight placed on these 
irrelevant features is driven by complex cancellation effects and so is not readily 
interpretable (Supplementary Figure 1). Furthermore, adding L1 regularization to the linear 
model does not solve the problem (Supplementary Figures 2 and 3).
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Figure 3: Explanation method performance across 15 different evaluation metrics and three 
classification models in the chronic kidney disease dataset.

Each column represents an evaluation metric, and each row represents an explanation 
method. The scores for each metric are scaled between the minimum and maximum value, 
and methods are sorted by their average score. TreeExplainer outperforms previous 
approaches not only by having theoretical guarantees about consistency, but also by 
exhibiting improved performance across a large set of quantitative metrics that measure 
explanation quality (Methods). When these experiments were repeated for two synthetic 
datasets, TreeExplainer remained the top-performing method (Supplementary Figures 6 and 
7). Note that, as predicted, Saabas better approximates the Shapley values (and so becomes a 
better attribution method) as the number of trees increases (Methods). *Since MAPLE 
models the local gradient of a function, and not the impact of hiding a feature, it tends to 
perform poorly on these feature importance metrics [35].
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Figure 4: By combining many local explanations, we can provide rich summaries of both an 
entire model and individual features.

Explanations are based on a gradient boosted decision tree model trained on the mortality 
dataset. (a) (left) bar-chart of the average SHAP value magnitude, and (right) a set of 
beeswarm plots, where each dot corresponds to an individual person in the study. The dot’s 
position on the x-axis shows the impact that feature has on the model’s prediction for that 
person. When multiple dots land at the same x position, they pile up to show density. (b) 
SHAP dependence plot of systolic blood pressure vs. its SHAP value in the mortality model. 
A clear interaction effect with age is visible, which increases the impact of early onset high 
blood pressure. (c) Using SHAP interaction values to remove the interaction effect of age 
from the model. (d) Plot of just the interaction effect of systolic blood pressure with age; 
shows how the effect of systolic blood pressure on mortality risk varies with age. Adding the 
y-values of C and D produces B. (e) A dependence plot of systolic blood pressure vs. its 
SHAP value in the kidney model; shows an increase in kidney disease risk at a systolic 
blood pressure of 125 (which parallels the increase in mortality risk). (f) Plot of the SHAP 
interaction value of ‘white blood cells’ with ‘blood urea nitrogen’; shows that high white 
blood cell counts increase the negative risk conferred by high blood urea nitrogen. (g) Plot 
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of the SHAP interaction value of sex vs. age in the mortality model; shows how the 
differential risk for men and women changes over a lifetime.
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Figure 5: Monitoring plots reveal problems that would otherwise be invisible in a retrospective 
hospital machine learning model deployment.

(a) The squared error of a hospital duration model averaged over the nearest 1,000 samples. 
The increase in error after training occurs because the test error is (as expected) higher than 
the training error. (b) The SHAP value of the model loss for the feature that indicates 
whether the procedure happens in room 6. A significant change occurs when we 
intentionally swap the labels of rooms 6 and 13, which is invisible in the overall model loss. 
(c) The SHAP value of the model loss for the general anesthesia feature; the spike one-third 
of the way into the data results from previously unrecognized transient data corruption at a 
hospital. (d) The SHAP value of the model loss for the atrial fibrillation feature. The plot’s 
upward trend shows feature drift over time (P-value 5.4 × 10−19).
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Figure 6: Local explanation embeddings support both supervised clustering and interpretable 
dimensionality reduction.

(A) A clustering of mortality study individuals by their local explanation embedding. 
Columns are patients, and rows are features’ normalized SHAP values. Sorting by a 
hierarchical clustering reveals population subgroups that have distinct mortality risk factors. 
(B–D) A local explanation embedding of kidney study visits projected onto two principal 
components. Local feature attribution values can be viewed as an embedding of the samples 
into a space where each dimension corresponds to a feature and all axes have the units of the 
model’s output. The embedding colored by: (B) the predicted log odds of a participant 
developing end-stage renal disease within 4 years of that visit, (C) the SHAP value of blood 
creatinine, and (D) the SHAP value of the urine protein/creatinine ratio. Many other features 
also align with these top two principal components (Supplementary Figure 13), and an 
equivalent unsupervised PCA embedding is far less interpretable (Supplementary Figure 14)

Lundberg et al. Page 27

Nat Mach Intell. Author manuscript; available in PMC 2020 June 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript


	Abstract
	One sentence summary:
	Exact computation of Shapley value explanations for tree-based models.
	Extending local explanations to directly capture feature interactions.
	Tools for interpreting global model structure based on many local explanations.
	Advantages of tree-based models
	Local explanations for trees
	Local explanations as building blocks for global insights
	Discussion
	Code availability
	Data availability
	Methods
	Institutional review board statement
	Shapley values
	TreeExplainer with path dependent feature perturbation
	Complexity analysis:

	TreeExplainer with interventional feature perturbation
	Complexity Analysis:

	Benchmark evaluation metrics
	SHAP interaction values

	References
	Figure 1:
	Figure 2:
	Figure 3:
	Figure 4:
	Figure 5:
	Figure 6:

