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Abstract

Since the advent of the first computers, chemists have been at the forefront of using

computers to understand and solve complex chemical problems. As the hardware and

software have evolved, so have the theoretical and computational chemistry methods

and algorithms. Parallel computers clearly changed the common computing paradigm

in the late 1970s and 80s, and the field has again seen a paradigm shift with the advent

of graphical processing units. This review explores the challenges and some of the

solutions in transforming software from the terascale to the petascale and now to the

upcoming exascale computers. While discussing the field in general, NWChem and

its redesign, NWChemEx, will be highlighted as one of the early co-design projects

to take advantage of massively parallel computers and emerging software standards to

enable large scientific challenges to be tackled.
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1 Introduction

In 2015, the government of the United States of America launched the National Strategic

Computing Initiative (NSCI)1 to take advantage of and advance the nation’s use of high

performance computing (HPC), especially toward exascale computing. In particular, this

multi-agency initiative invested significant funds in one of the largest efforts to date to

enable the scientific computational community to advance hardware and software efforts

in HPC. As part of this launch, the Department of Energy (DOE) initiated the Exascale

Computing Project (ECP)2,3 that is promoting a very forward-looking approach to software

development — the ECP is ultimately concerned with software for the first generation of

exascale systems and in laying the foundation for the new era of computational science over

the coming decade(s). As part of the NSCI, the ECP is jointly funded by both the DOE

Office of Science (SC) and the DOE National Nuclear Security Administration (NNSA). The

ECP’s goal is to accelerate the delivery of an exascale capable computing ecosystem that

delivers 50 times more computational science and data analytic application power than is

available on current DOE architectures to address challenges in scientific discovery, energy

assurance, economic competitiveness, and national security.

ECP has three main focus areas: (1) Application Development to deliver the science-based

applications, (2) Software Technology to deliver a comprehensive and coherent software

stack to enable productive highly parallel application development that can portably target

diverse exascale architectures, and (3) Hardware and Integration that supports vendor and lab

hardware research and development activities. In addition to having a very broad participation

in the ECP from multiple labs and academic partners, there is a wide representation of

computational scientists, mathematicians, and computer scientists. This leads to a very

exciting environment for the development of new software for the exascale era.

Fortunately, NWChem4–11, along with GAMESS12, LAMMPS13, and QMCPACK14, was

selected to be part of the ECP effort. After extensive consideration, the NWChem team

decided to design and implement a new software program, NWChemEx, to realize the full

scientific potential of exascale. While NWChem was based on Fortran, NWChemEx will be

based on C++ and Python. While NWChem was based mostly on conventional electronic
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structure theory (EST) algorithms, NWChemEx will be based on modern reduced-scaling

methods. In addition, new software engineering techniques will be used to facilitate the

development of NWChemEx by a broad community and integration of software from other

parts of the ECP will be adopted, as appropriate, to facilitate portability and performance of

the software.

As with most, if not all, chemistry codes, the software development is motivated by

particular types of science goals. The development of NWChemEx is driven by a decadal

computational science challenge important to the mission of the DOE – the development of

advanced biofuels, the national need for which has both energy security and climate change

considerations. The goal of DOE’s advanced biofuels program is to develop fuels that can

use the existing fueling infrastructure and replace existing fuels on a gallon-for-gallon basis.

However, producing biofuels with these characteristics in a sustainable and economically

competitive way is technically challenging, especially in a changing global climate.15

NWChemEx is being developed to address two interrelated science challenges in the

advanced biofuels program: (i) development of a molecular understanding of proton con-

trolled membrane transport processes driving stress responses in plants suitable for biomass

production, and (ii) development of catalysts for the efficient conversion of biomass-derived

intermediates into biofuels, hydrogen, and other bioproducts. Both of these problems involve

multi-faceted chemical transformations that occur in complex and dynamic molecular environ-

ments, where a complete physical description of both the active site and its environment is

essential for achieving the needed predictive capability. These science challenges are closely

related and require a computational chemistry capability that can take full advantage of

exascale computing systems. Truly predictive modeling of both of these molecular sys-

tems requires use of high-level quantum mechanical methods describing O(103) atoms with

coupled-cluster (CC) methods embedded in an environment of O(105) atoms described by

density functional theory (DFT) as well as the inclusion of thermal effects by using dynamical

and/or statistical methods to sample the potential energy surface. In combination with

exascale computers, NWChemEx will provide a major advance in our ability to calculate

the structures and energetics of the very large molecules that represent the active sites in

these decadal challenges.
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This paper discusses challenges and some of the solutions toward moving software to

the exascale. While the examplar will be the NWChem and NWChemEx software, this

development will be placed in the broader context of the computational chemistry ecosystem.

The next Section will describe the hardware and software evolutionary challenges in a

chronological manner, providing context for the different computational chemistry software

programs. After that, the design principles will be discussed to show the complexity involved

in the hardware and software changes and the difficulties in designing for future architectures.

This will be followed by a discussion of the general evolution of software engineering in the

computational chemistry community. Following this is a discussion on various middle-ware

tools that the computational chemistry community has come to rely on: tools and runtime

environments, tensor methods, and mathematical solvers. The subsequent Sections will

discuss the general progress made in the field for the various workhorse methods of chemistry,

especially those that are a focus of NWChemEx: Gaussian basis Hartree–Fock (HF) and

DFT, plane-wave DFT, CC, classical molecular dynamics (MD), and embedding methods.

Since each of these methods could easily be a review paper on their own, existing reviews

will be given for reference, and only salient points concerning HPC will be given. Also, other

methods such as those to address strong correlation and molecular properties will not be

included in this review. Finally, a conclusions and future directions Section will wrap up the

paper.

2 Hardware and Software Evolution Challenges

NWChem was born in an era of extensive change in computing hardware. In the early 1990s,

we were exiting the era of vector supercomputers, super minicomputers, and parallel main-

frames. The dominant quantum chemistry approaches were based on HF, many-body pertur-

bation theory, configuration interaction, generalized valence bond16, and multi-configuration

self-consistent field (MCSCF) and were implemented in various electronic structure programs

such as Columbus17, GAMESS12, GAMESS UK18, Hondo19, Gaussian20, Molcas21, MOL-

PRO22, and Turbomole23. Coupled-cluster methods were gaining traction (e.g., ACES24).

Density functional methods were in their infancy in codes such as ADF25, CASTEP26,
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CPMD27, deMon28, and VASP29. Multiple molecular mechanics and MD codes were also in

extensive use at the time, including Amber30, Charmm31, and Tinker32. Most, if not all, of

these codes evolved from serial ancestors, some with extensive rework for vector computers

and more modest efforts made to achieve small scale parallelism. (The authors have tried

to list the major software packages of the time, but it is quite likely that some have been

missed. The reader is referred to the Molecular Sciences Software Institute (MolSSI) Software

Database33 and the Wikipedia Computational Chemistry Software page34.)

In the late 1980s a new kind of processor had emerged, Reduced Instruction Set Computer

(RISC). RISC processors were fast and cheap, and people quickly envisioned supercomputers

built from massive arrays of RISC processors. The problem was that none of the quantum

codes was primed for this transition. For fast RISC code, cache reuse is paramount, which

called for substantial changes to vector codes, e.g., inverting and blocking loops. In addition,

none of the codes were designed to achieve the scaling efficiencies needed for large-scale

parallelism for the emerging supercomputers with hundreds (and conceivably millions) of

processor cores. It became clear that a new code was needed, designed expressly for massively

parallel computers and RISC processors. This became the premise of NWChem. Several

other codes were developed around this time – some to take advantage of the architecture

changes and others based on novel algorithms. These codes include CP2K35, Desmond36,

GROMACS37, LAMMPS13, Massively Parallel Quantum Chemistry (MPQC)38, Q-Chem39,

and SIESTA40.

NWChem was originally designed and implemented as part of the initiation of the

construction project associated with the Environmental Molecular Sciences Laboratory

(EMSL) at Pacific Northwest National Laboratory (PNNL) in 1992. At the time, the

development of software before the hardware was available was a very forward way of thinking

about software development. Of course, this raised challenges for the software developers,

such as prognosticating about future architectures and how to obtain high performance on

these architectures while maintaining programmer productivity. Overcoming these challenges

led to a code design that sought for flexibility and extensibility, as well as high-level interfaces

to functionality that hid some of the hardware issues from the chemistry software developer.

Over the years, this design and implementation has successfully advanced multiple science
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agendas, and NWChem has grown to be an over two-million line, high-performance, scalable

software code with advanced scientific capabilities that are used throughout the molecular

sciences community. After a successful quarter of a century, the NWChem software design

now faces significant challenges (discussed below) to obtain high performance with the

projected exascale computers.

Much has changed about computer hardware and scientific software architecture since

NWChem was first conceived, around 1990. The change in computers has been dramatic,

across the board. In the early 1990s, it was becoming clear that the era of the large,

shared-memory vector systems was over, and that arrays of simpler, distributed-memory

processors would become the workhorses of NWChem. Commodity processors, versus custom

vector processors, drove down costs as did eliminating expensive shared-memory capabilities.

Furthermore, adding nodes systematically increased processing power, memory capacity, and

bandwidth. Early distributed-memory computers (e.g., Intel ipsc 286, 386, Paragon and

i860; FPS T-series; nCUBE; etc.) all had single-processor nodes with limited memory, and

some had local disks and/or shared parallel file systems. In 1996/7 EMSL/PNNL installed

what was then the largest IBM RS/6000 SP cluster, and this machine, along with the Intel

Touchstone Delta, drove much of the early design of NWChem.

The most powerful computers became proprietary networks of serial (single-core) proces-

sors. Processor architectures dictated careful use of cache memory, and blocking operations

like matrix multiply were critical to good performance. Compilers and software tools pro-

vided little assistance, with Fortran being the choice for generating optimized code. These

distributed-memory systems required explicit data transport. Most codes used Message

Passing Interface (MPI) and its send-receive paradigm, but NWChem adopted Global Ar-

rays (GA)41, where one-sided remote data access was better suited to quantum chemistry

methods. GA also helped to mitigate the relatively high network latencies. A "massively

parallel" computer of the early 1990s had dozens to hundreds of nodes, and hence dozens to

hundreds of threads of execution. When necessary, NWChem design trade-offs were made in

favor of good performance for large computations on large computers.

The first decade of the 21st century saw the growth of "massively parallel" high-performance

computers toward clusters consisting of tens of thousands of nodes, connected via high-

9



performance networks with various levels of connectivity. During this decade, we were also

introduced to novel processor architectures that challenged the programming paradigm of

NWChem that was not designed with large numbers of execution threads in mind. The

energy-efficient but low clock speed BlueGene42 and Cell43 chips were introduced by IBM

and powered some of the TOP-500 supercomputers. Efficiently programming these chips

required significant rewriting of chemistry codes to take advantage of the large number of

execution threads and memory hierarchy. Within the realm of chemistry, IBM’s BlueGene

processors have found some success with molecular dynamics44 and plane-wave DFT45. Later

in the decade, Intel introduced a Cell inspired many-core Xeon Phi46 processor architecture

with >80 integrated cores. NWChem and other chemistry codes were able to successfully

adapted to use the OpenMP programming model47 and take advantage of Intel’s Xeon

Phi48–53. Another version of the many-core computing paradigm arrived with the adoption

of Graphical Processing Units (GPUs) in general-purpose supercomputers. Programming

GPUs to efficiently run chemistry codes is not trivial. GPUs tend to organize cores into

warps that act much like vector units. High throughput is achieved by operating many warps

simultaneously. For example, the current V100 GPUs group 32 cores into a warp, and there

are 160 warps to a GPU54,55. Various existing computational chemistry codes have been

adapted53,56–67 or designed from the outset (e.g., TeraChem)67,68 to use GPUs.

The current decade has seen accelerating rates of change in computer hardware architecture,

driving new code architecture at every level. The design of NWChemEx must efficiently

use a much more complex set of exascale computer capabilities. GPUs are currently the

most widely used hardware accelerators in large supercomputers because of their lower

power requirements and high compute capability. GPU developments have reached a stage

where nodes may have multiple GPUs per node – as many as 6 GPUs per node on current

leadership class computers and more projected for the future – with special communication

links between them. Unfortunately, due to the diversity of GPU hardware and vendors, no

ubiquitous GPU code development tool has emerged. For NWChemEx, we primarily develop

code using CUDA,69 OpenMP, and OpenCL (and derivatives),70 with different languages

needed for different leadership computers. We also count on conversion tools to enable the

transformation of code to software such as HIP71 that is used for the AMD GPUs. We are
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studying the potential roles of more performance-portable tools like Kokkos72 and RAJA73,

but so far, none addresses all our needs.

At the processor level, we now have large numbers of multi-threaded cores in a node, each

vying for a share of cache, memory, and network bandwidth. Memory architectures are more

complex, with additional levels of cache (often three in all), fast in-package DRAM memory

(e.g., HBM), plus DDR DRAM, and perhaps storage class memory on the network fabric.

Orchestrating efficient movement of data through this NUMA (non-uniform memory access)

hierarchy is the predominant challenge in software design. However, our arsenal of software

development tools is much better. The expressiveness of languages such as C++ and Python

now suits chemistry well, allowing us to create high-level, composable capabilities with efficient

implementations underneath. More recent codes such as Bagel74, HOOMD75, NAMD76,

OpenMM77, Orca78, PLUMED79, Psi480, PySCF81, Qbox82 and Quantum Espresso83 take

advantage of these languages to build software that is flexible for users and developers and

still performant. On the other hand, the more complex processor architectures increase the

complexity of the compiler’s job, and the promise of super-smart compiler code optimization

remains a dream.

Within each core, the arithmetic units are ganged into SIMD units to enable fast and

orderly operations. In their first incarnation, these vector units tended to operate on long

registers holding 64 double-precision floating-point numbers, such as in the Cray-1 computer.

In more recent years, vector units are making a comeback but the units tend to operate on

shorter vectors of up to 8 double-precision floating-point numbers, such as in the AVX-512

instruction set. These shorter vector units suffer less from branch divergences that could

severely impact the performance of early vector machines.

In addition to the increases in cores, modern hardware architectures offer further oppor-

tunities for increased performance by allowing floating-point units to be used in multiple

ways. For example, a vector unit may support the execution of 8 double-precision floating-

point operations simultaneously, alternatively it can execute 16 single-precision floating-point

operations in the same time. Hence, there is a direct path for trading precision for speed.

This provides a significant incentive for developing mixed-precision codes that perform as

much computation as possible at low precision and as little as possible at high precision.
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Simultaneously these codes need to ensure that the final computational results still meet the

requirements of the science domain. In the latest accelerators, mixed-precision strategies

have been taken even further by providing half-precision hardware. The latter is mainly in

response to the ongoing growth of machine learning applications.

Filling up an exascale computer with a large NWChemEx computation will require

coordination of perhaps a billion concurrent threads of execution. At the same time, it

requires managing multiple complex memory hierarchies, multiple processor architectures,

and multiple instances of each component while coordinating and combining work done at

multiple precisions. Addressing this level of complexity effectively remains a challenge.

3 Design Challenges and Principles

Software design has become an increasingly important part of developing and sustaining any

large software stack – even for small software projects, especially if it is to be a reusable

library or component in a larger software ecosystem. While software design did not always

garner the attention that it deserved, most modern computational chemistry codes have some

design criteria or objectives and programming guidelines. However, even if the design criteria

are not explicit, each computational chemistry code has at least implicit assumptions about

the software. For example, some of the design choices include various levels of parallelism,

minimal memory usage, amount of disk usage, ease of composition, and access to data. Each

of these design choices will affect how the software is developed and how easy it is to maintain

that software.

With the emergence of exascale computers imminent84, there are many factors a new

computational chemistry software development effort needs to consider in order to fully

exploit these platforms:

• Increased scale of parallelism — Exascale will require developers to exploit over a

1000-fold more parallelism compared to the petascale platforms of today. This will

require a much finer-grain parallelism to ensure parallel scalability;

• Greater heterogeneity — Exascale computers will consist of a mix of multi-core, many-
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core and hybrid processors (such as GPUs, FPGAs), each with very different performance

characteristics. Optimized code will be needed for each computational chemistry

algorithm on each type of processor. One pathway to maximize programmer productivity

is to employ extensive automated code generation;

• Floating-point operations per second (flops) are now nearly free — We now need

the balance of recomputing data with storing and moving data. To get scaling and

performance, the focus has to be on designing algorithms that exploit the memory-

hierarchy and data movements with maximum efficiency;

• Complex memory-hierarchy — Exascale computers will have a much deeper and more

heterogeneous memory-hierarchy. Algorithmic design choices will have to be made to

minimize memory induced latencies.

• Limited ability to hide latency — Data movement will have to be as asynchronous as

possible. As such, memory models need to be an integral part of the execution model,

and data/computation locality is essential85;

• Data abstraction — In contrast to dense algorithms, fast/sparse algorithms and applica-

tions such as reduced scaling DFT and coupled cluster methods, or molecular dynamics

will have to be designed with more complex data structures and finer granularity;

• Persistent data — Persistence of information such as wave functions is key in com-

putational chemistry code. An explicit tie to external storage can make it hard to

compose/nest calculations (e.g., perform a parameter sweep in parallel). Petascale and

exascale platforms will have intermediate storage facilities using non-volatile random-

access memory (NVRAM) or solid-state disks (SSD);

• Resilience, energy, and power — These exascale concerns86–89 are rarely represented in

the toolchains of today’s computational chemistry codes.

In the exascale era, as we seek performance portability to future machines while maintaining

scientific productivity, much greater separation of concerns is needed. The Tensor Contraction

Engine (TCE), Tensor Algebra for Many-body Methods (TAMM), and TiledArray (TA),
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which will be discussed in section 6, are complementary approaches to turning high-level

statements of many-body physics into executable code.

The resulting computation then needs to be expressed as tasks managed by an intelligent

runtime that understands the algorithmic and data dependencies as well as the machine

resources and memory/communication sub-systems. Such an approach facilitates over-

decomposition to enhance load balance and tolerate latency (whether algorithmic or from

hardware/software) as well as approaches to automating resilience. One such runtime is

Charm++, which has been used by codes such as NAMD90 and OpenAtom91, and will be

discussed in section 5.

The irregularity of electronic structure computations (e.g., arising from sparsity, symmetry,

and widely varying costs of evaluating integral shell quartets)92 make it hard to use just

message passing to write fully-distributed chemistry applications with good parallel load

balance. Alternatively, one can use one-sided message passing93,94. In this approach, a process

that needs to access remote data or perform a remote operation can send a message directly

to a remote procedure that is invoked without the explicit participation of the remote process.

However, there were (and still are) significant performance and correctness concerns with this

approach, and it was not portable to shared-memory machines and many distributed-memory

machines. Instead, remote memory access (i.e., a distributed shared-memory programming

model) was identified to more closely match the capabilities of both distributed computer

networks and shared-memory computers.

Many algorithms were developed to be distribution agnostic using a simple NUMA

performance model95. Under the ideal assumption that there are no communication or

computational hot spots, the execution time is simply the perfectly parallel computation time

plus an overhead that is the amount of data being communicated per processor divided by the

effective bandwidth. For many electronic structure algorithms, the volume of computation

grows super-linearly with the volume of data; thus it is in principle possible to increase the

local problem size and have the computation dominate (e.g., matrix multiplication). If the

communication intensity is low, the effective bandwidth approaches the link speed of the

network; however, with intense communication it degrades to the bisection bandwidth divided

by the number of processors (P ). For a hypercube, this average worst-case bandwidth is half

14



the link speed, but for a 2-D mesh, it is O
(
P−1/2

)
. Thus, topology plays a very important

role in scalable algorithms. The assumptions of no hot spots/links can be at least partially

realized by over-decomposition and randomization.

NWChemEx applies many of the design principles discussed with a focus on performance

and flexibility. The two principles are interconnected since typical performance modifications,

e.g., architecture-specific code, or new algorithms, tends to require the code to be refactored.

The easiest way to achieve the desired flexibility is by ensuring the software infrastructure

is as decoupled as possible. This, in turn, ensures that if an algorithm is modified, it does

not affect the surrounding code. Within the NWChemEx project, the decision was made

to achieve this decoupling through the use of “modules”. Following typical object-oriented

programming (OOP) conventions, each module is a self-contained, opaque, callable object

adhering to one of many possible standardized application programming interfaces (APIs).

Each standardized API is associated with a particular property — e.g., an energy derivative,

the Fock matrix, or a molecular orbital (MO) space — called its “property type”. The

property type APIs are solidified via a series of corresponding abstract base classes. When

the package needs to compute a property, it does so through the abstract base class, thus

allowing any module that inherits from that base class to be used interchangeably at that

point. Despite the module system conceptually relying on a relatively basic OOP design, the

actual implementation is quite a bit more complicated. The additional complexity arises from

the fact that NWChemEx must not be restricted to a predefined set of modules (or property

types) as it would be if NWChemEx had to instantiate the modules. The module system

developed for NWChemEx is the simulation development environment (SDE) framework96

and will be discussed in more detail in Section 5.

Fault tolerance design fall into three major categories: algorithmic error correction, in-

memory redundancy methods, and checkpointing at runtime. Algorithmic error detection

and subsequent correction is difficult97. In-memory redundancy methods are designed to

undercut the performance overhead of traditional disk-based checkpointing methods by storing

redundant copies of data in the memory of separate nodes98. In the case of a node failure,

the backup copy of the node data can be redistributed along with a task load-balancing event

if necessary. In-memory redundancy methods have been implemented in NWChem99 and
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Charm++100. Lossy compression and differenced/truncated checkpointing techniques101 can

be promising avenues for reducing checkpointing performance overhead. The final component

of the fault tolerance design is the runtime, which guides the execution policy and frequency

of checkpoints. The current checkpointing runtime in NWChemEx is a relatively spartan

placeholder. Each Cache holds a handle to a checkpoint archive on disk, and a single

parameter that defines the checkpointing frequency for the entire Cache. Development efforts

are underway to integrate NWChemEx with the VeloC framework102,103 developed under

the ECP. VeloC is a scalable checkpoint/restart runtime with a high-level API that exposes

functionality for asynchronous and multi-level checkpointing on complex storage hierarchies.

VeloC will provide NWChemEx with a baseline of checkpointing support and performance

optimization for a diverse range of hardware architectures.

Performance is a challenging design goal given the complications of multiple accelerator

types and languages/compilers associated with them. While no one solution has yet emerged,

best practices include localizing these kernels as much as possible to ensure minimal intrusions

into the software. Of course, this is not always possible when performance on a particular

platform is required. One of the ways to mitigate some of these issues is to rely on a tensor-

based framework where possible and ensure that the framework is portable and performant

across multiple architectures. Performance is discussed, as appropriate, in each of the following

Sections.

4 Software Engineering Practices

Software engineering practices have been slowly making their way into computational chem-

istry codes. In addition to the design issues discussed above – a significant part of software

engineering – other aspects involve the software and developer management life cycle. Early

codes usually relied on one person to be the gatekeeper of the software – deciding on the

overall architecture of the code (perhaps implicitly), enforcing any existing coding rules,

merging changes into the code, adding any appropriate documentation, developing methods

for testing the code, performing the tests, preparing any software releases, tracking any bugs,

and communicating with users. This meant that while one (or perhaps up to a handful)
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of people were experts in the whole code, getting new functionality or bug fixes into the

software could take time due to the bottleneck of the gatekeeper. This model has significantly

changed over the last 10 years, with many of the software codes now using more advanced

tools and approaches to their development process. As computational chemistry development

teams in their publications tend to focus on the scientific aspects of their efforts rather than

the software development aspects it is difficult to extract insights from the literature. As

an alternative approach we have looked at the repositories and documentation of a variety

of mainly open source computational chemistry packages to distill insights about the tools

and processes used. As a first observation, it is clear that the development models have

been refined considerably, in the sense that every aspect has become much more fine grained.

To illustrate this the evaluation showed a large number of categories including the software

license, the revision control technology, the source code hosting, continuous integration (CI)

testing and technology, the CI status hosting, code coverage, code coverage hosting, code

quality tools, documentation generators, documentation hosting, application distribution,

and even application deployment. With this many categories there is considerable variability

between codes as to how many and which ones they use. In the following paragraphs our

findings are summarized.

The software license is a foundational statement that controls who and under what

conditions can access the source code and executables. As a result it also determines who

can learn the details of how the software works and suggest or make changes that can

be fed back or redistributed. A large number of packages have proprietary or commercial

licenses. Perhaps the first such package was Gaussian7020, released by Pople in 1970 and

commercialized since 1987 by Gaussian, Inc. This model has since been followed by other

codes including Q-Chem39, Jaguar104, MOLPRO22, ADF25, Turbomole23, PQS105, ORCA78,

GAMESS-UK18, and TeraChem106. Some codes use proprietary licenses that allow use of a

code but not redistribution. Examples are GAMESS12, COLUMBUS17, and deMon2K107.

A number of codes have adopted open source licenses. While there are many open sources

licenses there are two distinguishing classes. One class of licenses are the copyleft ones and

the other class are referred to as permissive licenses. The permissive licenses allow one to use,

change and redistribute codes. The copyleft licenses, in addition, stipulate that codes have

17



to be redistributed with the same license conditions as the original code. This stipulation

can force a change of license if such code is incorporated into a package with a permissive

or proprietary license. Examples of codes released with permissive licenses are QMCPack14,

PySCF81, PyQuante108, and NWChem. Codes with copyleft licenses include ABINIT109,

ACES III110, BigDFT111, CP2K35, Dalton112, MADNESS113, MPQC38, Octopus114, and

Siesta40. A last variant are limited copyleft licenses that provide that codes can be linked

as libraries to other codes without affecting those code’s license. The LGPL licenses are

common licenses of this variant that are used by codes such as Psi480.

Revision control systems provide tools to track the changes of the source code of a package.

Importantly this allows going back to previous versions as well as documenting what changes

were made, when, by whom, and why. Over time these systems have become increasingly

sophisticated. The early RCS115 system offered such functionality to a single developer.

CVS116 added a server component allowing multiple people to collaborate on a single code,

but it is also treated every source code file independently. Subsequently, Subversion117 treated

a whole package as an integral entity. All these revision control systems assumed a central

repository containing the master version of the code. The Git118 revision control system

did away with the central repository and provided a mechanism to create multiple new

repositories. Such a new repository can be used to experiment with new ideas that will feed

back into the original repository if successful, but it may also be the beginning of a new code

that follows an independent development path. In addition the concept of a pull request was

introduced, which is a request to the maintainers of a package to incorporate a developer’s

changes. The pull request also provides an opportunity to review the proposed changes before

they are merged into the master branch. Of the open source packages mentioned in the

previous paragraph ABINIT, and BigDFT use Bazaar119, ACES III uses CVS, PyQuante uses

Subversion, CP2K, Dalton, MADNESS, MPQC, NWChem, Octopus, PySCF, QMCPack,

and Siesta are all using Git.

Revision control systems later than and including CVS need a server where the code is

hosted. The CVS and Subversion systems assumed a single master repository and it was

common for an organization that owned a code to host its own server. With open source

packages, there no longer was need to protect against unauthorized individuals getting a copy
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of the code. SourceForge120 was one of the first code hosting services that relieved developers

of maintaining their own servers. In a similar spirit other hosting services have emerged

including GitHub121, GitLab122, and Launchpad123. ACES III, COLUMBUS, deMon2K, and

GAMESS use their own source code servers. PyQuante uses Sourceforge, Dalton, Octopus

and Siesta use GitLab, whereas ABINIT, CP2K, MADNESS, MPQC, NWChem, PySCF,

Psi4, and QMCPack use GitHub. BigDFT uses Launchpad.

Continuous integration (CI) is an approach whereby software is tested – ideally after

every change. Tools to assist with such an approach have been available for over a decade

(e.g. Buildbot and Jenkins), but they required additional servers to manage the build

process and provide access to the test results. Private servers may cause issues for external

collaborators accessing the test results. Services such as CDash124 sought to address this

problem by hosting the CI results on a public server. However, with codes being hosted on

publicly accessible servers a similar development of CI services emerged. Examples of such

services are Travis-CI125, CircleCI126, GitLab-CI127, and GitHub Actions-CI128. ABINIT,

PyQuante, MADNESS, MPQC, use Travis-CI, CP2K uses CP2K-CI, a custom solution based

on Kubernetes, Dalton, and Octopus use GitLab-CI, NWChem, and PySCF use GitHub

Actions-CI, Psi4, and Siesta use Azure Pipelines, QMCPack uses CTest on a private server

and hosts the results on CDash.

Code coverage is concerned with the question of how much and what parts of the code

are tested by the test cases for the package. Analyzing the code coverage requires that the

executable be instrumented so that instructions executed can be related back to the lines

of source code that generated them. Such instrumentation is available, for example, with

the GCC and the LLVM compilers. The results can be gathered in reports that can be

hosted, for example at Codecov129. ABINIT, CP2K, and Dalton use the GCC compilers

to instrument the executable and the results are hosted on a private server. PySCF and

Psi4 use PyTest with the coverage.py package. For C++ components, Psi4 uses the GCC

compiler instrumentation for code coverage. QMCPack seems to use the GCC compiler

instrumentation for code coverage but the results do not seem to be publicly available. MPQC,

Octopus, Psi4 and PySCF host the coverage results on Codecov.

A relatively new development is trying to associate a quality measure with a code base.
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Semmle130 have developed a query language "CodeQL" (formerly .QL131) that can be used to

interrogate a code base for the presence of known types of issues. Each issue found generates

an alert and, using the rate of alerts as a function of the code base siz,e a quality score can

be generated. A limitation for computational chemistry projects is that Fortran is not a

supported language. These quality metrics are calculated for MADNESS, PySCF, PyQuante,

Psi4, and QMCPack.

Code documentation describes how a code works and why, giving details about the design

and implementation of the software. The tools available for generating documentation depend

on the programming language used. Today, Doxygen132 is a commonly used tool that supports

C/C++, Fortran and Python. Python also has its own documentation generators such as

Sphinx133 or Epydoc134. In addition documentation can be hosted in a number of ways

as well, be is a project specific server, on a wiki associated with the source code hosting

service, or on a documentation service such as Read the Docs135. ABINIT uses Robodoc136

for documentation generation. BigDFT, Dalton, Psi4, PyQuante, PySCF, and QMCPack use

Sphinx for documentation generation. CP2K, MADNESS, Octopus, and Siesta use Doxygen

for documentation generation. BigDFT, Dalton, Psi4, and QMCPack use Read the Docs for

hosting. PyQuante hosts the documentation on SourceForge. Siesta hosts the documentation

on GitLab. ABINIT, CP2K, MADNESS, Octopus and PySCF use their own server to host

the documentation.

Application distribution, in many cases, was or is based on providing tar-files containing

source code that prospective users unpack and build. More recently, open source codes have

been ported for Linux distributions so that they can be installed with the usual package

managers (ABINIT, CP2K, MPQC, and NWChem). For Python codes the usual Python tools

can be used such as setup.py, Pip, or PiPy. Alternatively, a package might be available with

the Anaconda package manager (PySCF, PyQuante, and Psi4). In other cases applications

may have been containerized with ready to run containers available for download (BigDFT,

Dalton, GAMESS, NWChem, and QMCPack). In some cases an application may even have

been ported for cloud based deployment (Terachem).

Turning to the development of NWChemEx, modern software engineering practices have

been incorporated from the outset. To enable extensive collaborations, NWChemEx is
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released under the permissive Apache 2.0 license137. Collaboration is furthered by managing

the entirety of NWChemEx under the Git version control system, which supports a

decentralized development model. Furthermore, NWChemEx is hosted on GitHub, which

provides convenient web access to the code, complemented with collaboration tools such as

issue trackers, milestones, support for CI pipelines, and development activity reports. The

NWChemEx code uses CMake138 for its build infrastructure. While CMake is a powerful

tool, it requires users to carefully manage build instructions for builds to proceed as intended.

In fact, managing the multiple toolchain dependencies involved in a complex code such as

NWChemEx is still extremely difficult across multiple hardware and software platforms. To

simplify using CMake, a suite of CMake modules was created, called CMakePP139, which

focuses on automation and boilerplate reduction. Using CMakePP, dependencies can be

downloaded, built, and installed with as little as their URLs; libraries and executables can be

added simply by providing the path to the directory containing the source files; and packaging

files are automatically generated for installed targets. At present, much of the NWChemEx

software is still in private repositories as legal details are being worked out; however, the

intent is to have open repositories in the near future.

A crucial part of NWChemEx’s CI pipeline is unit testing. NWChemEx’s unit tests are

designed to run quickly and are focused solely on determining if all “units" of NWChemEx are

running correctly. Notably, this means that the unit tests do not ensure that NWChemEx

runs at scale, or that NWChemEx is meeting the required performance metrics, rather such

considerations are left to performance tests. Since performance tests require significantly more

computing resources and time than unit tests, performance testing is done periodically outside

of CI. NWChemEx is a dual-language project, and both the C++ and Python components

are subject to unit testing. Catch2140 is used for unit testing the C++ components.

Compared to other C++ unit testing frameworks, we chose Catch2 because it:

• is light-weight (source consists of a single header file),

• supports a wide range of correctness checks, and

• boasts a syntax for assertions natural for typical C++ code.
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For Python unit tests, NWChemEx relies on the de facto standard, Python’s built-

in unittest module. It is worth noting that NWChemEx’s unit tests not only ensure

correctness, but also that errors are caught and reported correctly, i.e., that a function throws

when it should.

In addition to unit testing, NWChemEx’s CI pipeline also automatically ensures that

the source code is formatted consistently, thereby facilitating code readability. Potential

software contributions are also subject to human-based code review as part of the CI pipeline.

This code review is focused on ensuring code is correct and extensible, but also serves as an

informal means for developers to improve their coding technique. Development efforts are

presently underway to additionally use the CI pipeline to automate the generation and hosting

of user and developer documentation, code coverage, and ensuring that coding best practices

are followed. The documentation is generated using a range of tools. Doxygen132 is used to

generate documentation from C++ sources, which is included in the final documentation

by Sphinx133. Sphinx is also used to generate the documentation for Python sources. Code

coverage reports are generated from the unit tests using GNU compiler features in combination

with Gcov141 and Gcovr142. The reports are hosted on Codecov129.

Admittedly, many of the aforementioned software engineering practices are becoming

routine in no small part because sites like GitHub make such practices easy. In addition,

the National Science Foundation funded MolSSI has aided in educating new and current

developers on the use of best practices in molecular software implementation.143 That said,

some of NWChemEx’s most appealing features come from software engineering practices in

the code itself. In particular, the memoization144 design allows the SDE to automate saving

and loading (checkpoint/restart) an ongoing calculation and enables interactive Python

workflows. Without memoization, computationally expensive steps would need to be rerun

every time the line of code is rerun (such as when a cell in a Jupyter Notebook is

refreshed), but with memoization such calculations are only rerun when the input changes.

Another somewhat unique feature of the SDE is that it enables modules to self-document

themselves through reflection. In addition to saving the developer time, it also ensures that

the documentation stays up-to-date with the source code.
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5 Tools and Runtime Environments

Computational chemistry software often relies on underlying libraries to accomplish very

specific tasks such as memory management, communication between nodes, and scheduling

of execution on those nodes. Much of the computational chemistry community has adopted

standards such as MPI, OpenMP, OpenACC, and CUDA to accomplish parts of these tasks.

However, there have been specific developments within the chemistry community (often in

collaboration with computer scientists) to manage these tasks. A few examples include the

early development of TCP Linda145 in Gaussian to handle memory and some distributed

multiprocessor communication, the Distributed-Data Interface (DDI) in GAMESS146, and

the CHARM++147–149 programming and runtime environment that is used for multiple codes

such as NAMD and OpenAtom150. Each tool provides a base on which the overlying structure

of the code is built.

Different tools reflect different approaches to achieving performance at scale. For example,

CHARMM++ focuses on reducing load imbalance and overlapping communication and

computation to eliminate bottlenecks to scaling. The runtime enables users to decompose

there computations into relatively small units of work which are then distributed to available

processors. CHARMM++ seeks to distribute work so that processor idle time is minimized

while also scheduling tasks so data is continually moving to and from processes as tasks

are being executed. The fine-grained decomposition of the problem ensures that there are

always a large number of tasks relative to processors and provides flexibility to the runtime

to backfill idle processors with more tasks. This strategy has been used to implement the

highly scalable NAMD molecular dynamics code. The force matrix can be decomposed much

more finely than the traditional spatial decomposition, vastly increasing the number of units

of work available for parallelization, and therefore increasing the number of processors that

can be used for solving a given sized problem.

As another example, CP2K’s strategy for solving large scale systems on parallel com-

puters is to concentrate on methods that solve for the density matrix and avoid matrix

diagonalizations altogether151. The density matrix remains relatively sparse, in contrast to

the eigenvector matrix, which is typically dense. Furthermore, the non-zero values tend to
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be concentrated in blocks that align with blocks of basis functions associated with atomic

centers. The density matrix then has a sparse block structure in which relatively dense blocks

are distributed sparsely in a larger matrix. The core operation in the algorithms used in

CP2K is matrix-matrix multiplication, where two matrices with the sparse block structure

are multiplied together to produce a third matrix, again with a sparse block structure. This

operation is encapsulated in the Distributed Block, Compressed Sparse Row (DBSCR) library

that provides a very high performance implementation of this operation. The DBSCR library

is a combination of data transfer, node local multiplication and a very highly tuned library for

multiplying individual blocks. The block multiplications consist of small matrices, with moste

dimensions selected from a finite, enumarable set of values, enabling optimization for each set

of block dimensions. The DBSCR library provides most of the parallel capability on which

the remaining algorithms and models are built. Encapsulation of the matrix-matrix operation

enables computer scientists with no background in chemistry to work on its implementation

and help with both algorithm development and performance tuning.

Similarly, NWChem is an example of a co-design effort where parallel tools were developed

in conjunction with the application to enable tera- and peta-scale computations. In this

context, the most important co-designed tool is the GA environment,41,152–157 which is used in

NWChem, MolPro, GAMESS, GAMESS-UK, Columbus, and Molcas. After some experimen-

tation in the early development stages of NWChem, the GA programming model emerged, and

a collaboration with IBM supported GA with the development of LAPI (low-level API).158

The GA portable interface allows each process to independently, asynchronously, and effi-

ciently access logical blocks of physically distributed, dense, multi-dimensional arrays, with no

need for explicit cooperation by other processes and providing one-sided put/get/accumulate

access operations upon patches of arrays regardless of their physical location. Thus, the

GA model retains many familiar and productive aspects of shared-memory programming

models. However, the GA NUMA model also acknowledges that remote data are slower to

access than local data, and it allows data locality to be explicitly specified and used. In these

respects, the GA model is similar to message passing. NUMA is a very important concept

in the performance of all modern computers — high performance demands that algorithms

and compilers optimize usage of the memory hierarchy formed by registers, caches, memory,
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and data accessed via the network or from storage. If a program ignores this structure,

performance is seriously degraded. In many situations, GA could actually deliver higher

performance than message passing since the latter requires cooperation between sender and

receiver, which makes this programming paradigm difficult to use efficiently. Eliminating this

synchronization and facilitating random data access to distributed data greatly enhances the

scalability and load balancing of irregular algorithms, such as SCF, for which sparsity and the

highly variable cost of integral evaluation produce great irregularity in task execution times.

Moreover, since message passing requires a protocol be built upon communication networks

that, at their lowest level, just move data between buffers in memory, message passing can

degrade latency and bandwidth, especially for short messages.

In addition to the primitive one-sided remote memory access capabilities that facilitated

writing high-performance kernels, GA provided a very high-level interface for operations on

entire matrices (e.g., scaling, addition, many linear algebra operations) that made the rest of

the code much easier to write. Indeed, our first few attempts at a parallel programming model

for NWChem failed this crucial productivity test — 90+% of any code is not performance

critical (it just needs to be correct and fast enough). Hence our focus has always been on

both performance and productivity.

The GAMESS team developed a very similar framework called Distributed Data Interface

(DDI)146, though it does not rely on one-sided communication. DDI was later generalized

(GDDI) to a two-level hierarchy, where subgroups are assigned coarse-grained computational

tasks (for example for fragment molecular orbital approaches) and each subgroup utilizes finer-

grained parallelism159. MOLPRO builds on the Parallel Programming Interface for Distributed

Data (PPIDD), which relies on either GA or MPI2 for its parallel data movement160, while

MOLCAS has integrated GA in certain modules for parallel scalability161.

Despite the success of GA, it is no longer sufficient by itself to support the development

of code using modern computer architectures and programming models. GA is primarily

focused on asynchronous data movement and provides a simple memory model, whereas in

modern computation, many new features come into play. It can often be more efficient to

move computation to the data through techniques such as remote task creation or active

messages. Since it lacks any understanding of execution, GA cannot assist the programmer in
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optimizing for multi-threaded or accelerated architectures. It has only two levels of memory

(local and remote), whereas modern memory hierarchies are much more complex. Data

consistency in GA requires synchronization and exposes algorithms to the full round trip

latency of communication unless explicit and complex asynchronous programming methods

are used. Modern computation understands how to use oversubscription and parallel slackness

to effectively hide all latencies. With the advent of processors that efficiently handle many

threads, devoting one or more threads to provide rich remote services is no longer a waste of

substantial computing resources. Finally, while there has been substantial work extending

the GA model to sparse computation, efficient support of distributed-data structures requires

a richer set of primitives than simply remote data access. Both TAMM and TA described

below take into account sparsity that can be used for reduced-scaling chemical algorithms.

One of the major tools that NWChemEx will rely on to aid in effective runtime data

movement and execution is MADNESS. The MADNESS (Multiresolution Adaptive Numerical

Environment for Scientific Simulation) software 113 provides a general-purpose numerical

environment for general applications by providing adaptive meshes and fast solvers on trees to

solve differential and integral equations in many dimensions162,163. The core data structures

in MADNESS are irregular k-d trees, used for compact representation of numerical functions

over multi-dimensional spaces. The MADNESS runtime environment provides a native C++

interface to solve the challenges of expressing novel and still evolving numerical algorithms and

representations, while achieving good scalability for the compute functions traversing irregular

spatial trees. The runtime environment includes an active messaging layer, distributed-

data management customized for spatial trees, and extensive asynchronous execution and

communication. MADNESS has applications in nuclear physics164–167, boundary value

problems168, chemistry163,169–171, solid-state physics172, and atomic and molecular physics in

intense laser fields173.

Like all of the numerical libraries of MADNESS, the MADNESS parallel runtime provides

a user friendly interface that allows the user to compose algorithms as a set of dynamically

scheduled tasks that operate on objects in global namespaces. This high-level approach

to parallel programming offers greater composability than that of MPI and explicit thread

programming. Key runtime features include the use of
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1. global namespaces for building applications that are composed of (global) objects

interacting via remote methods;

2. tasks as first-class entities for fine-grained work decomposition;

3. futures174 for expressing dependencies between the tasks.

These features permit the programmer to focus more on high-level concepts central to the

scientific domain of interest and to deal less with the explicit low-level details of computation

and data partitioning (e.g., message passing between processes with disjoint data or threads

operating on shared data). The MADNESS runtime enables an algorithm to achieve dynamic

load balancing using data-driven work scheduling and to hide significant amounts of the data

communication.

All of these individual concepts appear in other packages, for example, in Cilk175,176,

Charm++147–149, Intel® Threading Building Blocks (TBB)177, and other projects, including

ACE178,179 and partitioned global address space (PGAS) languages180. Some of these features

have made their way into mainstream programming languages. C++, for example, has

included task-based concurrency with asynchronous function calls and futures since 2011.

The MADNESS runtime is composed to allow powerful construction of parallel programs,

one of its distinguishing features. For example, MADNESS futures, unlike other future

implementations, can refer not only to results of local tasks, but also to those of remote tasks,

thus directly supporting composition of distributed task-parallel algorithms.

As mentioned in Sections 3 and 4, the NWChemEx project has developed the SDE

framework96 to decouple the software into modules with standardized APIs using property

types that are unique for each type of module. The SDE is responsible for storing the list of

available modules and properly injecting them at call back locations. The list of available

modules, as well as where they are to be injected, is populated at runtime. Thus changing

the contents of this list provides a straightforward mechanism for interoperability and rapid

prototyping without direct modification of the NWChemEx source code. In order to further

facilitate interoperability and rapid prototyping, the entirety of the SDE’s API is available via

optional Python bindings. The result is that modules can be written in C++ or Python,

and called from either language without any further consideration. Python is a natural
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language choice for the input layer to a package, hence a natural extension of the SDE’s

Python bindings is a user-friendly scripting layer. Psi4 (among others) also uses Python as

it’s front end for chemical computations181, using MolSSI’s Quantum Chemistry Schema as a

standardized data format182.

While the modular nature of NWChemEx arising from the SDE is ideal for rapidly

refactoring the code base, it also introduces challenges with the data flow. This is because

the rigidity of the property type API prohibits one from passing any additional input data to

the module. To illustrate, consider a self-consistent field (SCF) energy module and a separate

second-order Møller–Plesset perturbation theory (MP2) energy module. Both modules adhere

to an energy property type API, which designates the molecular system as the only input

parameter. The MP2 module perturbs the reference energy which is precomputed by the

SCF module, but the property type API forbids passing the SCF energy to the MP2 module.

This data flow restriction is addressed within the SDE by utilizing memoization144 to cache

and retrieve module results. Under the memoization technique, module results are indexed

by hash keys which uniquely identify each result according to the module’s input parameters.

Every key-result pair is stored in a hash table data member of the SDE Cache class. Note

that the Cache does not store the actual result data, but instead holds a shared pointer

which references the storage location of the result. Whenever a module is called, the input

parameters are hashed to produce the hash key prior to the execution of the module body. If

the hash key matches an entry which already exists in the Cache, then the module call is

replaced by retrieval of the stored result. Subsequently, one can share data between modules

by nesting module calls. For example, the body of an MP2 energy module may include a

call to an SCF energy module. The SCF hash key would match the hash table entry for the

precomputed SCF energy, so the result would be retrieved for subsequent use in the MP2

module.

Inter-module data flow is just one of several applications of memoization in NWChemEx.

The technique is also used in the checkpoint/restart component of the fault tolerance design.

Checkpointing is accomplished by copying Cache entries to a stable storage medium, such

as disk or non-volatile memory. The entries must be serialized into a format from which

the module results can be reconstructed during a restart event. Serialization/deserialization
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support for most C++ Standard Template Library (STL) types is provided by the cereal183

library and the MADNESS runtime113. Native support for binary, JavaScript Object Notation

(JSON)184, and Extensible Markup Language (XML)185 representations already existed in

cereal and MADNESS. Some other codes that utilize XML or JSON as output include

MOLPRO, Psi4, MPQC and PySCF. NWChem initially explored the use of the Chemical

Markup Language (CML)186, before switching to JSON187. JSON and XML formats provide

human-readable data representations which are useful for analyzing results and are common

formats for data interfaces to external software such as workflow tools. The Hierarchical

Data Format (HDF5) format is the primary format used for checkpoint/restart owing to its

parallel capabilities and high performance when manipulating large datasets. Calculations

are restarted by reconstructing the Cache from the checkpoint file. Other than loading

the checkpoint file, there is no explicit code to implement restart logic. The call tree for

the computation is simply re-executed, with all modules retrieving memoized results until

parity is reached with the checkpointed state. Notably, there are additional use cases beyond

resiliency for reconstructing checkpointed Cache entries. For example, a performance benefit

is possible for sets of closely-related computations (e.g., algorithmic parameter sweeps) with

redundant computations by loading repeated Cache entries from a single checkpoint file.

6 Tensor Methods

Tensor contractions occur widely in various formulations of many-body formalisms ranging

from independent particle models to correlated methods such as CC formulations. A typical

example of a tensor contraction is given by the expression

A(i, j, k, l)+ = B(i, j,m, n)× C(m,n, k, l) , (1)

where A is the four-dimensional output tensor, B and C are the four-dimensional input

tensors, and Einstein summation convention over the repeated indices is assumed - in the

above example summation runs over m and n indices. One of the first uses of tensors was

the Pinnacle software that was an early, in-house C++ code to compute Møller–Plesset
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energies.188 While this early work did not gain traction at the time, these ideas have been

combined with automatic generation of CC codes such as those by Janssen and Schaefer,189

Li and Paldus,190 Kállay,191 and Nooijen and co-workers192,193 leading to the modern ideas of

many-body interaction codes.

The emergence of parallel computing has also triggered a significant effort toward automatic

generation of scalable CC codes, which resulted in the development of specialized systems that

integrate elements of symbolic algebra for manipulating and optimizing tensor expressions

with efficient parallel tensor libraries. Specialized distributed-memory (or in some cases shared-

memory) libraries for automatic tensor blocking, tensor redistribution, and efficient utilization

of tensor symmetries such as Tensor Contraction Engine (TCE)194,195, super instruction

assembly language (SIAL)110,196, libtensor197, Cyclops Tensor Framework (CTF)198–200, and

TiledArray (TA)201 play a key role in enabling high-accuracy CC methods in many community

codes including NWChem202, Aquarius203, CFOUR204, MPQC38, Q-Chem39, ACES24, and

MRCC205. Below, three of these tensor packages, TCE, TAMM, and TA are discussed as

relevant to the NWChem (TCE) and NWChemEx (TAMM and TA) packages.

6.1 TCE

An integral part of NWChem is the TCE,194,195,206 which is a software package that provides

a high productivity abstraction layer by enabling tensor computations/contractions in a

high-level language instead of low-level Fortran, and that then automatically generates parallel

Fortran code. TCE is a symbolic manipulation program of second-quantized operators and

a program generator, where an ordered list of binary tensor contractions, additions, and

index permutations is translated into an optimized program. All TCE generated codes

take advantage of spin and spatial symmetries for real Abelian point-group symmetry, and

index permutation symmetry at every stage of the calculations to minimize the number of

arithmetic operations and storage requirements. TCE also adjusts the peak local memory

usage by index-range tiling, stores an operation tree as a data structure analogous to a

directed acyclic graph, and supports parallel I/O interfaces and dynamic load balancing for

parallel executions. Synchronization and load balancing is achieved through shared variables

that are atomically updated using GA operations.41,207 By examining the data dependencies
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in the memory blocks of each matrix, additional parallelism can be obtained even in cases

were very good parallelism exists.

The data representation assumed by TCE is based on the partitioning of the entire

spin-orbital domain into smaller subsets (tiles) containing spin-orbitals corresponding to the

same spin and spatial symmetries. The occupied and unoccupied tiles (i.e., tiles containing

occupied/unoccupied spin-orbital indices, respectively) are designated as [i], [j], [k],

. . . and [a], [b], [c],. . ., respectively. This division entails the partitioning of all tensors

involved in the CC calculations, including cluster amplitudes, recursive intermediates, and

integrals. For example, the tensor corresponding to doubly excited amplitudes is stored in

the block form defined by smaller 4-dimensional tensors

t
[i][j]

[a][b] (2)

representing a subset of doubly excited amplitudes defined by the indices belonging to the [i],

[j], [a], and [b] tiles. This block structure of CC tensors also defines the granularity of the

code. Parallelization and dynamic load balancing occurs over do-loops of occupied/unoccupied

tiles. These units of parallel work contribute to a task pool – a collection of tasks that can

be executed in parallel – where scalability of the calculation is directly related to the size

of its task pool. The tilesize input parameter can be used to define the maximum size of

a tile and to tune the granularity to given architecture specifications. The tilesize also

defines the efficacy of dgemm calls and local memory requirements. While for the iterative

CC singles and doubles (CCSD) and equation-of-motion (EOM) CCSD methods the local

memory demand is proportional to (tilesize)4, the analogous demand for the CCSD(T)

perturbative triples part amounts to 2×(tilesize)6. In order to overcome this bottleneck a

version of the code where the 6-dimensional tensors can be dynamically decomposed along

the first two dimensions to match available local memory have been developed.208

The TCE environment has been used to generate a number of canonical implementations of

single-reference CC methods for ground- and excited-state calculations for arbitrary reference

functions including: restricted, restricted open-shell, and unrestricted Hartree–Fock (RHF,

ROHF, UHF) cases. Moreover, the TCE framework has also enabled various types of state-
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specific multi-reference CC methods. Examples of the type of scalability possible with TCE

is given in Figure 1.

While TCE has been successful in abstracting the programming of tensor operations,

generated codes are not necessarily ideal for enabling computation at the exascale. Especially

with the increase in scale, complexity, and heterogeneity (CPUs, coprocessors, and accelerators)

of modern platforms, traditional programming models fail to deliver the expected performance

scalability. The main road-blocks precluding TCE from reaching the exascale regime can be

attributed to two factors:

1. lack of an efficient execution model that would define and utilize interdependencies

between particular tasks,

2. problems with data localization across the entire network - although a small portion

of data can be replicated, the large-size tensors distribution may not be synchronized

with a task pool and required data flow.

In many cases, these problems lead to insurmountable network congestion problems.

6.2 Tensor Algebra for Many-body Methods (TAMM)

The Tensor Algebra for Many-body Methods (TAMM) library provides one piece of infras-

tructure for NWChemEx to achieve a scalable performance–portable implementation of key

modules on exascale supercomputing platforms. In addition, TAMM extends the capabilities

needed for dense tensor contractions to contractions of block sparse tensors where the sparsity

structure is not known until runtime. TAMM provides a flexible infrastructure to specify

and manipulate data distribution, manage memory, and schedule tensor operations. This

infrastructure is, in turn, implemented using GA and MPI for scalable parallelization on

distributed-memory platforms and using optimized libraries for efficient intra-node execution

of tensor operation kernels on CPUs and accelerators.

TAMM builds on the experience of NWChem’s TCE and improves upon it in several

important ways. TCE focused on the generation of parallel Fortran 77 programs to execute

MO spin-orbital tensor contraction expressions. TAMM is designed to support a general
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Figure 1: Benchmark systems considered in EOMCC calculations: free-base porphyrin
(FBP), fused porphyrin dimer, FBP-fused-anthracene, and FBP fused coronene (left panel).
Scalability of the triples part of the CR- EOMCCSD(T) approach for the coronene fused
free-base porphyrin in the aug-cc-pVTZ basis set. Timings were determined from calculations
on the Jaguar Cray XT5 computer system at the. National Center for Computational Sciences
(right panel).

notion of index spaces, allowing the development of a much larger class of methods. A user

can create multiple index spaces corresponding to, for example, atomic, molecular, or localized

orbitals, and simultaneously use them in implementing a method209.

A method is implemented as a sequence of operations. This design separates the speci-

fication of the operations from their implementation. The TAMM scheduler manages the

execution of a collection of operations. It analyzes the dependencies between the operations

and the computation-communication requirements to execute operations in the most load-

balanced and communication-efficient way with the fewest number of global synchronizations.

Whereas TCE generated code to employ a specific parallelization strategy, the TAMM code

is schedule-independent. In particular, TAMM supports a variety of schedules to choose from

based on the operations to be executed.

In addition to automated load-balanced execution of tensor operations, TAMM is de-

signed to allow user control. The users can control data distribution, operation ordering,
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and the choice of parallelization strategy to construct custom execution plans for specific

computing platforms or input classes. To enable such automation, TAMM implements

multiple mechanisms that a user can choose from. Given the constraints imposed by the

user, TAMM automates the rest of the execution plan to construct an efficient execution

schedule. This allows the user to incrementally adapt the code using tailored execution

strategies with minimal programming effort. With the code generation strategy employed

by TCE, each operation’s schedule is explicitly encoded in the generated code. TAMM’s

runtime interpretation approach reduces the resulting code size, making it more readable and

optimizable.

Execution of operations using the TAMM library involves multi-granular dependence

analysis and task-based execution. At the coarsest level, the dependencies between operations

are analyzed to construct a macro operation-graph. When two operations share the same

data structure with one of them writing to it, the operations are said to conflict and cannot

be executed in parallel. The operation-graph is analyzed to identify and order the non-

parallel operations to minimize the number of synchronizations required. The operations

that can be scheduled in parallel are executed in a single program multiple data fashion. The

execution is compatible with MPI, and the operations are collectively executed on a given

MPI communicator.

Each operation is further partitioned into tasks. The tasks that constitute an operation

are produced using task iterators. Each task computes a portion of the operation, typically

a contribution to a block of data in the output tensor. Until it begins execution, a task

is migrateable and can be scheduled for execution on any compute node or processor core.

Once the execution of a task begins, the data required by the task are transferred to its

location. At this point, the task is bound to the process in which it is executing and cannot

be migrated.

This hierarchical parallelization enables the coordinated use of optimizations at different

granularities. For example, the user might decide to replicate an often-required small tensor.

This information can be used to automatically optimize locality for the remaining tensors and

automate communication overlap. The computation and communication requirements of the

tasks are profiled as they are executed. When an inefficiency (e.g., load imbalance or excessive
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remote communication) is detected, the tasks are remapped to address the inefficiency. This

new schedule is then used when the computation is executed again – as is the case in an

iterative algorithm.

Optimized execution of each task requires kernels optimized for the given platform. This

includes the exploitation of faster memory, GPUs, and vectorization choices. TAMM is

designed to allow the use of multiple external libraries that can provide these kernels. For

GPUs, the kernels from TAL-SH210,211 and TensorGen212 are used to ensure efficient execution.

In complementing the kernel execution, TAMM manages the data distribution and transfer

to minimize the data movement costs.

6.3 TiledArray

TiledArray (TA) is a generic framework that provides efficient implementation of the algebra

of distributed-memory dense and block-sparse tensors. The development of TA has been

driven by the needs of the newly-reengineered MPQC package,38 thus TA is designed to be

sufficiently generic to provide most of the features expected from a tensor library in the

electronic structure context (e.g., lazy evaluation of tensors for integral-direct electronic

structure methods, irregular tiling, and general sparsity models, among others) by non-

intrusive customization. Nevertheless, TA is fully domain-neutral, i.e., it is free of domain-

specific concepts, such as spin, but it can be customized to support domain-specific features.

TA supports multiple composition styles. The most common is the high-level math-like

“language” that allows non-experts to compose parallel tensor algebra in math-like form; e.g.,

the following expressions for the MP1 amplitude residual and the MP2 energy,

R
ij
ab =G

ij
ab + T ij

acF
c
b + T

ij
cbF

c
a − T ik

abF
j
k − T

kj
ab F

i
k (3)
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ij (2T

ij
ab − T
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are written in TA C++ as

R(”i, a, j, b”) = G(”i, a, j, b”) + Fv(”b, c”) ∗ T(”i, a, j, c”)

+Fv(”a, c”) ∗ T(”i, c, j, b”)− Fo(”j, k”) ∗ T(”i, a, k, b”)

−Fo(”i, k”) ∗ T(”k, a, j, b”);

double energy = G(”i, a, j, b”).dot(2∗T(”i, a, j, b”)− T(”i, b, j, a”));

with the corresponding TA Python code looking nearly identical to this.38 This style of

programming also supports expert-level features such as complete programmatic control of

sparsity, data distribution, and work partitioning. Other lower-level programming styles,

such as functional-style iteration over tensor blocks to explicit loops over tile indices and

direct byte-level access to the data, are also supported to provide experts with the ability to

compose arbitrary algorithms over general sparse tensorial data structures.213

TA has been designed to support efficient execution on modern and future hardware of

all scales, from a single multi-core machine to a cluster of multi-core, multi-GPU nodes, to

leadership-class supercomputers. To maximize the concurrency and hide latency, which is

crucial for alleviating the load imbalance and lower computation-to-communication ratio of

the irregular sparse tensor algebra, TA has an asynchronous, dataflow-style core. Namely,

the tensors in TA are collections of futures to data tiles, fulfilled by asynchronously executing

tasks, whose scheduling is driven by the data flow between tasks and between memory

spaces (e.g., between memories of different nodes, or between host and device memories

in heterogeneous nodes). By increasing the exploitable concurrency, the fine-grained task

composition allows one to overlap communication and computation, as well as overlap

execution of tasks within individual and across multiple unary/binary tensor expressions,

where possible. These low-level details of TA are implemented using the MADNESS parallel

runtime.113

In addition to the MADNESS runtime (which requires a thread-safe MPI214 implemen-

tation), TA also requires a BLAS library215 for optimized implementation of vector and

matrix algebra. Interfaces to linear algebra packages Eigen216 and ScaLAPACK217 and tensor
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algebra library BTAS218 are provided. For execution on CUDA-capable accelerators, TA

also requires the CUDA toolkit,69 the cuTT tensor transpose library219 and Umpire memory

management library.220

TA is implemented in the standard C++ language; the most recent version obeys the

2017 C++ ISO standard for most of the code (the CUDA-specific code uses the older, 2014

standard). TA bindings to Python were also developed recently.

A tensor contraction in TA, implemented as an asynchronous formulation of the 2D

SUMMA algorithm,221 has been demonstrated to scale efficiently to up to 256K cores for

large dense tensors; excellent strong scaling was also demonstrated for contractions of block-

sparse and block-rank-sparse tensors.201 Implementation of ground-state and excited-state

CC methods in MPQC based on TA have demonstrated excellent efficiency and strong scaling

on both conventional and heterogeneous clusters.222–224 Pilot implementation of pair natural

orbital CC methods for ground- and excited-states have also been demonstrated.223,225

7 Solvers

Numerical solvers for HF and DFT eigenvalue problems and CC non-linear equations play an

important role in computational chemistry. In earlier days, many quantum chemistry packages

implemented native solvers using algorithms provided in numerical recipes226 or embedded

subroutines from EISPACK227. As computer architectures have become more complex,

developing solvers that can run efficiently on modern distributed-memory parallel architecture

becomes a challenging task228. Fortunately, in the numerical analysis community, standards

for basic linear algebra subroutines (BLAS) emerged. By expressing many algorithms in

terms of these building blocks, one can benefit from vendor optimized BLAS to achieve high

performance with a minimal amount of effort. Furthermore, the development of open-source

LAPACK229 and ScaLAPACK217 libraries allows a new generation of stable and efficient

numerical linear algebra algorithms to be utilized by the computational chemistry community.

The exascale effort is inextricably associated with enabling a new class of solvers that can

significantly reduce the number of iterations required to meet convergence criteria. Another

aspect of the applied math effort is associated with identifying a physically meaningful solution
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that describes the physics/chemistry of interest. These problems are additionally amplified by

the non-linear character of electronic structure methods targeted in the NWChemEx project,

which includes HF, DFT, and CC formalisms. To illustrate the scale of these problems, one

should realize that in exascale applications of the canonical CC formalism, one will have

to solve sets of non-linear polynomial equations for 1011-1013 wave function parameters. In

the following part of this Section, we will describe state-of-the-art iterative formulations to

address this issue.

7.1 Eigensolver for HF and DFT

In each SCF iteration (for HF and DFT), we need to solve a generalized eigenvalue problem

HX = SXΛ, (5)

where H is the HF or the Kohn–Sham (KS) Hamiltonian matrix, S is the overlap matrix,

and X contains a subset of eigenvectors of the matrix pencil (H,S) associated with the ne

algebraically smallest eigenvalues. Here ne is usually associated with the number of electrons

in the chemical system.

In most quantum chemistry codes, the eigenvalue problem (5) is solved by a dense

eigensolver implemented in LAPACK229, ScaLAPACK217 or more recently in ELPA230,231.

Iterative eigensolver such as the Davidson’s method232, the locally optimal block precon-

ditioned conjugate gradient method233, and the Chebyshev polynomial filtering method234

are used for planewave83, finite difference235 and finite element236 discretization of the DFT

problem. Although recent progress in dense solvers has made them very efficient, there are a

number of drawbacks to using these solvers directly in the SCF iteration.

• It is difficult to make these solvers scalable beyond a few thousand cores due to sequential

bottlenecks in the reduction to a tridiagonal matrix procedure.

• One cannot easily trade accuracy for efficiency in these solvers. Since we typically do

not need highly accurate eigenvectors in early SCF cycles, a more efficient solver that

can provide approximate eigenvectors is sufficient.
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• These solvers typically do not make use of approximate eigenvectors produced from the

previous SCF cycle.

• Partial diagonalization can only be performed in the tridiagonal eigensolver, even

though more than two-thirds of the time is spent in reduction to tridiagonal form.

In NWChemEx, we adopt the spectrum slicing technique237–240 to design an eigensolver

that is more scalable. The basic idea is to divide the desired part of the spectrum into several

spectrum slices, each containing roughly the same number of eigenvalues. On the ith slice,

we apply a subspace iteration to the shifted and inverted operator (H − σiS)
−1S to compute

eigenvectors associated with eigenvalues closest to σi. Because computation associated with

different slices can be carried out independently and the subspace iteration can also be easily

parallelized, this approach has multiple levels of concurrency that can be fully exploited for

exascale computing platforms.

In this approach, we need to perform an LDLT factorization of the shifted Fock matrix

(KS Hamiltonian) H − σiS, and solve a number of linear systems within each slice. The

diagonal factor provides inertia counts that allow us to make sure all desired eigenpairs are

computed. A Lanczos-based algorithm is used to estimate the distribution of eigenvalues and

provide an initial partition of the spectrum241. The spectrum partition in subsequent SCF

cycles is obtained by analyzing the distribution of eigenvalues obtained from the previous

SCF cycle.

Within the SCF iterative process, there are similarities to the commonly used direct inver-

sion of iterative subspace (DIIS) method242,243. In the first SCF cycle, the approximation to

the desired eigenvectors are generated as linearly independent random vectors. In subsequent

SCF cycles, approximate eigenvectors obtained from the previous SCF cycles are used as the

starting guess. Typically, three to five subspace iterations are sufficient in each SCF cycle.

Another recent development in this field is the ELectronic Structure Infrastructure244

(ELSI) library. ELSI provides a unified interface for a variety of eigensolvers and density-

matrix-based solvers with either sparse or dense matrix representations. ELSI is already

integrated into DFTB+, DGDFT, FHI-aims, and SIESTA codes.245
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7.2 Newton–Krylov Solver for Coupled-Cluster Equations

The CC equations are traditionally solved by an inexact Newton algorithm of the form

T (k+1) = T (k) −
[
Ĵ (k)

]−1

R(T (k)) (6)

where Ĵ (k) is an approximate Jacobian matrix evaluated at T (k).

In CCSD calculations, a common practice is to choose Ĵ as a diagonal matrix with

orbital energy differences as the diagonal elements. This works well for problems in which the

Jacobian is diagonally dominant, which happens typically when the system is near equilibrium.

For systems far from equilibrium, the diagonal approximation may not be sufficient.

In NWChemEx, we have implemented a Newton–Krylov method246 for solving the CC

equations. Even though J is not explicitly available, it is possible to approximate the product

of J(T ) with any tensor W that has the same dimension as T . This can be accomplished

through a finite-difference calculation of the form

J(T )W ≈
R(T + hW )−R(T )

h
, (7)

where h is a small constant.

The possibility to approximate J(T )W by one extra function evaluation makes it possible

to solve the Newton equation by a Krylov subspace-based iterative method such as the

GMRES algorithm247, even when J(T ) is not explicitly available. This approach is often

referred to as the Newton–Krylov method.

An iterative procedure for computing the solution to the Newton correction equation

J (k)∆ = R(T (k)) (8)

can be accelerated by using a preconditioner P . Instead of solving (8), we solve

P−1J (k)∆ = P−1R(T (k)), (9)

with the hope that P−1J (k) has a smaller condition number that leads to faster convergence.
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DIIS is a commonly used technique in many codes to accelerate the convergence of iterative

methods for solving the CC equation and can be combined with the Newton–Krylov method.

At the k-th iteration, we form a new approximation as

T̃ (k+1) =
k∑

j=k−`

ωj

[
T (j) +∆(j)

]
, (10)

for some constant `, where the ωj ’s are chosen to be the solution to the following constrained

minimization problem

min∑
j ωj=1

‖
∑

j

ωj∆
(j)‖.

The k + 1 amplitude approximation is then computed from

T (k+1) = T̃ (k+1) − ∆̃(k+1),

where ∆̃(k+1) is the approximate solution to the Newton correction equation (8) or (9).

In a conventional DIIS procedure, both ∆(k) and D̃(k) are taken to be D−1R(T̃ (k)) and

D−1R(T (k)), respectively. When combined with the Newton–Krylov procedure, we simply

compute both of these corrections by a Krylov subspace iterative solver, such as the GMRES

method.

Figure 2 shows that the Newton–Krylov method is much more stable than the DIIS

method, as indicated by the monotonic reduction of the residual norm.248 For the Cr2 test

problem, the Newton–Krylov method and the combined Newton–Krylov method use fewer

number of residual function evaluations compared with that used in the DIIS method.
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Figure 2: A comparison of the convergence of the Newton–Krylov, DIIS, and combined
Newton–Krylov DIIS methods when they are applied to Cr2 at equilibrium distance. For each
method, we plot the residual norm at each iteration against the number of residual function
evaluations up to that iteration. The DIIS acceleration was applied every 5 inexact Newton
iterations and each Newton–Krylov iteration used a maximum of 5 GMRES iterations.

8 Gaussian Basis Hartree–Fock and Density Functional

Theory

In many Gaussian basis set HF and Kohn–Sham (KS) implementations, both HF249 and

KS-DFT250–252 are expressed as a set of matrix equations

FC = SCε (11)

where F, C, S and ε represent the Fock, coefficient, overlap and diagonal orbital energy

matrices, respectively. The problem of solving the HF/KS equations thus boils down to

solving a non-linear, generalized eigenvalue problem. The Fock matrix for both HF and KS

formalisms can be encompassed under a single framework as

Fµν = Hcore
µν +Gj

µν + αGk
µν + βGx−dft

µν + γGc−dft
µν (12)
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where Hcore is the one-electron contribution (kinetic and ion-electron), Gj and Gk represents

the two-electron (Coulomb and explicit exchange), Gx−dft and Gc−dft are the DFT exchange

and correlation (XC) parts, respectively. The mixing coefficients α, β, and γ help span the

HF and DFT limits. With α = 1, β = 0, γ = 0 one gets the pure HF limit, while the

pure DFT limit is obtained with α = 0, β = 1, γ = 0 and α < 1, β < 1, γ = 1 covers

the phase space of non-local hybrid-DFT forms. Most local, non-local (gradient-corrected),

global hybrid, range-separated hybrid and double hybrid and meta exchange-correlation

functionals253,254 have been implemented in NWChem.11,202 As we enter the exascale era,

the need to simulate larger systems with DFT requires reduced-scaling algorithms. Various

strategies have been explored over the years in a number of established codes within different

basis set formulations.23,39,40,78,80,81,202,255–266 Since the parallel Gaussian basis HF and DFT

implementations in NWChem have been described in detail in a recent review202, we will

focus on the implementation in NWChemEx in this paper.

Given that SCF computations are the starting point for most correlated computations, a

large part of NWChemEx’s initial focus is devoted to implementing a massively parallel,

local, density-fit SCF algorithm. The resulting algorithm differs from the canonical algorithm

in two key ways: first, density fitting is used to compress the order four electron-electron

repulsion tensor into an order three variant; second, the use of localized MOs allows for the

exploitation of sparsity in quantities involving MO indices (such quantities are typically dense

given the delocalized nature of the canonical MOs).

The SCF module in NWChemEx is the first major electronic structure method imple-

mented using the SDE. As a result, it is possible for the user to customize and extend

almost every part of the SCF algorithm from the input file. In particular, it is possible

to change the algorithms for building the: core Hamiltonian, Coulomb matrix, exchange

matrix, Fock matrix, and initial guess. While our initial efforts have been primarily focused

on implementing local variants of SCF, we anticipate that the flexibility provided by the

SDE will make it easier to develop architecture-specific algorithms.

One of the most expensive steps in the HF method is the calculation of the exchange

contribution to the Fock matrix. NWChemEx includes an implementation of a local, density-

fit algorithm for building the exchange matrix based on the work of Köppl and Werner.267
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Figure 3: Strong scaling of the GPU accelerated XC integration in NWChemEx in comparison
with the CPU implementation in NWChem for two large molecules in the 6-31G(d) basis
set: Olestra (453 atoms / 3181 basis functions) and Ubiquitin (1231 atoms / 10,292 basis
functions). Each Summit Resource Set consists of 7 CPUs and 1 GPU. NWChemEx exhibits
nearly identical linear scaling behaviour as NWChem to hundreds of CPUs + GPUs while
admitting O(5-10x) speedup over the CPU implementation.

Localized MOs are formed to introduce the necessary sparsity for reduced scaling. Subsets

("domains") of the atomic orbital (AO) basis and fitting functions are formed for each MO

based on thresholds for the localized MO coefficients, three-center electron repulsion integral

screening, and localized MO charges. The domains are defined such that all the functions

on an atom center are either included or excluded in the domain. As the size of the system

increases, domain sizes eventually become constant so that, asymptotically, the algorithm

scales linearly with respect to the system size. The sparse tensors and contractions required

by the method are implemented using the TA framework. In order to support larger tensor

block sizes for efficient matrix multiplication, the NWChemEx implementation allows the

domains to be defined as maps between groups of MOs to groups of atoms. This creates a

trade-off between the efficiency of the tensor contractions and the amount of sparsity captured

by the domains.

As a part of the SCF module, NWChemEx includes a scalable implementation of

Kohn–Sham density functional theory (KS-DFT) for Gaussian basis sets. As the target
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of NWChemEx is performance on leadership class exascale computing architectures, the

majority of development effort has been afforded the computation and assembly of KS

Fock matrix components (equation (12)) while leveraging the computational power of GPU

accelerators in a distributed environment. Over the last few decades, an immense research

effort directed towards the development of GPU accelerated Gaussian basis set KS-DFT,268–273

a majority of which has been focused on the development of highly efficient algorithms for the

evaluation and digestion of the electron repulsion integrals (ERI) required for the formation

of the Coulomb and explicit exchange components of the Fock matrix.61,65,255,268,274–280 A

major component of this effort in NWChemEx has been the development of an efficient and

highly scalable algorithm for the numerical integration of the XC potential on clusters of

GPU accelerators.281 The key component of this algorithm is the reliance on highly tuned,

microarchitecture optimized implementations of GPU accelerated batched level-3 BLAS

operations such as matrix multiply (GEMM) and symmetric rank-2k updates (SYR2K)

to achieve high computational efficiency across a wide range of GPU hardware. Example

comparisons of the strong scaling of the XC integration in NWChem and NWChemEx

for a set of large molecules are given in Fig. 3. Overall, the scalable GPU accelerated XC

integration in NWChemEx has been demonstrated to exhibit O(5x-10x) speedups over the

existing CPU implementation in NWChem.

9 Plane-Wave DFT

The pseudopotential plane-wave method and the related pseudopotential uniform grid real-

space method is a popular, fast, and efficient way to implement KS-DFT29,45,83,109,235,250,251,282–299.

In this approach, the fast varying parts inside the atomic core regions of the valence wavefunc-

tions are removed and replaced by pseudopotentials and the related projector augmented wave

potentials (PAW)300–304, which are generated by requiring that the resulting pseudoatoms

have the same scattering properties as the original atoms305–311. The justification for this

approach is that the electronic structure of chemical bonding is in the interstitial region

outside the atomic core regions. These methods over the years have become an important

class of quantum chemistry methods that can be used to model chemistry and dynamics of
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molecular and condensed phase systems while retaining an electronic structure description of

their interactions. Moreover, even with the difficulties in parallelizing certain kernels in these

methods (i.e., fast Fourier transforms), highly efficient parallel algorithms have continued

to be developed, which have allowed these methods to keep up over several generations in

high-performance computing architectures.

Within the plane-wave approach the single-particle wavefunctions of a periodic system

can be expanded, in general, as292,293,295,312:

ψjk(r) = eık·r
∑

G

ψ̃jk(G)eıG·r (13)

where k is a vector in the first Brillouin zone, G is the reciprocal lattice vector, and j

represents the orbital index. For molecules (isolated systems), the Brillouin zone sampling is

limited to the Γ-point (k = 0) which gives,

ψj(r) =
∑

G

ψ̃j(G)eıG·r (14)

The size of the plane-wave basis set expansion is determined by the maximum kinetic energy

cutoff (Ecut) via the following relation:

1

2
|G|2 < Ecut (15)

Some favorable features of the plane-wave expansion include: being able to treat periodic

systems in a seamless way, efficient calculation of the expansion coefficients using Fast Fourier

Transform (FFT) techniques, independence of the basis with respect to nuclear positions

which makes it immune to superposition and over-completeness problems which are critical

issues in local basis set approaches.

Since plane-wave basis sets are typically much larger than a local basis, explicit Fock

matrix construction and diagonalization is avoided in favor of direct optimization approaches

like conjugate gradient minimization286,313,314. The most time-consuming steps of plane-wave-

based algorithms are the evaluation of the pseudopotential (specifically the application of

atom-based projectors in non-local pseudopotentials), wavefunction orthogonalization, and
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exact exchange (if needed) in the description of the exchange-correlation.

Several parallelization strategies have been explored by several groups48,48,82,292,304,315–322

over the years and the different approaches have been implemented in NWChem. For an

overview of the parallel plane-wave DFT implementation in NWChem, we refer the reader

to a recent review.202

The very high amount of parallelism available on future exascale machines with many-

core processors and/or separate GPU devices requires developers to carefully revisit the

implementation of their programs in order to make use of this hardware efficiently. The

exascale systems require the development of new hybrid algorithms to effectively utilize these

machines – requiring an extensive redesign, and essentially complete rewrite, of the old codes.

These new developments are currently being implemented as a part of NWChemEx. Over the

last two years, we have been developing hybrid OpenMP-MPI and SYCL-MPI algorithms.

The OpenMP-MPI algorithms were initially implemented in the NWChem program and

are now being ported into NWChemEx. The SYCL-MPI algorithms are being directly

implemented into NWChemEx.

Many of the details for the OpenMP-MPI hybrid algorithms can already be found in

several recent papers al48,322,323. In Figure 4 the timing results for a full AIMD simulation of

256 water molecules on 16, 32, 64, 128, 256, and 1024 KNL nodes with 66 threads per node

are shown. Leaving out two cores of each Xeon Phi processor during the computations is best

for performance. The most likely explanation for the small degradation in performance when

including the additional two cores is due to the overhead of the operating system and MPI

processes running on the node. The “Cori” system at NERSC was used to run the benchmark,

a Car–Parrinello simulations of 256 H2O with an FFT grid of Ng = 1803 (Ne=2056) using

the plane-wave DFT module (PSPW) in NWChem. The size of this benchmark simulation

is about 4 times larger than many mid-size AIMD simulations carried out in recent years,

e.g., in recent work by Bylaska et al.324–329. The overall timings show strong scaling up to

1024 KNL nodes (69632 cores) and the timings of the major kernels, the pipelined 3D FFTs,

non-local pseudopotential, and Lagrange multiplier kernels all displayed significant speedups.

As part of the NWChemEx development, we are also building an infrastructure for a
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Figure 4: Scalability of major components of an AIMD step on the Xeon Phi partition for
“water256”. Figure from Bylaska et al.48.

completely new O(N) AIMD code. In this proposed development, we are generally following

the strategy of Fattenbert et al.297,330. However, we are using several different design choices

compared with this prior work. The main difference in our development is that we are making

more extensive use of 3D FFTs for interpolation and efficiency. Most notably, the iterative

multi-grid Poisson solver is being replaced by a large parallel 3D FFT.

The overall data layout of the O(N) AIMD algorithm is shown in Fig. 5. The overall

space of the simulation is described by the density grid. The ψ patches, depicted as yellow

grids, are used to describe the space for each of the localized wavefunctions. For each

simulation, there are Ne ψ patches, i.e., a patch for each localized wavefunctions. During a

AIMD simulation the patches are moved to follow the motion of the localized ψ.

The key parts to the O(N) AIMD algorithm are as follows.

• Use penalty functions to keep ψ’s constrained to patches (yellow grids).
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Figure 5: Multiple density grids where subgroups of {ψ} are stored on different density grids.

• The non-local pseudopotential, VNL, and the kinetic energy operator, ∇2, are localized

operators and are computed on the patches. These require FFTs on yellow grids for

accurate interpolation or, alternatively, a real-space form can be used.

• Enforcing orthogonality, requires the evaluation of overlap matrices between different ψ

and iteration algorithms that require sparse matrix multiply.

• Density operations, i.e., Vxc and VH , and local pseudopotentials, Vlocal, are evaluated on

the blue grids. Requires 3D FFTs across blue grids.

• Exact exchange operator, requires the evaluation of 3D FFTs over overlap densities.

These algorithms are following the prior work which used an incomplete butterfly

algorithm, except that the incomplete butterfly algorithm is being generalized to be

carried out across multiple density grids.

• Multiple density grids are used. To handle load balancing for simulations where there

are large regions of space that do not contain ψ, e.g., slab simulations, we generalize

the computational space to have multiple density grids, where each grid has its own

group of localized ψ (see Fig. 5).

During each iteration of an AIMD simulation in this scheme, Ne KS orbitals, ψ(r, 1 : Ne),

are converted from real space to reciprocal space and Ne orbital gradients (i.e. kinetic energy
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Figure 6: (Top) Illustration of computational steps in a specialized 3D FFT used to build a
patch 3D FFT. (Bottom) Illustration of the pipelined 3D FFT algorithm used in the AIMD
code.

and non-local pseudopotential operators) are transformed from real space to reciprocal space

to real space. This corresponds to computing Ne reverse 3D FFTs and Ne forward 3D FFTs

on the patch grids (i.e., yellow grids).

Each parallel 3D FFT 304,323,331–333 consists of six distinct steps, each of which is executed

for each of the Ne KS orbitals in a pipelined fashion, as illustrated in Figure 6. For the

forward 3D FFT, the steps are (in reverse order for backward FFTs):

1. Unpack the reciprocal space sphere into a 3D cube, where the leading dimension of the

cube is the z-direction, second dimension is the x-direction, and the third dimension is

the y-direction, i.e., cube stored as z, x, y.
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2. Perform nx×ny 1D FFTs along the z-direction. Note that only the arrays that intersect

the sphere need to be computed.

3. Rotate the cube so that the first dimension is the y-direction, z, x, y → y, z, x.

4. Perform nz × nx 1D FFTs along the y-direction.

5. Rotate the cube so that the first dimension is the x-direction, y, z, x→ x, y, z.

6. Perform ny × nz 1D FFTs along the x-direction.

Note that the 1st step in the above algorithm could be eliminated, however, reducing the

reciprocal space to a sphere substantially improves the parallelization of the overall 3D FFT.

In developing the patch 3D FFTs, the 3D FFT algorithms contained in the NWChem

plane-wave module (called NWPW) have been modified. These algorithms have already been

generalized to use a hybrid MPI-OpenMP model where the planes of 1D FFTs in steps 2, 4,

and 6 execute on multiple threads through an OpenMP DO directive so that a single 1D FFT

is carried out on one thread. The data rearrangement in steps 1, 3, and 5 is threaded using a

DO directive on the loops that perform the data-copying on the node. These algorithms will

be generalized to use the GPU-MPI programming model in the near future. There have also

been recent developments for 3D FFT algorithms using GPUs that show promise and may

be end up being used in our developments334. A key aspect of these algorithms is that they

are implemented using core point to point communication routines, i.e., non-blocking MPI

primitives. More details on the implementation of these FFTs can be found in prior work by

Bylaska et al.92,304,320.

These 3D FFT algorithms are transformed to patch grids by using a mapping function for

the patch grids to a standardized grid in which the point to point communications have been

defined. Implementation of these algorithms is relatively straightforward, although the old

code contained in NWChem was not usable for this development because it does not allow a

dynamic number of instances (the overhead of Fortran 77 made this not practical).
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10 Coupled-Cluster

Various CC approximations335–341 have evolved into the working engines of high-accuracy

computational chemistry and have been implemented in most of the electronic structure

codes. The success of the CC theory in capturing electron correlation effects originates in:

• Size-consistency of the theory associated with the connected character of diagrams

contributing to the CC equations. This property allows one to correctly describe

chemical reactions and dissociation processes.

• Higher-order excitations can be approximated as products of lower-rank cluster opera-

tors.

• Systematic, and rapid, convergence of the properties with the excitation rank of the

cluster operator.

The perturbative nature of the CC formalism also allows one to incorporate higher-order

clusters using various perturbative techniques. Undoubtedly, the best-known example falling

into this category is the ubiquitous CCSD(T) formalism342.

Two key factors limit the usefulness of accurate CC methods to practical problems of

interest to experimentalists:

• First, the rapid (high-order polynomial) growth of the computational cost with the molec-

ular size N . Namely, CCSD,338 CC with singles, doubles, and triples (CCSDT),343–345

CC with singles, doubles, triples and quadruples (CCSDTQ),346,347 have asymptotic

operations costs proportional to n2
on

4
u, n

3
on

5
u, and n4

on
6
u, respectively (where no and nu

denote the number of correlated occupied and unoccupied orbitals, respectively, and

grow in proportion to the system size N), whereas the cost of the non-iterative (T)

contribution in CCSD(T) is proportional to n3
on

4
u. Hence, doubling the system size

increases the computational expense of even the simplest CC methods by more than

two orders of magnitude;

• Second, the slow basis set convergence of the correlation energy. To reduce the basis

set error of correlation energy to chemically-relevant levels large basis sets are required
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(100+ basis functions/atom), and the asymptotic rate of convergence to the basis set

limit is very slow: halving the basis set error increases the computational cost by more

than one order of magnitude.

The high computational complexity of the modern wave function methods can be alleviated

somewhat by taking advantage of modern distributed-memory parallel computers such as

pioneered by the original NWChem project. Nevertheless, the development of parallel

algorithms must be accompanied by fundamental improvements of these methods since even

a million-fold concurrency would only allow an increase of the system size by a factor of ten

or so. Thus to make the NWChemEx project transformative, rather than incremental, it is

mandatory to address both of these key issues.

To reduce the cost and complexity of CC methods NWChemEx pursues several direc-

tions, namely by compressing the Hamiltonian via Cholesky-based tensor factorization (see

Section 10.1) and by local compression of the cluster operators in the pair natural orbital

framework (see Sections 10.1 and 10.2). Furthermore, the basis-set problem of CC methods is

addressed by developing the explicitly correlated CC formulation therefore (see Section 10.3).

10.1 Cholesky-decomposition-based CC formulations

Since the CCSD(T) approach was a target of numerous development efforts, special attention

has been paid to reducing the memory requirements associated with the storage of the most

memory demanding tensor in the CCSD(T) workflow representing two-electron integrals.

Among several tensor decomposition techniques, two of them – Cholesky decomposition348–351

and Density Fitting352–358– have assumed special position in the development of CC imple-

mentations224,358–367 based on the approximate representation of two-electron integrals. These

methods also open alternative ways for optimizing the operation count, data representation,

and communication of the parallel codes, which is especially true for the iterative CCSD

formalism (being an intermediate step in the CCSD(T) calculation). In NWChemEx we

enable a CCSD(T) implementation using Cholesky decomposition for atomic two-electron

integrals (µν|ρσ)

(µν|ρσ) =
∑

K

LK
µνL

K
ρσ , (16)
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Figure 7: Structures of carbon–hydrogen systems chosen for the benchmark test of the
low-rank compound decomposition procedure of the two-electron integral tensor, the linear
relationship between the number of Cholesky vectors , m, and the number of basis functions,
Nb, and the average number of singular vectors per Cholesky vector (n̄SV D).

where LK
µν (or LK

pq in the molecular orbital basis) are the Cholesky vectors. To further

compress two-electron integrals, we have also tested an approach where Cholesky vectors are

further compressed using Singular Value Decomposition (SVD).368 The combined CD-SVD

decomposition was validated on 1-, 2-, and 3-dimensional systems showing a significant

reduction of storage requirements for two-electron integrals from O(N4
b ) to N2

b log(Nb) (see

Fig. 7) without a significant loss in accuracy for ground-state energies, excitation energies,

and non-linear optical properties (see Ref.368 and Fig. 8 for details) – where Nb is the number

of basis functions.

A significant effort was expended to optimize the algebraic form of the CCSD-CD

equations using TAMM functionalities. The main difference between canonical and Cholesky-

decomposition-based equations is the fact that in the latter case a larger number of contractions

between low-rank tensors are involved. In contrast to the canonical formulation, expressions

in the CD-based parameterizations can be further factorized and parallelized due to the fact

that large batches of CD or CD-SVD vectors can be stored locally, which significantly reduces

the inter-node communications. Additionally, imposing a tile structure on all indices including

orbital/spin-orbital ([i],[j],...,[a],[b],...) and Cholesky ([K]) leads to significant
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Figure 8: Deviations of ground-state correlation energies (a), excitation energies for first
excited state (b), and static polarizabilities (c) calculated at the CCSD level for the selected
1-D, 2-D, 3-D carbon–hydrogen systems along with the change of θCD and θSVD.

improvements in the performance of the code (especially, when the size of the [K] tiles is

significantly bigger than the sizes of molecular tiles).

10.2 Reduced-Scaling CC methods based on Pair Natural Orbitals

As shown in the previous Section, it is possible to reduce the cost of the CCSD method by

compression of the Hamiltonian, however, reduction of the operation complexity requires

compressing the basis used to express the cluster operator. Any such reduction of the

computational complexity takes advantage of the rapid decay of many-electron correlations

with distances in most chemical situations; truncation of these interactions can be done in

several ways.

1. One group of approaches truncates the many-body expansion (MBE) of the energy,

which is a sum of one-, two-, and higher-body components:

E =
∑

A

EA +
∑

A<B

∆EAB +
∑

A<B<C

∆EABC + . . . (17)

This series converges quickly if classical long-range interactions (e.g., electrostatic

polarization) are renormalized into one-body energies by performing a self-consistent

calculation on the entire system and if the fragments are chosen larger than the quantum

correlation length of the system. The many approaches based on truncated variants

of Eq. (17) differ in the manner of renormalization, fragment definition, and levels of
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theory; however, they all share an essential technical trait that (after renormalization)

computations on sets of fragments are independent of one another (hence suitable

for coarse-grain parallelization of the work) and utilize standard electronic structure

approaches. We will only mention the fragment molecular orbital method,369 the

incremental correlation scheme370 and the cluster-in-molecules approach.371 The reader

is referred to several reviews for more information.372,373 Evaluation of properties with

these approaches is also possible by differentiating the truncated MBE with respect to

the perturbation parameter.

2. Another group of approaches truncates the operators and wave functions directly by

representing them in a form that reveals their sparse structure. In molecular applications,

this means using spatially localized basis sets (AOs, localized MOs, and finite/spectral

elements) or grids. The oldest approaches of this kind were the “local correlation”

methods of Pulay,374 first implemented by Saebo and Pulay.375,376 The original ansatz

used the non-orthogonal projected atomic orbitals to represent unoccupied states.

Its large-scale use has been made possible by the work of Werner, Schütz and co-

workers377,378 who have developed and refined an efficient implementation of the concept.

Other unoccupied orbital bases have been considered: pair-natural orbitals (PNOs)

investigated by Edmiston, Krauss, Meyer, Ahlrichs, Kutzelnigg, Neese and others,379–386

orbital-specific virtuals (OSVs) of Chan and Manby,387 and localized virtual orbitals of

Jørgensen.388,389 Another group of approaches expresses many-body methods exclusively

or primarily in the AO basis and exploit the resulting sparsity to attain reduced

complexity; these methods were pioneered by Almlöf390 and developed further by

Scuseria, Ochsenfeld, and others.391,392 Lastly, an initial O(N3) implementation of

MP2 and CC2 based on adaptive spectral element-based representation was recently

described by Bischoff, Valeev, and co-workers.113,393

Most important recent development of accurate reduced/linear-scaling CC methods have

employed PNOs385,386 and other closely related concepts.387,394,395 Although PNOs date back

to the 60s and 70s and the work of Edmiston and Krauss,380,396 Meyer,381,382,397 Ahlrichs

and Kutzelnigg,384,398–400 and others, their recent use was popularized by the work of Neese
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and co-workers,385,386 who showed that they become competitive with canonical methods

rather early. PNO-based compression combined with local (“domain”) formalism (which

alone is sufficient for linear scaling as shown by Werner and co-workers359,401–403) gives rise

to reduced404,405 and even linear scaling394,395,406–411,411–413 variants of the PNO CC methods,

becoming competitive with canonical CC implementations for systems with as few as 10-20

atoms. These dramatic developments have prompted us to make the domain-based PNO CC

methods a major focus of the NWChemEx project.

The PNOs of pair ij are the eigenvectors of the pair-specific density D
ij:

D
ij
U

ij = U
ij
n
ij, (18)

with (Uij)ba ≡ Ubaij the coefficient of MO b in PNO aij, and (nij)ab ≡ naijδaijbij the corre-

sponding occupancy.1 The pair density matrix,

D
ij =

1

1 + δij

(
T̃

ij†
T

ij + T̃
ij
T

ij†
)
, (19)

is defined from the 2-body amplitudes T
(ij), where (Tij)ab ≡ T

ij
ab and T̃

ij
ab = 2T ij

ab − T
ij
ba. To

realize computational savings only those PNOs are kept for which naij ≥ τPNO, where the

truncation threshold, τPNO, is a user-defined model parameter (setting τPNO = 0 makes the

PNO-based representation exact). For a finite (nonzero) τPNO the number of PNOs per pair

is independent of the system size, thus using the truncated PNO basis reduces the number of

amplitudes
(
T̄

ij
)
aijbij

from O (N4) to O (N2). 1-body amplitudes T̄
i are similarly expressed

in a truncated basis of OSVs Ui, typically taken to be PNOs of pair ii truncated with tighter

threshold than the PNOs themselves.

The quality of the PNO representation is controlled by truncation parameter τPNO and the

type of guess 2-body amplitudes used to define the PNOs. Several types of guess amplitudes

have been tried originally;380–382,384,396,397 the standard approach nowadays is to compute

PNOs from first-order Møller–Plesset (MP1) amplitudes,385 defined in the canonical MO

1Following convention, we have used i, j, . . . ; a, b, . . . ; and p, q, . . . for the occupied, virtual, and general

orbitals in the HF basis, respectively.
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basis as

T
ij
ab =

g
ij
ab

f i
i + f

j
j − fa

a − f b
b

, (20)

with f p
q = 〈p| f̂ |q〉 the matrix elements of the Fock operator (often localized occupied orbitals

are used directly in eq. (20), resulting in so-called as semicanonical MP1 amplitudes)385.

This approach has also been generalized by Tew and co-workers in the context of explicitly

correlated methods.414 Recently it was shown that by iterative optimization of PNOs in

coupled-cluster methods the PNO truncation error can be greatly reduced.225 Similarly, PNOs

can be computed purely numerically.415

The main challenge of domain-local pair natural orbital (DLPNO) methods is the need for

high-performance algebra of block-sparse and hierarchical tensors. Whereas in conventional

CC theory one computes with ordinary dense tensors like tijab and gabcd and optionally with

static block-sparse structure due to spin, geometric, and other symmetries, in PNO CC

methods one computes with more complex tensorial data t
ij
aijbij

and g
aijbij
cijdij

, which can be

represented in a number of ways (e.g., as regular sparse tensors, or hierarchical block-sparse

tensors), and, importantly, with their sparse structure determined by dynamical factors such

as properties of the particular molecular system, variations between iterations, etc. Not only

do DLPNO methods present novel tensorial data structures, but the equations themselves

are different from those of the traditional CC and they involve new types of operations (e.g.,

Hadamard products). The NWChemEx framework will include support for efficient parallel

implementation of reduced-scaling PNO MP2, CCSD, and CCSD(T) energies.

10.3 Explicitly correlated CC methods

The pursuit of predictive simulation of electronic structure involves controlling both the

accuracy (e.g., the Hamiltonian approximation and the wave function ansatz) as well as

precision, namely, the numerical errors that arise due to discretization of the CC equations.

The numerical error of many-body methods like CCSD(T) in their standard formalism,

unfortunately, suffers from the slow asymptotic decay due to the singularity of the Coulomb

electron-electron interaction, and the resulting cusps in the electronic wave function whenever
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two electrons meet.416–418 This translates into rapid asymptotic growth of the computational

cost with the desired precision; most importantly, the use of small basis sets results in

unacceptably large errors for key properties like reaction energetics, vibrational frequencies,

and spin-spin couplings. To make reduced-scaling many-body methods a viable alternative

to DFT it is mandatory to reduce their basis set errors. This is accomplished most robustly

by building in the cusp-like structure into the wave function via terms dependent on the

interelectronic distances. Such explicitly correlated formalisms, specifically in the form of the

R12/F12 methods,419–421 greatly reduce the basis set error by typically 2 cardinal numbers of

the correlation consistent basis set family. The NWChemEx framework will include support

for the F12 variants of the standard and the reduced-scaling (DLPNO) variants of the CC

methods.

11 Classical Molecular Dynamics

The generation of extended molecular time-trajectories is a principal and general challenge

for biomolecular modeling and simulation, and advanced simulation methodologies need

to be used to implement algorithms that enable the capture of dynamical, energetic and

thermodynamical features central to molecular research.422 The molecular-level processes to

be understood through the application of computer simulation include protein folding, protein

docking, complex enzymatic reactions, and the association and function of large protein and

protein-DNA complexes. The common challenge is the need for sufficiently long simulation

times for sufficiently large ensembles of conformations to capture the relevant events. Using

MD simulation codes on very large processor count heterogeneous and accelerated computer

architectures requires an extensive analysis of the algorithms used and the formulation of an

implementation strategy that leads to significant performance improvements.423

The most efficient implementation of MD is based on a domain decomposition approach.

Domain decomposition has been shown to be the most efficient approach on distributed-

memory systems and is being used by most major classical simulation packages. Physical

space is decomposed into rectangular cells that are assigned to one of the available process

ranks. A main difference among the multiple MD packages is in how the inter-cell interactions
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are communicated and computed and how the work is load-balanced while the chemical system

is moving in real space. In NWChem, two methods are implemented to dynamically optimize

load-balance between processes. First, the ’ownership’ of a cell-pair can dynamically switch

from the busiest to the less busy rank. Second, the physical space of the computationally most

intensive cell can be dynamically made smaller, thereby increasing the size of neighboring,

less computationally intensive cells. The second method typically requires redistribution of

atoms between ranks with associated communication, and is only applied if the first method

of cell-pair distribution no longer leads to improved load-balance.424,425.

The MD implementation in NWChem requires each process rank used in a simulation to

be assigned at least one cell in the domain decomposition. While this a good approach for

large molecular systems, it limits the use of large numbers of processes for moderately sized

chemical systems. The implications for parallel efficiency, communication requirements, and

load-balancing options of a new approach based on the distribution of the cell-cell pair list

was analyzed as the design target for NWChemEx.426

In NWChemEx, a new data structure has been designed to maximally exploit locality

and reduction of communication and memory requirements.427 The computational workload

depends on the distribution based on relative orientation of cells within the physical decom-

position. Duplication of cell-cell pairs in our current prototype allows the use of a number of

processes up to 42 times the number of cells in the system. The most important challenge

for scalability of classical MD is the need for synchronization after the evaluation of forces

and after updating the coordinates. Large process counts make the use of explicit global

synchronizations very inefficient, and redesigned kernels without explicit synchronization

are required for computational efficiency. All synchronizations can be made implicit by

having processes wait only for expected neighbor contributions before continuing. Such a

local synchronization approach effectively improves scalability by avoiding the causes of

time inefficiencies in global reduction and synchronization operations. This feature can be

accomplished in part by using GA features in a recently developed put-notify mode allowing

all communication to be expressed using a push-data model instead of the traditional pull-data

model and was shown to result in an order of magnitude better scalability of the implemented

MD simulation module in the ARGOS428 code (a prototype for NWChemEx) compared to
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NWChem.426

The chosen approach is being implemented in a MD kernel for use on modern hetero-

geneous accelerated architectures.429 Work is ongoing to implement further improvements

and optimizations of intra-node parallelism, topology-aware data structure assignment, and

data communication protocols that reduce movement of data needed by multiple processes

on a node only once to that node. Polling mechanisms for each of the processes will be

used to determine the availability of the data. The implementation will make extensive

use of features of the GA toolkit. In addition, data communication will be hidden behind

computation through the use of a small number (typically three) dedicated processes to

handle control tasks, such as global accumulation of kinetic energy and virial for constant

temperature and pressure simulations as well as the collection of data for trajectory and

property recording during simulations runs. A prototype MD kernel has been extensively

instrumented for detailed wall clock time analysis of all components in MD time steps,

including communication, computation, and implicit synchronization times. Such analysis

details assist in identifying opportunities to reduce load imbalance, avoid communication

cost, and improve parallelism. The utilization of the data-centric capabilities enabled by

the GA/ARMCI (Aggregate Remote Memory Copy Interface) PGAS programming model

provides unique opportunities to address the primary challenges for parallel scalability of MD

time-stepping algorithms. The one-sided asynchronous communication operations provided

by the ARMCI communication model and the global, data-centric view of GA allow for an

intuitive way to avoid both global and local explicit synchronous operations and to effectively

manage concurrent communication and computation.

12 Embedding Methods

When dealing with moderate to large chemical systems requiring chemical accuracy, an

accurate theoretical treatment of the entire system with ab initio wavefunction approaches

can become computationally prohibitive very quickly. Embedding or hybrid approaches,

where a smaller chemically relevant active region is treated with a higher-level wavefunction

approach in a background environment represented at a lower-level approximation, can
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mitigate this issue.

Over the years, several embedding strategies have been developed at different levels of

complexity, such as: ONIOM430, electrostatic embedding431, quantum mechanics/molecular

mechanics (QM/MM)432,433, fragment methods372, density-functional-based embedding434–438,

density embedding (DET)439, density matrix embedding (DMET)440, projector-based em-

bedding441–443, embedded mean-field theory444, self-energy445 and Green’s function embed-

ding.446–448 For a general overview of embedding approaches we refer the reader to numerous

reviews that have been published on the subject.372,431,449–453

All embedding approaches rely on partitioning the full system into subsystems and a

definition of the energy. For two subsystems, A embedded in the environment of B, one can,

within the language of DFT, write the formal DFT-in-DFT embedding energy expression

as435,

E
full
DFT−in−DFT = E

full
DFT + (ẼA

DFT − ẼA
DFT ) (21)

and, similarly, the wavefunction (WF)-in-DFT embedding energy as

E
full
WF−in−DFT = E

full
DFT + (ẼA

WF − ẼA
DFT ) (22)

where Efull
DFT is the DFT energy for the full system and ẼA

DFT and ẼA
WF are the embedded

energies of subsystem A at the DFT and WF levels of theory, respectively. Clearly, the

correction in parenthesis to the full DFT energy cancels for same, and is non-zero for different,

exchange-correlation functionals in Eq.21, while the correction is almost always non-zero with

a wavefunction method as in Eq.22.

Depending on the nature of the electronic structure of the system, partitioning can

become strongly system dependent. This is especially the case if the subsystem partitioning

involves strongly bonded, i.e., covalently bonded, environments. From a quantum embedding

standpoint, this imposes another stringent requirement, namely, orthogonality between the

subsystems.

The projector-based embedding approach, which has its roots in the pioneering work

of Phillips and Kleinman306 and Huzinaga and Cantu454,455 on the formal separability of

many-electron systems, has been explored with renewed interest recently.442,443 Within this
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approach, the partitioning is achieved as projections between subspaces instead of physical

partitioning, which ensures the orthogonality requirement. In addition, it also provides a

natural way to generalize the embedding problem to multiple systems, represented at different

levels of theory. This approach has been further explored and developed with great success

in recent years both in molecular and periodic systems, with the main difference being

the choice of the projection operator, namely, the Huzinaga or level-shift-based projection

operators.442,443,454–456 Another key component of the projection approach involves the de-

composition of the orbital spaces, where different promising schemes have been developed

and is an active area of research.438,442,443,457–461

In NWChemEx, we are developing a general and scalable embedding framework to

support the projector-based embedding approach including orbital partitioning, so that

different levels of electronic structure theories may be combined as well as other embedding

variants like quantum-classical embedding.

13 Conclusions and Future Directions

As exascale machines get closer to existence, hardware is growing more complex (multiple

layers of memory, accelerators in addition to CPUs, etc.) in a way that has a direct effect on

programmers as they seek to efficiently use the resources on the machine (for example, fully

taking advantage of any available high bandwidth memory). This review article addresses some

of the challenges for addressing these complex hardware and associated software issues. The

NWChemEx project, as an exemplar of the constantly changing computational landscape,

has been designed for flexibility and performance to respond to these challenges through

reduced-scaling methods, careful design, OOP conventions, modularity and abstractions,

the SDE framework, and solid software engineering practices. Capabilities like unit testing,

software review, and checkpoint/restart have been added into the framework and software

engineering practices from the beginning to ensure that NWChemEx has a solid base from

which to build upon.

The emergence of next-generation exascale architectures offers a unique opportunity to

address outstanding and previously unobtainable chemical challenges with methodologies that
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describe electron correlation effects and reduce dependence on basis set choice. Novel reduced-

scaling techniques that take advantage of the local character of correlation effects and efficiently

utilize massively parallel architectures through innovative programming tools will significantly

reshape the landscape of high-accuracy simulations. The design and implementation of

such methods and algorithms requires a program suite under which these approaches and

tools can be designed, and NWChemEx strives to be at the forefront of this development.

NWChemEx will offer the possibility of performing simulations with an unprecedented

level of accuracy for systems several orders of magnitude larger than systems tractable by

canonical formulations of theoretical methods. This transition requires redefinition, redesign,

and extension of parallel tensor libraries to cope with challenges posed by efficient exascale

implementations of sparse tensors contractions that underlie reduced-scaling CC formulations.

To achieve this goal, TA and TAMM are used to enable facile development of the algorithms

and to provide performance on CPUs and GPUs for local versions of HF, DFT, and CC

methods.

The arrival of exascale systems like the Argonne Leadership Computing Facility (ALCF)

Aurora computer or the Oak Ridge Leadership Computing Facility (OLCF) Frontier machine,

which are expected to arrive in the 2021-2023 time frame will allow for the performance analysis

and validation of current and future progress of NWChemEx. Moving forward, NWChemEx

will include continued development of reduced-scaling methods coupled with potential energy

surface sampling methods to enable highly accurate calculations of both enthalpy and entropy

effects. In addition, future work will also involve incorporating community standards and

interfacing with other software development projects for property type APIs and additional

functionality into the code.

NWChemEx will significantly shift the envelope for systems-size limits tractable by

high-accuracy methods. In the near-time perspective, NWChemEx will focus on select

classes of methodologies mainly related to the reduced-scale approaches. Once the sparse

infrastructure matures, deploying new formulations and extension to excited-state problems,

strongly correlated methods, properties calculations, and molecular dynamics should be

much easier and less time consuming. We envision and anticipate that the full transition

to NWChemEx and emplacement of a rich environment of electronic structure methods
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in NWChem will occur over the next decade. In this intermediate period, we envisage the

co-existence of NWChem and NWChemEx according to the equation:

(1− λ)NWChem + λNWChemEx . (23)

The extent of the transition period is contingent upon the external support, engagement of a

broad computational chemistry community, and availability of exascale architectures.
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