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society, people have become accustomed to controlling per-
sonal data, which is particularly difficult in relation to bio-
banks. They expressed strong concerns over the controllabil-
ity of the goals and benefits of biobanks. 

 Copyright © 2012 S. Karger AG, Basel 

Introduction

 We analyzed public perceptions of biobanks 1   [1]  and 
biobank networks and how they are contextualized in re-
lation to everyday information sharing practices and 
transactions in the Web, which we call data streams. We 
also carefully assessed how focus group participants in 
Austria, Finland and Germany think about sharing per-
sonal information in different modes of digital interac-
tion (e.g. public registers, Internet banking and shopping, 

 Key Words 

 Biobanks  �  Control  �  Data streams  �  Focus groups  �  
Information society  �  Privacy 

 Abstract 

 Most people in Europe do not know what biobanks are. In 
this study, public perceptions of biobanks and collection of 
genetic and health data were analyzed in relation to other 
technologies and digital networks where personal informa-
tion is compiled and distributed. In this setting, people con-
textualized biobanks in line with their daily experiences with 
other technologies and data streams. The analysis was based 
on 18 focus group discussions conducted in Austria, Finland 
and Germany. We examined the ways in which people frame 
and talk about problems and benefits of information distri-
bution in digital networks and biobanks. People identify 
many challenges associated with collection of personal data 
in the information society. The study showed that instead of 
privacy – which has been the key term of bioethical debates 
on biobanks – the notions of control and controllability are 
most essential for people. From the viewpoint of biobanks, 
issues of controllability pose challenges. In the information 
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 1 Biobanks are social and technical entities that retrieve, store, exchange 
tissues samples and associated medical (e.g. diagnosis and health records) 
and lifestyle information, or register data. They vary in size and organi-
zation from large national collections covering the general population to 
specialized, small-patient-sample collections connected to a hospital clinic 
or a research laboratory [1]. 
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social media) as compared to donating a tissue sample 
and related health and lifestyle information in biobanks. 
Our data consist of 18 focus group discussions conducted 
in these 3 countries in 2011.

  Today, people know about the increasing collection, 
storage and distribution of personal information. They 
have became aware that they often share large amounts 
of personal information in global information and com-
munication technologies (ICT) networks as individual 
users of digitalized shopping, banking, information seek-
ing, and other services, where they leave traces of their 
personal activities and preferences on the Web. More-
over, they know that databases compile massive amounts 
of data and make those data readily searchable. Hence, 
the collection of personal information in public and pri-
vate digital databases has become more intense with the 
development of technology for data storage, handling and 
distribution.

  We contextualized biobanks and biobank networks as 
instances in which personal information is aggregated 
and distributed in digital networks. The view of biobank 
activities as streams of biological information is congru-
ent with recent developments whereby biobanks are mov-
ing from the national to the international scale. Current 
biobank projects such as the Public-Population-Project in 
Genomics (P3G) and the European Biobanking and Bio-
molecular Resources Research Infrastructure focus on 
the circulation of biological and personal information, 
since their purpose is to create technical and governance 
frameworks that enhance and stabilize transactions be-
tween depositories of tissue samples and health data and 
research institutions  [2, 3] .

  Experts in biobank governance consistently frame 
people’s concerns about the massive collection, distribu-
tion and utilization of their biological, medical and life-
style data as privacy concerns  [4–24] . In our study, we 
examined whether or not privacy indeed plays such an 
important role in reasoning by people who are not famil-
iar with those debates on ethical, legal or sociological lev-
els. Our analysis focuses on the ways in which partici-
pants in the focus groups frame and talk about problems 
of information provision in digital networks and bio-
banks. We were interested in people’s views about what 
portions of data streams  [25]  are controlled by whom, by 
what means and for what purposes. In addition, we looked 
at how their viewpoints and willingness to share data dif-
fer depending on the ICT context. Finally, we took note 
of how participants express their needs for control of uses 
of and benefits from the data they share in the digital uni-
verse.

  Biological Data in the Digital Universe and the 

Relevance of Controlling Data Streams 

 In general, the question of data control seems pivotal 
to how people feel about the circulation of personal data 
in cyberspace. According to Eurobarometer surveys, 
people are aware of security problems on the Internet and 
are cautious about sharing their personal information 
 [26, 27] . However, people’s attitudes seem ambivalent. 
Three out of 4 (74%) respondents agreed that disclosing 
personal information is an increasing part of modern life 
 [28] , and a majority of 58% felt that it is safe for them to 
carry out transactions over the Internet  [27] . At the same 
time, 9 out of 10 respondents (86%) said that they avoid 
giving out personal information on the Internet as much 
as possible  [27] . Differences in attitudes between coun-
tries were also considerable: while in Finland only 5% of 
respondents were ‘very concerned’ regarding organiza-
tions that hold personal data, the share went up to 65% in 
Germany and 70% in Austria, while the EU-27 average 
was 34%  [26] .

  With health-related data, European attitudes toward 
privacy and the protection of personal information were 
ambiguous as well. Health data was framed as ‘personal’ 
by 3 out of 4 survey respondents (74%), and the vast ma-
jority of all respondents stated that they have not dis-
closed personal health information in different ICT con-
texts  [28] . Nevertheless, that people see medical data as 
personal does not mean they would not provide their data 
to biobanks. A Eurobarometer survey shows that almost 
half of the respondents (46%) could conceive of providing 
information to a biobank. In the 3 countries involved in 
our analysis, the willingness to do so was 67% in Finland, 
42% in Germany and 35% in Austria  [29] . The results are 
congruent with empirical studies that show that privacy 
issues do matter for people, although these issues do not 
necessarily prevent them from participating in biobank 
research  [17, 30–32] .

  In order to explain this, we complemented this quan-
titative data with focus group analysis and looked closely 
at the ambivalences and variation in people’s views on 
privacy and data control. These issues are especially in-
teresting in the domain of health-related data, genomics 
and biobanking, since these areas seem to have a special 
relationship to privacy debates, as we shall see.

  The idea that individuals must be protected against 
involuntary disclosure of personal genetic information 
was introduced in the wake of the Human Genome Proj-
ect  [4] . In the context of the Icelandic Health Sector Da-
tabase Project, this notion of ‘genetic privacy’ became a 
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topic that created a long-lasting relationship between 
biobank projects and bioethical debates. In 2004, the Ice-
landic Supreme Court ruled that offspring have the right 
to refuse the transfer of medical and genetic data of de-
ceased parents to the Health Sector Database, on the ba-
sis that these records contain information about the off-
spring  [33] . The ruling gave impetus to an intense aca-
demic and administrative reassessment of bioethical 
principles such as informed consent and privacy and 
their impact on the governance of human genetic data-
bases  [34] . Privacy became a dominant bioethical topic 
in the literature on biobank governance, the gist being 
that information providers had to be protected from il-
legitimate access to and deployment of personal data, 
which were deemed intrusions into their personal sphere 
 [14] . However, in bioethical discussions, privacy has been 
predominantly considered a moral principle to be bal-
anced against the prospects of future improvements in 
science and health care for the good of individuals and 
the population at large. The assumption is that the future 
health of individuals and populations depends upon re-
search endeavors that need information supplied by pa-
tients and ordinary citizens, in order to develop new pre-
emptive measures, diagnostics and treatments. Balanced 
against future health, theoretical privacy concerns are 
often eclipsed by the pragmatic needs of medical re-
search and have only very limited practical implications 
despite such debates.

  In discussion on bioethics and governance of bio-
banks, privacy and its bioethical twin, informed consent 
are considered problematic or even futile by scholars  [16, 
35, 36] . This view is congruent with the notion that the 
development of decentralized ICT networks for global 
circulation of information has transformed the issue of 
privacy to be more complicated and even harder to de-
fine. Scholars in law, moral philosophy and social scienc-
es have long struggled to define privacy clearly and accu-
rately for use in the increasing dissemination of personal 
information in cyberspace. If any agreement has been 
reached on this point, it is that ‘privacy’ is a multidimen-
sional and equivocal concept in law, moral philosophy, 
and social sciences, and that its meaning and value are 
dependent on the context in which it is applied and used 
 [37] . In fact, experts seem to argue that the term ‘privacy’ 
cannot be understood as an unequivocal concept, but 
rather is ‘a set of family resemblances’  [37] . The division 
between private and public spheres has always been pro-
foundly blurred  [38] , and it seems that living in a net-
worked society  [39]  means that the distinction becomes 
even less important than it used to be. Despite this ambi-

guity, many scholars embrace privacy as essentially valu-
able to personal integrity and as a focal point of personal 
rights  [40] .

  Given this profound conceptual ambivalence of pri-
vacy in the digital age, we tried to understand this prob-
lem in its technological and social context  [37, 41] . This 
was the task we pursue in the following analysis.

  Methodology and Focus Group Design 

 The starting point for our research was to contextualize bio-
banks to different data streams and conduct focus groups with 
this theme. Focus groups are organized group discussions of 
5–10 people. A moderator leads the group with the intention to 
keep the discussion on track  [42, 43] . We sampled our groups 
specifically to create some degree of internal homogeneity to fa-
cilitate group discussions that reflect on given societal structures 
 [44] . In total, we organized 18 groups in Austria, Finland and 
Germany. This sample provided a diverse scope of countries, 
showing significantly different attitudes toward biotechnology 
 [29] . We conducted 6 groups in each country with lay people be-
tween the ages of 19 and 75, and with a total number of 119 par-
ticipants. In this article, we did not contrast people’s views be-
tween these national research sites, but observed general patterns 
of meaning between different technological contexts and data 
streams.

  We developed a common design that was applied in each 
country. To improve comparability, we created a script that was 
used for all groups. This script was designed openly to provide 
space for the groups to develop their own structures of meaning. 
We started out by asking:   ‘When   you think about your own life, 
there are different types of information and data that you give 
away or that are gathered for different purposes. What informa-
tion and purposes can you think of?’

  Our approach was not to talk about privacy as an issue, but to 
ask people about data streams in general, let them choose exam-
ples and allow them to narrate their individual experiences. As 
previous research has shown, many people in Europe are not 
aware of biobanks at all  [29] . Therefore, we were prepared to in-
troduce this topic to the participants during the focus group dis-
cussions. For comparability, we had decided to introduce some 
types of data streams to all groups, if they had not already been 
discussed: social media, electronic health records and biobanks. 
Most often people raised and discussed the first 2 examples inten-
sively on their own. Biobanks was often the only topic that was 
introduced by the moderator.

  Focus groups, in a sense, offer an artificially created possibil-
ity to observe the dynamics and structures of decision-making 
under laboratory conditions, although there is always some influ-
ence due to the different local moderators. This together with 
group effects, such as social desirability, apply to everyday inter-
actions and have been considered in the analysis  [45–47] . The data 
we present and analyzed worked toward an understanding of how 
people orient themselves towards more or less unfamiliar terrain. 
This should help develop ideas about how potential biobank par-
ticipants reason together and develop ideas and storylines about 
biobanking, for which they did not possess firsthand experience 
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or expert knowledge. We also discovered how they rely on previ-
ous personal experiences and how they differ, using a comparative 
qualitative analysis approach.

  All focus group discussions were recorded with the consent of 
the participants and transcribed in each original language. Due 
to the open concept of data collection, we performed inductive 
open coding  [48, 49]  with the first groups and then developed a 
common coding structure that was applied deductively. We per-
formed a computer-assisted qualitative data analysis that facili-
tated data management and international exchange and control 
 [50] . The following sections present our findings and analysis 
with exemplary quotations. Quotations are preceded by the coun-
try code (AUT, FIN or GER), focus group number (G1–G6) and 
the participant number in the group (1–8).

  The Challenges of Data Streams 

 Focus group participants easily identified a number 
of situations, technologies and applications that require 
the collection of information from people, information 
that is then shared in digital form, for example, social 
media, consumer cards, online shopping and banking, 
health records, and public registers. In talking about 
these data streams, people recognized and contemplated 
different challenges related to the gathering, storage and 
distribution of information. Many of these challenges 
were connected to the flow of personal information, but 
interestingly, privacy was seldom explicitly articulated 
in people’s narratives. In fact, the word ‘privacy’ was 
mentioned only a few times in each group, irrespective 
of country. Thus, privacy did not seem to be the most 
relevant question related to data streams for people, yet 
it was not unimportant. Sharing and protecting private 
information was not usually discussed in terms of intru-
sion of privacy. Instead, the value of privacy and per-
sonal information depended on the technological and 
social setting, which means that the distribution of in-
formation is often actively regulated and deployed in 
various contexts  [51] . Thus, the topic veered away from 
personal privacy to issues of controllability of data 
streams.

  From our focus group discussions, we have discovered 
2 major challenges to controlling data streams. First, peo-
ple recognize that an increased amount of data is nowa-
days being collected at various occasions, and this leads 
also to increased possibilities of linking personal data and 
information. As a consequence of this complex situation, 
people identified difficulties in controlling data flow and 
referred to the ‘uncontrollability’ of information. People 
were interested in and puzzled about the ways data 
streams can or cannot be controlled by individual per-

sons and institutions. They contemplated personal strat-
egies of sharing and protecting information and ques-
tioned what kind of data is being gathered, who has access 
to it and how it is regulated. The second challenge of con-
trollability concerns the deployment and benefits of the 
data streams: people wondered whether the benefits and 
purposes of data streams are controllable and how the 
data streams influence future developments.

  The fact of increased collection and circulation of per-
sonal data were acknowledged right from the beginning 
of the focus group discussions. This perception was 
strongly associated with the rapid developments in the 
field of ICTs and with the fact that we live in information 
societies. The general information overload and com-
plexity provoked much discussion about the control and 
uncontrollability of data streams, and people mainly 
agreed that much personal data are already ‘out there’. 
Living in the information society was also associated 
with leaving traces. People talked about digital tracks and 
how our ‘digital footprints’ are impossible to erase. Peo-
ple recognized that modern technology prevents us from 
‘hiding from Big Brother’ or escaping from the collecting 
and aggregation of the personal data:

  FIN (G6) 5: It is like that that you cannot do anything without 
someone knowing it – unless you are in the forest. How they reg-
ister information: when you get on a bus, and in shops, they can 
do research by following [electronic] cards.

  People concluded that they can do little about this de-
velopment. To a large degree, they accepted that uncon-
trollability of information streams and chaos are part of 
living in the information society. They assumed that 
much information is being collected and circulated about 
them, but they admitted that they do not know exactly 
what data are gathered and stored, and where and how 
the data are used.

  GER (G3) 4: This is somehow nontransparent. I think the stu-
pid thing about it is that I get the feeling of becoming a bit more 
transparent myself. But what is stored is not any more transparent 
to us. It is like in an interrogation room where there is this pane, 
where only one side can see, and the one who is sitting inside, who 
is interrogated, cannot figure out exactly what is happening on 
the other side.

  Thus the possibilities of controlling data streams were 
important topics of discussion – how an individual can 
control data streams and what kind of institutional con-
trol there is for data streams. Many of the identified risks 
were linked to the society and future developments. It was 
often not specific data or technology that caused uneasi-
ness in the discussions, but the broader aims and general 
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developments all together. Participants were aware that 
they are dealing with a future, which is in large part hard 
to predict. This concern is particularly present with bio-
banks. Another heavily discussed topic dealt with the ex-
pected benefits and their distribution. People fear that 
some might gain, while others do not, and that they can 
do little about it.

  AUT (G4) 4: Who acts? Who collects the data? Who does what 
with it? Those are those who act. We can only move up; they are 
ahead of us. But why are they ahead of us, and who is it? And do 
we need all of this?

  In the following we show how people deal with data 
streams and identified challenges in their personal lives.

  The Controllability and Uncontrollability of Data 

Streams 

 The way people expressed themselves in the course of 
the focus groups supports the view that the perceived 
problems with controllability and uncontrollability of 
data streams need somehow to be dealt with. They simul-
taneously acknowledged uncontrollability and stated a 
strong demand for control. Here we present 4 dimensions 
of controllability that people referred to in the discus-
sions. These different dimensions of controllability coex-
ist, overlap and were used in parallel in the discussions, 
although it became evident that the 4 dimensions of con-
trollability are manifested to different degrees in relation 
to different technologies.

  First, many people expressed a strong belief in their 
own ability to control what information they share and 
what part of the data streams they participate in. Second, 
people either assumed that many of the data streams are 
controlled by law and regulations anyway, or they had a 
desire for these to be institutionally controlled. The third 
common reaction to the tension between the widespread 
existence and uncontrollability of data streams was sim-
ply to face the loss of control or to stop showing personal 
interest in controlling the data streams. Here we encoun-
tered an attitude of frustration. Fourth, people turned 
their focus from control of sharing and gathering of their 
personal data to controllability of the purposes and ben-
efits of the data streams. That is, they substituted their 
desire to control every bit of personal information by a 
desire to have a say on the contexts and manners in which 
the provided information is utilized.

  Active Self-Regulation of Data Streams 
 Almost everyone believed they can control, to some ex-

tent, data flow by regulating what data and to whom they 
give them. To many, the amount of expected personal 
control – the type of data shared, to whom and with what 
conditions – creates confidence when they engage with a 
technology. The discussions about social media and Inter-
net use were in many cases dominated by narratives about 
different options for controlling data streams and access 
on the basis of individual strategies and hence individual 
competence. Other studies show similar results  [52, 28] . 
While people seemed aware that any form of individual 
control is limited, and that corporations like Facebook 
and Google have the upper hand, there was still broad 
confidence about different modes of control in this field. 
These modes of control include, for example, adjusting 
technology-based settings that regulate access, as with 
who can see your photos on social network sites. But the 
most direct way of using personal control is to regulate the 
quantity and quality of disclosed data – in certain techno-
logical contexts, many have a special type of data they 
want to protect, such as photos, family connections, phone 
numbers, and Social Security numbers.

  FIN (G3) 1: It is up to you what you give there. You put on the 
Net what you want others to know.

  GER (G4) 1: Sensitive data, we all agree on, are health data, as 
we discussed and everything regarding our finances. Further-
more, when we have to fear that it could have consequences for 
our professional life.

  Stripping data of personal identifiers to make it more 
anonymous or using multiple avatars, profiles or even 
identities was perceived as another reasonable strategy to 
protect personal data.

  AUT (G6) 4: I have recently talked to a mother of a, don’t know, 
a 12-year-old. She said her daughter and her friends are, even if it 
is not allowed, all on Facebook – it is like this. She is very happy 
that they all at least do not use their own names, because, I mean, 
you indeed write one or another stupid thing on it [Facebook].

  Second profiles or virtual personalities are ways to 
deal with data chaos. Self-regulation is not only an active 
means of protecting privacy or regulating what data you 
share, but also a way to control the person you want to 
present yourself as.

  FIN (G1) 6: It is also about constructing digital footprints, that 
you grow your own media persona or personality on the Net. In 
fact, I think that you can fake on the Net. You can build yourself 
a persona, for example, through blogs.

  In other cases, a person’s ability to control data streams 
was connected to strict conceptions about data protection 
and a refusal to participate. People can mistrust the insti-
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tutions that handle data streams, or they can question in 
general the relevance of data sharing and collecting.

  GER (G1) 5: I give out my personal data only if I must. There-
fore, I do not participate in anything.

  In talking about biobanks, people expressed their op-
tions of personally controlling data streams very differ-
ently from, for example, social media. On the one hand, 
people anticipated that the amount and type of data given 
to a biobank cannot be personally regulated. They also 
recognized that any form of continuous individual inter-
ference that regulates data access is not perceived as an 
option. On the other hand, people wanted to act respon-
sibly – to have control over the use of their personal da-
ta – and considered during the discussion whether this 
would be possible with biobanks.

  AUT (G5) 2: There must be some criteria like informed con-
sent, where people have to agree on, knowing that data are being 
collected. Such basic rules or that you can always say: no, I don’t 
want to give my tumor for research purposes.

  Because the modes of control that seem to work with 
technologies such as social networks are not applicable 
for biobanks – apart from a refusal to participate – people 
regarded their demand for anonymity as viable. However, 
total anonymity in practice is generally not feasible for 
biobanks, as they rely on personalized and longitudinal 
data sets  [53] .

  Institutional Regulation and Control 
 Most people agreed that any form of individual con-

trollability is limited and that some external regulations 
are expected for all technological contexts. And as de-
scribed, controlling access and structure of data streams 
was often associated with personal competence, although 
it was a recurring topic that not everyone has sufficient 
competence for self-regulation. Since there is no univer-
sal solution on the individual level, other modes of con-
trol were demanded, especially for those who are per-
ceived as needy or helpless – such as children or the el-
derly. People also argued that there should be more 
education in how to handle these kinds of data flows in 
order to gain better knowledge of new phenomena and 
technologies. Institutional and external regulation is ex-
pected and demanded, but was not extensively debated.

  When it comes to biobanks and medical research, peo-
ple conventionally assumed that appropriate regulations 
are already in place. At the same time, they pondered the 
practical relevance or proper functioning of control 
mechanisms. Nevertheless, people expressed a strong de-
mand for different common control mechanisms.

  GER (G4) 6: It has to be guaranteed under any circumstances 
that there is absolute anonymity and also corresponding licenses.

  AUT (G5) 1: As I mentioned, I am not very well informed, but 
I am pretty sure that there are pretty clear legal guidelines on how 
data can be used, even if they are anonymous. But there is the pos-
sibility of misconduct and breaches of the law. And then there is 
a scandal. But most of the time this leads to a process of muddling 
through, and after that everything seems somehow all right 
again … The problem is that there is a huge gray zone.

  So, even if people assumed that appropriate regulation 
is in place or should be made as good as possible, they 
sensed that data protection issues operate in gray zones 
in which no legal certainty exists. Participants often men-
tioned that no control mechanism or data security system 
can ever be 100% safe. Some emphasized monitoring the 
practical ways in which people handle data streams, such 
as researchers and medical staff who deal with the infor-
mation. So, although we observed quite high levels of 
trust in the existence of regulation and its general quality, 
there was doubt about the reliability of the human factor 
in systems in which practices of data use are nontranspar-
ent and in which data users can stay anonymous.

  FIN (G5) 2: I was applying for income support, and I have been 
working in a place where you can access this database. I could 
have applied, but I realized that my former coworkers – there are 
couple of nosy ones – go to the database and look to see if FIN (G5) 
2 has applied for income support. So I didn’t apply.

  The burden of control and regulation with biobanks 
and health data was mostly placed on official public in-
stitutions or the government. In general, publicly gov-
erned data streams were considered to be more trustwor-
thy than private ones. Trust is mentioned as a basic re-
source for any kind of data exchange. In a way, trust is the 
social medium in which data streams can grow, multiply 
and replicate themselves.

  AUT (G1) 1: Data provision has very much to do with trust. In 
principle, I provide data to someone I trust.

  Commercial impacts were identified as potential 
threats to controllability. This was particularly apparent 
in relation to health data and biobanks, where commer-
cialization and involvement of the pharmaceutical indus-
try created worries about research aims and distribution 
of benefits.

  FIN (G1) 1: I would draw the line there that I would not give 
mine [data] to the pharmaceutical industry. I would definitely 
want it to go to scientific research.

  Commercial data streams seemed to be much harder to 
control than streams more directly associated with public 
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authorities. Similarly, commercial players were regarded as 
harder to control, and public institutions were considered 
to be the proper domain for research. At the same time, 
this dichotomization affects the levels of protection that 
people demand from different institutions: they do not ex-
pect the same amount of transparency and controllability 
from data streams that are perceived as commercial. This 
was the case with pharmaceutical companies, bonus-card 
providers and Internet service providers. The public bio-
banking infrastructure lies on the other end of the spec-
trum and was therefore confronted with higher demands 
for responsible behavior and institutional control.

  Accepting Loss of Control 
 People thought that self-regulation and institutional 

control of data streams have their limits and that through 
these means only some of the challenges of control can be 
dealt with in a reasonable manner. Therefore, many sur-
rendered to uncontrollability and acknowledged that 
there is little one can do about the data chaos except to 
accept the situation as it is.

  FIN (G1) 3: But surfing on the Net, it means that you always 
leave traces and that is impossible to control. In fact, I have a 
strong view that all in all, controlling information today is more 
or less impossible.

  Participants rationalized that most of the data gath-
ered are more or less irrelevant, useless, already otherwise 
easily available, or harmless. If the data as such are not 
perceived as having the potential for misuse, then they 
don’t need to be controlled. The same logic applied to in-
dividual persons. If the individual is not considered an 
important or famous figure, the possibilities for abusing 
their data are there, but participants did not believe that 
anyone would benefit from misusing the data. People 
considered themselves to be ordinary and to be living a 
life that can withstand scrutiny and publicity. In some 
cases, people framed those that act deviant as being guilty 
and having something to hide.

  AUT (G2) 1: I have to live a correct, serious and proper life. So 
I don’t have to be anxious about the ways my data are used.

  FIN (G2) 5: The trust is somehow increased by the fact that 
why someone would be interested in my life so much that they 
would want something. I would understand if I were a boss of a 
big computer firm and would have big secrets there. But an ordi-
nary person …

  Many people expressed that they do not have the time, 
energy or desire to perform control of their data streams. 
Understanding the settings of Internet services, reading 
privacy policies and searching for advice on how to deal 

with data streams were seen as time-consuming, and 
people talked about the strain of accomplishing these 
tasks. This attitude can also be interpreted as an example 
of deliberate ignorance  [54] ; people hoped and expected 
that, for example, data protection is taken care of by ex-
perts. With biobanks, it has been demonstrated that peo-
ple rarely read informed consent forms  [55] , which has 
been explained with the trust that people have toward the 
medical staff or institutions running the biobank. How-
ever, participants recognized that not reading consent 
forms or terms of privacy is a risk:

  GER (G4) 1: The problem is, I think that you inevitably deal 
much too carelessly with it [data control]. I find myself doing it 
again and again. If I only think about 2 pages of general terms and 
conditions or something else – ok, I don’t have time now, so we 
skip it this time, and I don’t know, what is going to happen with 
it [personal information]. This is always a critical point.

  This kind of attitude in many cases had to do with the 
benefits people expect from their participation in data 
streams. Different forms of incentives influence how the 
engagement with a certain technology is framed and val-
ued.

  Controlling Goals, Benefits and Risks of Data Streams 
 The expected benefits significantly influence how 

people perceived data streams with certain technologies 
and related challenges. Benefits were a strong incentive 
for them to engage with a technology. Expectations about 
both individual  and  common benefits influenced the 
perception of related matters, such as impacts or risks. In 
the case of social media, consumer cards or many Inter-
net services, for example, benefits were mainly expected 
at a personal level. The benefits were regarded to be part-
ly controllable or they are at least anticipated.

  As with other technologies, these benefits are not an 
independent issue that people acquire, but they are inte-
grated into people’s personal lives. This means that data 
streams often offer benefits that people can only barely 
resist. In order not to be excluded, people, for example, 
engage with social networks despite their awareness of 
the uncertainties  [56] . Many data streams directly serve 
personal and social needs.

  AUT (G1) 1: I think with Facebook it is, at least for me, simply 
that I know that it bears risks, but my social environment is, on 
the other hand, so active there that simply my – this sounds to-
tally stupid – but I would miss something from my social environ-
ment, simply, because I get invited to events.

  But, as stated, benefits are not only personal. In many 
cases, people identified possible common benefits from 
data streams, and personal and common benefits were 
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often intertwined. This was apparent with health-related 
data streams that include biobanks and electronic patient 
records. For example, having a centralized national med-
ical record database was seen to benefit the community 
through efficiency and the individual by potentially sav-
ing one’s life.

  FIN (G4) 4: For example, if you have some medication and you 
go to a strange locality and get into an accident. It would be good 
that this patient information would be available everywhere … It 
would be good if they could see immediately the blood type, for 
example.

  GER (G5) 1: I am open to the collection of data because we 
need this to make sense of our research. Research is not done for 
its own sake – research supports also politics and political deci-
sion-making. If I can recognize this, then I even don’t need to have 
a personal benefit; then I am completely open to these kinds of 
things [biobanks].

  With health data in general and biobanks in particu-
lar, people more likely used narratives that refer to com-
munal benefits. For many people, medical research and 
developments were strongly related to an idea of improv-
ing people’s life and society at large, and in this way of 
perceiving, concerns and risks seemed secondary.

  AUT (G2) 1: I am totally for it that these things [biobanks] 
exist. Because research aims in this direction, and if one single 
human life can be preserved, extended, more liveable – we all 
would not sit here with the diseases we have if this was nonexis-
tent.

   However, common benefits to be gained in the future 
were not seen without complications. Focusing on future 
consequences raised the issue of control to another level. 
In this respect, people were more worried about whether 
the data in general will be used in a beneficial way in the 
future than about the direct misuse of their personal 
data. People expressed their limited opportunities to 
control and have an impact on biobanks’ aims, and they 
articulated concerns regarding the possibilities for insti-
tutional control over the functioning of research infra-
structures.

  GER (G3) 4: I find it important especially concerning those 
biobanks and in general data banks that they have a time limit for 
using the data. Today we abandon our data, but in 25 years, the 
framework will change and then they could use these data again.

  The risks of biobanks were associated with the uncon-
trollability and unpredictability of their long-range goals 
and impacts. In other words, people were worried about 
the research goals in the long term. They recognized that 
their data can be stored for decades and that no one can 
predict the political and social development of the socie-

ty – for example, the failing of democracy was seen as a 
threat for controllability. Another specific threat for com-
mon benefits of biobanks talked about in all of the 3 
countries was commercialization. Biobanks’ financial 
gains are contrasted to common benefits. Commercial-
ization and globalization make potential benefits remote 
and less tangible for people.

  Conclusions 

 Concerns about the collection, storage, distribution, 
and utilization of biological data have been framed in 
terms of privacy concerns in expert debates on biobank 
governance. In our study, we examined whether privacy 
is such a fruitful concept for understanding people’s at-
titudes and concerns about biobanks. People’s opinions 
on biobanks have been studied before from a number of 
viewpoints – information feedback, informed consent 
and general acceptance  [29, 31, 32, 54, 57, 58]  – but our 
aim was to put people’s attitudes in the context of their 
daily interactions in an information society. We wanted 
to comprehend how people respond to different data 
streams and to the challenges they present.

  The findings of our focus groups, conducted in Aus-
tria, Finland and Germany, provide insight into the way 
people conceptualize control of personal data streams in 
general and in regard to biobanks in particular. We have 
concentrated here on similarities across the 3 coun-
tries – challenges and issues that are present in all of 
them despite differences in attitudes that have been 
found in other research. The most compelling findings 
center on the issue of controllability and related chal-
lenges. People were worried about an increasing amount 
of personal data being collected in a number of non-
transparent instances. At the same time, people were 
concerned that their data are not used in accordance 
with their preferences and that the benefits are not dis-
tributed in a justifiable manner. We identified different 
ways of approaching these challenges of controllability: 
active self-regulation of data streams, demanding insti-
tutional regulation and control, accepting the loss of 
control, and finally, controlling goals, benefits and risks 
of data streams. People’s concerns with biobanks did not 
reflect the privacy debate. In fact, privacy seemed not to 
be the major anxiety associated with biobanks for 2 rea-
sons. First, people expected that biobanks have taken 
care of data protection as far as possible. They reasoned 
that biobanks do not want to risk mishandling people’s 
private information, but they also believed, justifiably, 
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that no system is absolutely secure. Second, people fo-
cused more on the goals of biobank research, and their 
concerns were related to the long-term development of 
research, society and the political system. These future 
developments were seen as potential threats that are not 
controllable by individuals or even by authorities  [59] . 
People expressed a desire to have control over their data 
and simultaneously they acknowledged the uncontrol-
lability of data streams in the information society. Dif-
ferent types of data streams and technologies have their 
own particular characteristics. Controllability of per-
sonal data was therefore perceived to be different in the 
case of social media than with biobanks. People actively 
use self-regulation in sharing and protecting personal 
data on the Internet, whereas with biobanks it was un-
derstood to be more difficult.

  From the viewpoint of biobanks, issues of controlla-
bility pose many challenges. With other technologies, 
people have become accustomed to self-regulating data 
streams  [32] . Focus group participants applied this idea 
to biobanks as well. Demand for controlling the use of 
personal data and receiving individual results is on the 
rise  [60] . But the desire for control was not limited to per-
sonal results and privacy. People were concerned over the 

research goals and aims of biobanks and how they will 
be governed in the future. Therefore, public discussion 
about biobanks needs to extend the issue of privacy to 
wider debates about the future of research and its societal 
consequences. The most gripping challenge for interna-
tional biobank research infrastructures comes, however, 
from the perceived threats of globalization and commer-
cialization. Local and national public biobanks were re-
garded to be relatively trustworthy and able to have some 
control over the data streams. With international, large-
scale public-private research collaboration, participants 
felt that benefits, risks and data streams become uncon-
trollable.
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