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Abstract 

Information systems must be used effectively to obtain maximum benefits from them.  However, 

despite a great deal of research on when and why systems are used, very little research has examined 

what effective system use involves and what drives it.  To move from use to effective use requires 

understanding an information system’s nature and purpose, which in turn requires a theory of 

information systems.  We draw on representation theory, which states that an information system is 

made up of several structures that serve to represent some part of the world that a user must 

understand.  From this theory, we derive a high-level framework of how effective use and 

performance evolve, as well as specific models of the nature and drivers of effective use.  The 

models are designed to explain the effective use of any information system and offer unique insights 

that would not be offered by traditional views, which tend to consider information systems to be just 

another tool rather than examining their unique characteristics.  We explain how our theory extends 

existing research and can provide a new platform for research on this important topic.   

 

Keywords:  effective system use, performance, goals, representation theory, system structure.  
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From Use to Effective Use: A Representation Theory Perspective 

 
1. Introduction 

Organizations rely heavily on information systems, with most investing over 50% of their 

capital expenditures on them, yet only 10% of systems deliver desired benefits (McAfee 2006).  As a 

result, there is a significant need for researchers to learn how to increase the benefits obtained from 

information systems.  Intuitively, these benefits depend on how effectively systems are designed and 

used.  In this paper, we address how effectively systems are used.   

The most heavily studied topic in IS research over the last 20 years has been when and why 

people use systems.  This research has been motivated by the same concern driving ours.  For 

example, researchers often begin their articles explaining that for organizations to reap benefits from 

systems, systems must be accepted and used (Venkatesh et al. 2003 p. 426).  That body of work has 

been enormously beneficial in helping us learn how to get users to accept and use systems.  However, 

system use alone is not sufficient to obtain benefits (Seddon 1997); the use must be effective.  Perhaps 

for this reason, Marcolin et al. (2000, p. 52) predicted that researchers would move “from the study of 

use …to the study of effective use…” but their prediction has not yet been fulfilled.  We believe it is 

important to take that step and study what effective use involves and how it can be improved.  

Our approach to taking this step is driven by a second motivation: to consider the unique 

nature of information systems.  In other words, we do not wish to propose a theory that will explain 

the effective use of any artifact.  Rather, our guiding research question is “what is an information 

system and what does this imply for what effective use involves?”  Different views on what 

constitutes an information system may imply different answers to what effective usage involves.  We 

adopt a theory known as representation theory that suggests that an information system is made up of 

several structures that serve to represent some domain (Weber 2003).  We draw on representation 

theory to build our theory of what effective use involves and what drives it.      
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In the next section, we situate our work within past research on system use and representation 

theory.  We then propose our theory of the nature and drivers of effective use.  We provide examples 

of the constructs and relationships in our theory by referring to several types of information systems 

and by drawing on several case studies.  We conclude by highlighting how our work extends past 

research and how our theory can be tested and extended.   

2. Background  

Our work extends two research areas: research on the performance outcomes of system use 

and representation theory.  After defining effective use, we briefly review both areas.   

2.1  Defining Effective Use  

 We define effective use as use of a system that increases a user’s goal achievement.  Like 

Gasser (1986), we assume that systems are never used just to “use” them.  Rather, they are used to 

achieve other goals, such as to buy products, process transactions, communicate, or simply have fun.  

Our definition is adapted from Burton-Jones and Straub’s (2006) definition of system use.  They 

suggested that system use involves a user, system, and task, where a task is a “goal-directed activity” 

(Burton-Jones and Straub 2006, p. 231).  To move from use to effective use, we simply replaced their 

notion of goal-directed activity with the notion of goal achievement.     

 We should note three assumptions that underlie our definition.  First, we recognize that users 

can exist at any level of analysis, e.g., individual, group, or organization.  However, we focus our 

theory on the individual level for reasons of scope.  Second, we adopt a broad view of goals.  A goal is 

simply a “cognitive representation of a desired end-point” (Fishbach and Ferguson 2007 p. 491).  

Rather than limiting our view to any one type of goal (e.g., conscious utilitarian goals), we assume that 

a goal is simply whatever end-point the user wishes to achieve through using a system.  Third, we 

assume that goal achievement has objective qualities, i.e., it may be hard to assess in some cases, but it 

is not completely subjective.  Operationally, goal achievement is typically assessed in terms of 

performance (Sonnentag 2002).  Thus, we view effective use and performance to be objective notions.   
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 Our concept of effective use is closely related to and yet distinct from the concept of perceived 

usefulness (or performance expectancy), which is “the degree to which an individual believes that 

using the system will help him or her better attain significant rewards” (Venkatesh et al. 2003, p. 23).  

In a pre-adoption context, perceived usefulness can be thought of as a user’s expectation of his/her 

effective use; in a continued use context, it can be thought of as a user’s perception of his/her effective 

use.  In either case, perceived usefulness is a user’s rating.  Our concept of effective use is not defined 

in terms of any specific rater.  We recognize that different raters (users, managers, researchers) may 

perceive it differently, but we view it as having objective elements.  We leave the specific rater to 

researchers’ choice when testing the theory, and we return to this issue in our discussion section.   

2.2  System Use and Performance Outcomes 

After a detailed review of the literature, we found no in depth studies on the nature or drivers 

of effective use.  The closest body of work involves studying the performance outcomes of system 

use.  Table 1 outlines the main contributions in this stream.  Although these studies have not studied 

effective use in the same way that we defined it, their motivation has been similar: to understand how 

systems need to be used to increase user’s performance.  As Table 1 shows, these studies have 

identified: (1) types of use that increase users’ task performance, and (2) contexts in which system use 

increases users’ performance, e.g., when the system fits the task and when users are more competent.  

 

Table 1:  Research Linking System Use to Performance Outcomes  
 

Focus of study  Description  Representative studies 

Type of use    

Faithful use  Users’ task performance increases when they use an 
IS faithfully, i.e., in a way that is consistent with the 
system’s intended use.      

(DeSanctis and Poole 1994; 
Chin et al. 1997) 

Exploitive and 
exploratory use   

Users’ short-run task performance increases when 
they exploit their knowledge of the IS; their long-run 
performance increases when they exploit their 
knowledge of the IS and explore new ways of using it. 

(Subramani 2004; Burton-
Jones and Straub 2006) 

Applied and 
adapted use  

Users’ task performance increases when they apply 
IS in their tasks and when they adapt the IS and 
adapt themselves (through learning).   

(Barki et al. 2007) 
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Focus of study  Description  Representative studies 

Effective use  Users’ task performance increases when they employ 
ISs effectively in their tasks. 

(Pavlou and El-Sawy 2006; 
Pavlou et al. 2008) 

Quality use Users’ task performance is affected by the quality with 
which they employ the IS 

(Boudreau and Seligman 
2005; LeRouge et al. 2007) 

Sophisticated, 
novel use 

Users’ task performance increases when they employ 
an IS in a sophisticated and novel way. 

(Jain and Kanungo 2005) 

Context of use    

Task-technology 
fit  

System use (and faithful use) increase users’ task 
performance when the IS fits the task. 

(Goodhue and Thompson 
1995; Dennis et al. 2001; 
Devaraj and Kohli 2003; 
Ahearne et al. 2008) 

User-task-
technology fit 

System use increases users’ task performance when 
the IS fits the task and the user is sufficiently 
competent to use it. 

(Marcolin et al. 2000) 

 

Although these studies have informed our understanding of effective use, most have addressed 

the nature or drivers of effective use in isolation.  Thus, there is no seamless account of what effective 

use involves and how to improve it.  In Table 1, for example, studies focusing on types of use have 

shown what effective use involves, but only a few have examined what drives it.  DeSanctis and Poole 

(1994) discussed many drivers, but left the discovery of which ones would be important to future 

researchers (p. 128).  Only two studies in Table 1 examined specific drivers.  Boudreau and Seligman 

(2005) proposed that the quality with which users employ an enterprise resource planning (ERP) 

system at time 2 is a function of their quality of use at time 1, their perceptions of the system at time 

2, and the extent to which they took actions to learn the system between times 1 and 2.  Pavlou et al. 

(2008) proposed that users will employ collaboration systems effectively if they perceive them to be 

useful, easy to use, and customizable; if they trust their group members; if their use of the system is a 

habit; and if the environment is uncertain.  Both studies demonstrate that it is feasible to identify what 

drives effective use, but only for specific systems (ERP and collaboration systems).  We aim to extend 

their work by explaining the drivers of effective use for information systems in general.  

The studies in Table 1 focusing on contexts have identified contexts that enable effective use 

but they have not conceptualized what effective system involves.  For example, user-task-technology 
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fit theory (Marcolin et al. 2000) proposes that use will increase task performance if the system fits the 

task and the user is competent.  However, that research could be extended to reveal what effective use 

actually looks like in this context—that is, how do more competent users use systems differently than 

regular users that leads them to perform more effectively?  Overall, we extend both streams of work in 

Table 1 by explaining what drives effective use and what effective use involves (i.e., its dimensions).     

2.3  Representation Theory 

As stated earlier, a motivation of our study is to take seriously the unique nature of 

information systems.  Our basic premise is that the effective use of any artifact must stem in large part 

from the nature and purpose of that artifact.  Thus, we need a theory that describes the nature and 

purpose of information systems.  Working against this mandate is the reality that many types of 

systems exist with different purposes, and even single systems can have multiple, and at times 

conflicting, purposes.  For example, a system can support workers while controlling them and 

rendering them substitutable (Orlikowski 1991).  Thus, very few theories address this issue.   

One exception is representation theory (Wand and Weber 1990; 1995; Weber 1997),1 which 

says that information systems exist because “it is the human condition to seek better ways to 

understand and to represent the world” (Weber 1997, p. 59).  That is, although information systems 

can be used for many task-specific reasons, the core purpose of all information systems is to help 

people understand the states of some real-world systems that are relevant to them, such as the states 

of their mind (represented, for example, in a word processing system), states of their organization 

(represented, for example, in a payroll system), or states of the organization’s environment 

(represented, for example, in an environmental scanning system).  Weber (2003 p. viii) writes,  

… “representation” [is] the essence of all information systems.  The raison d’etre for 
information systems [is] that they track states of and state changes in other systems.  
By observing the behavior of an information system, we obviate the need to observe 
the behavior of the system it represents…. For example, with an order-entry 
information system, we track states of and state changes in customers, which means 

                                                 
1 The clearest description of representation theory is found in Weber (1997, Ch. 3).  
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that we do not have to consult with each customer individually to determine the 
goods or services they wish to purchase.  Moreover, in some cases an information 
system provides us with the only means we have available to observe the behavior of 
the represented system.  For example, in a simulation, the represented system may 
not exist, except in our minds.” 

 

Representation theory describes the nature and purpose of an IS as follows.  First, in terms of 

nature, representation theory states that information systems consist of three structures (Weber 1997, 

pp. 78-80).  Deep structure is the representation provided by the system, such as the representation in 

an inventory system that there are 50 items in the warehouse.  Surface structure is the facilities that 

allow users to access and interact with the representations, such as the inventory system’s user 

interface, including its various screens, menus, and report layouts.  Physical structure is the machine 

that support the other structures, such as the devices on which they are stored (computers, servers), 

viewed (monitors), transported (networks), and computed (circuits).  There are subtleties in the 

definition of each structure, but they can be thought of, broadly, as information (deep structure), 

interface (surface structure), and machine (physical structure).  Table 2 gives examples of each one.   

 

Table 2:  Illustrating Concepts from Representation Theory 

Types of information system Examples of system structures 

Category Example Deep structure Surface structure Physical structure 

Function IT1 Word 
processing  

Representations of 
thoughts in a user’s mind   

Interfaces through which 
a user can read, edit, 
and reorganize text    

Computer(s) on which 
the program and 
document are stored and 
can be accessed   

Network IT1 Email Representations of 
messages sent and 
received among 
individuals over time        

Interfaces through which 
a user can read and 
write emails and 
organize past emails, 
such as into folders       

Clients, servers, and 
networks through which 
messages are copied, 
exchanged, and stored     

Enterprise IT1 Enterprise-
wide software 

Representations of the 
state of a work process in 
a business (such as the 
state of an inventory 
supply chain)   

Forms through which 
users enter data and the 
menus and screens that 
users access to perform 
tasks   

Clients, servers, and 
networks on which data 
is stored, programs are 
executed, and messages 
are sent      

About reality2 Accounting 
system 

Representations of the 
financial situation of a 
person or business 

Forms through which 
users enter data and 
menus and screens that 
users access to perform 
tasks   

The computer(s) on 
which the program and 
data are stored and can 
be accessed   
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Types of information system Examples of system structures 

Category Example Deep structure Surface structure Physical structure 

For reality2 Decision 
support 
system 

Representations of initial 
conditions (such as the 
decision situation and 
decision criteria), and 
suggested decisions and 
their explanations    

Forms through which 
users enter data and 
output views provided to 
users to convey 
recommended decisions  

The computer(s) on 
which the program and 
data are stored and can 
be accessed   

As reality2 Video 
conferencing 
system 

Representations of two 
or more people 
participating in a meeting  

Viewing window through 
which users can view 
participants and icons 
they can click to change 
viewing settings 

The physical screens, 
communication devices, 
and networks through 
which calls are made and 
viewed   

Key:  Categories of information systems: 1 McAfee 2006, 2 Borgmann 1999.       
 

Second, representation theory states that the purpose of an information system is to faithfully 

represent a real world domain (Weber 1997, p. 73).  The idea that systems provide representations is 

not unique to this theory.  In IS, it can be seen in studies of IT-impacts (Ruhleder 1994), knowledge 

management (Walsham 2005), virtual work (Robey et al. 2003; Overby 2008), and organizational 

design (Yoo et al. 2006).  This idea is also important in related fields such as database (Kent 2000), 

HCI (Suchman 1995; Bodker 1998), and AI (Davis et al. 1993).  The unique aspect of representation 

theory is its focus on faithful representations (Weber 1997, p. 59).  The theory assumes that people 

use systems to interact with the deep structure, and that they desire deep structures that faithfully 

represent some domain; the other structures of a system are used simply as a means to that end. 

Representation theory supposedly applies to all information systems (Wand and Weber 1988).  

We recognize that this view could be criticized on two fronts.  First, researchers might challenge its 

claim of generalizability, arguing that it cannot, in fact, account for all information systems, and 

suggest that we use an alternative general theory of information systems.  Second, and in contrast, 

researchers might challenge our use of a general theory, and argue that we should, instead, use a theory 

that is tailored to specific systems and specific tasks.  Both of these criticisms have merit.  It is possible 

that representation theory might fail to account for all information systems and it is also possible that 

specific theories might provide more powerful explanations for any given system than a general theory.  
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Even so, we believe that exploring the implications of representation theory has merit.  Within the 

scope of this paper, it is not possible to explore the implications of multiple general theories, nor the 

implications of both a general theory and a specific theory.  Thus, we simply take the assumptions of 

representation theory as given and discuss later how researchers could pursue other general theories of 

information systems, or theories tailored to specific systems.  Our justification for choosing 

representation theory simply lies in its long history in the IS field (Wand and Weber 1988), its focus on 

what makes information systems unique, and its untapped potential for explaining effective use.  In 

Appendix 1, we provide further details about how our work extends research on this theory.     

Overall, the main aim of our paper is to extend past research in three ways: (1) identify what 

effective use involves (i.e., its specific dimensions), (2) identify what drives it, and (3) derive both of 

these facets from a theory that takes seriously the unique characteristics of information systems 

(representation theory).  In the next section, we outline a theory we developed to achieve these aims.   

3.  A Theory of Effective Use  

To build the theory, we followed a three-step approach suggested by Ostrom (2005 pp. 27-

29), a noted theorist: (1) propose a high-level framework that defines the kinds of variables to be 

included in the theory and associated metatheoretical assumptions; (2) apply the framework in the 

context of some specific phenomenon, and (3) propose empirically testable models.      

3.1  Framework   

The first step was to identify a high-level framework that would reflect the metatheoretical 

assumptions of representation theory and that could help us analyze effective use.  The main 

metatheoretical assumptions of representation theory are critical realism, which it uses to explain the 

nature of representations, and teleology, which it uses to explain their purpose.   

Critical realism says that the world exists independent of our perceptions but that we know 

the world only through our perceptions, which are partial and fallible (Weber 1997, p. 174).  The 

implication of adopting critical realism is that representation theory assumes that the representations 
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provided by information systems are fallible, and that their fallibility may be difficult to determine 

(Weber 1997, p. 175).  Teleology is the view that human behavior is goal-driven.  This can be seen in 

the theory’s position that information systems are created and used to meet basic human needs:  

“…sentient things often seek better ways of obtaining information about other 
things…. Our ability to survive in the world is often associated with how well we 
conceive the world and how we then use information to represent the world….And 
nothing is more certain than these efforts will continue.  It is the human condition to 
seek better ways to understand and to represent the world!” (Weber 1997, p. 59).          

 

The fact that representation theory adopts both critical realism and teleology has an important 

implication.  Specifically, it implies that people will try to improve how they create and use systems 

because they benefit from having better representations.  However, because representations are 

fallible, there is always room for improvement, and because fallibility is difficult to determine, there is 

always the potential that users may overinvest, underinvest, or misdirect their efforts in creating and 

using systems.  In sum, these assumptions imply that although the creation and use of information 

systems can improve over time, the process is likely to be never-ending and error-prone.   

Upon identifying this implication, we set out to identify a framework that could reflect it.  One 

such framework is the cybernetic framework underlying self-regulation theory (Carver and Scheier 

1998), which has been used to study IT use-related topics before (Liang and Xue 2009).  We illustrate 

it in Figure 1.  Using Figure 1, representation theory can be explained as follows: people create and 

use information systems to obtain better representations than available elsewhere, such as manual 

systems (Link 1); they then perceive the consequences of creating and using the systems (Link 2); if 

the consequences do not match those desired (Links 3a and 3b), they conduct actions to improve their 

design and use (Link 4).  Finally, disturbances can affect consequences at any stage (Link 5), for 

example, changes in a business could mean that a system no longer provides an adequate 

representation of the domain, necessitating further corrective action.  Because this framework can 

account for the arguments of representation theory quite well, and is consistent with its 

metatheoretical assumptions, we used it as the basis for our theory, outlined next.     
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Key:  Meaning of links: 1. Peoples’ actions have consequences; 2. People perceive the consequences of 
their actions; 3a,b: People compare their perceptions to their goals; 4. People conduct corrective 
actions if goals have not been achieved; 5.  External disturbances can also affect consequences.    

EU, P:  Performance and effective use are included inside each element to indicate that performance 
and effective use are relevant for each one, e.g., people can take actions to improve effective use, but 
they can also take other independent actions to improve performance (as explained next in §3.2). 

 
Figure 1:  A General Framework for Studying Effective Use 

 

3.2  Applying the framework   

The second step was to apply the high-level framework in the context of effective use and 

performance.  The letters “EU” and “P” in Figure 1 illustrate how we did this.  They reflect the 

concept of a goal hierarchy, which is that people can have goals at different levels that contribute to 

each other (Carver and Scheier 1998).  This flows from the assumption we mentioned earlier that 

systems are always used to achieve some other goal, i.e., they are used as a means to an end rather 

than used for their own sake (Gasser 1986).  Goal theories tell us that any means can also be 

considered a goal (Vallacher and Wegner 1987).  Thus, we apply the notion of a goal hierarchy to 

propose two goals in our theory—effective use and performance—where effective use is the lower-

level goal (the means) and performance is the higher-level goal (the desired end).  Thus, including 

the words “performance” and “effective use” in each box in Figure 1 implies that each box can be 

viewed in terms of both aspects.  That is, people can have goals for both, conduct actions to improve 

both, perceive consequences for both, compare consequences to their goals for both, and so on. 

Although the framework in Figure 1 is set at a relatively high-level, it accounts for several 

complexities involved in studying effective use.  For example, similar to task-technology-fit theory 

(Goodhue and Thompson 1995), Figure 1 shows that users can adjust their use of a system based on 

Disturbances 
(EU, P) 

Consequences
(EU, P) 

Actions 
(EU, P) 

Comparison 
(EU, P) 

Perceptions 
(EU, P) 

Goal 
(EU, P) 

 

5

1 2 

3a 3b 

4 
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feedback.  However, Figure 1 also allows us to account for the fact that using a system might not be 

the only or even the best way to improve performance (Haas and Hansen 2005).  In particular, 

including both effective use and performance in each element of Figure 1 suggests that:  

 users can take several actions to improve their performance; they are not limited to improving 

it only through effective use of a system  

 users can attend to feedback from effective use as well as from performance; and 

 when responding to feedback, users can take actions to improve their use of the system, their 

performance, or both.         

Although Figure 1 provides an integrative perspective on effective use, it is not specific enough 

to provide concrete explanations.  It simply reflects how effective use and performance evolve and 

does so in a way that matches the assumptions of representation theory (critical realism and teleology).  

In light of recent discussions (e.g., Ortiz de Guinea and Markus 2009), it is worth noting that teleology 

assumes that users can seek goals consciously and/or unconsciously (Austin and Vancouver 1996).  

Thus, Figure 1 does not assume that users continually and consciously monitor feedback and take 

corrective action.  It just assumes that improving effective use and performance is a cyclical, error-

prone process influenced by the self-regulatory mechanisms of the user and external disturbances.   

To facilitate our next step—developing testable models—we took a closer look at one part of 

the overall framework.  We focused on link 1 in Figure 1.  Figure 2 provides a closer view of this link.  

Figure 2 shows that users can take actions to improve both effective use and performance and that 

these have consequences for both effective use and performance.  At first glance, it might seem more 

intuitive to think of effective use as an action and performance as a consequence.   However, 

consistent with how we defined them in §2.1, we conceive both constructs to be consequences 

because we view them as actual (objective) states that can be assessed at any given time.  As Figure 2 

shows, these consequences contribute to each other in a means-end relationship, and can be improved 

by conducting actions.  Overall, Figure 2 can be explained as follows.  First, the ‘Actions’ box implies 
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that users can take actions to improve effective use, performance, or both.  Whereas Figure 1 showed 

the global influence of all of these actions (in Link 1), Figure 2 shows a narrower scope, indicating 

that although both sets of actions are important, the models we will propose focus on those actions 

taken to improve effective use (i.e., Link 1a).  Second, Figure 2 shows a link from effective use to 

performance in the ‘Consequences’ box (Link 1b) to depict this means-end causal relationship.2     

 
 

 

 

 
Figure 2:  A Closer Look at Link 1 in the General Framework (Figure 1) 

 

3.3  Models   

Many empirically testable models could be derived from our overall framework.  In this 

section, we derive two, one focused on the nature of effective use, and one focused on its drivers.    

3.3.1  The Nature of Effective Use 

In Figure 2, Link 1b shows how effective use improves performance.   Figure 3 provides a 

testable model of this link, identifying two dimensions for each construct.  The specific dimensions 

of effective use that we show here are important because without them, the link between effective use 

and performance is simply a tautology (because we defined effective use in §2.1 as use of a system 

that increases a user’s goal achievement).  We avoid this tautology by deriving the dimensions of 

effective use from representation theory.  That is, these dimensions should increase performance 

according to representation theory, but whether they do or not is an empirical question.  

    Each dimension in Figure 3 reflects a state that can vary from high to low.  The  

                                                 
2 For completeness, we should note that causal arrows could also be shown within all the elements of our high-level 
framework.  For example, in the ‘Actions’ box in Figure 2, we could include a link from ‘actions to improve 
performance’ to ‘actions to improve effective use’ to show that users may decide upon their actions to improve 
effective use in light of their actions to improve performance.  We leave these relationships for another time.   

Actions 

To improve performance  

 

To improve effective use 

Consequences 

Performance 

 

Effective use 
1a 

+
1b +
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Figure 3: The Nature of Effective Use and Its Effect on Performance (Link 1b in Figure 2) 
 

performance dimensions, effectiveness and efficiency, are well known (Campbell 1990; Beal et al. 

2003).  Effectiveness is typically assessed in terms of goal achievement and efficiency in terms of the 

level of goal achievement for a given level of input (e.g., effort or time) (Sonnentag 2002).  The 

novel contribution in Figure 3 lies in the dimensions of effective use and their relations with 

performance.  We derived both dimensions from representation theory.  Our rationale is as follows.    

First, representation theory states that people use representations to understand a domain and 

that representations meet this purpose most effectively when they reflect that domain faithfully 

(Weber 1997, p. 73).  This leads us to propose our first dimension of effective use—representational 

fidelity—the extent to which a user is obtaining representations from the system that faithfully reflect 

the domain being represented.  Representation theory assumes that no representation can be perfectly 

faithful but that better representations are highly sought after (Weber 1997, p. 59).  We know that 

there will be a limit to such seeking because people routinely trade off accuracy for effort when 

performing tasks (Payne et al. 1993; Todd and Benbasat 1999).  Thus, even if a system can provide 

faithful representations, if those representations are too difficult to access, they will not necessarily 

be used effectively or efficiently.  This leads to the second dimension of effective use—transparent 

interaction—the extent to which a user is accessing the deep structure of the system (that is, the 

representations) unimpeded by the surface and physical structures. 

Two points should be noted about these dimensions of effective use, particularly 

representational fidelity.  First, we have defined both dimensions in terms of assessments of use, not 

Key:  Solid arrows 
reflect primary 
paths; dashed 
arrows reflect 
secondary paths. 

 

Effective Use 

Representational fidelity 

Transparent interaction 

Performance 

Effectiveness 

Efficiency 

+

 + 
+

+
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assessments of a system or user.  This is clear in the case of transparent interaction but might be less so 

for representation fidelity.  To clarify, note that system use involves a user, system, and task (Burton-

Jones and Straub 2006).  Thus, to assess use, an observer should rate how well the user is using the 

system in that task.  In the case of representation fidelity, an observer will rate how well the 

representations that the user obtains from the system faithfully reflect the domain being represented.  

This is an aspect of use because different users may use the same system and yet obtain different levels 

of representation fidelity because one uses it more effectively than the other (e.g., one may make errors 

when using it or one may not know how to detect and correct for infidelity when it exists).  Of course, 

representational fidelity could be viewed differently, as a property of a system (preceding or following 

use), but our definition of representational fidelity focuses on the representations obtained during use.     

Second, representation fidelity is assessed based on users’ needs rather than being a universal 

assessment.  For example, one way to assess whether a representation faithfully reflects a domain is to 

assess whether it is ‘complete’ (Wand and Wang 1996).  Completeness can be measured universally 

(does the system represent all elements in the domain in all their detail?) or in a manner that is specific 

to users’ needs (does the system represent all elements in the domain that are relevant to the user’s 

needs?).  In semiotics, which is the discipline that studies representations formally, this reflects the 

distinction between assessing a representation purely in terms of semantics (e.g., is a sign correct?) and 

assessing it in terms of pragmatics as well as semantics (e.g., is a sign as correct as it needs to be?) 

(Chandler 2002).  Our definition of representational fidelity takes the latter view because it accords with 

the purpose of an IS in representation theory, which is to provide representations that meet users’ needs.   

Although our dimensions are untested, prior case studies suggest their applicability in practice.  

Zuboff’s (1988) cases are especially useful because she focused on the efforts that workers undertake 

to verify representational fidelity.  At one paper mill she studied, operators were so concerned about 

fidelity that they “would run back and forth between the control room and the production area in order 

to verify the system’s readings” (Zuboff, 1988, p. 85).  Other cases show that users will employ very 
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creative efforts to improve representational fidelity, e.g., entering incorrect data into a system to make 

a faulty program work properly (Gasser 1986) and entering one type of data into a field for a different 

type of data when they can find nowhere else to record it (Boudreau and Robey 2005).   

Zuboff’s (1988) case studies also stress the importance of transparent interaction.  Users who 

had difficulty navigating complex systems felt “lost…just floating” (p. 209), “plunged into darkness” 

(p. 63), and unsure of where things on their screens “came from” and where they “went” (p. 130).  One 

mill worker had such difficulty explaining to Zuboff the state of the plant shown in his system that he 

took Zuboff on a tour of the plant instead.  He demurred that using the system might be easier if “the 

screens were arranged like the physical things on the floor” (p. 88).  HCI researchers have long 

recommended that interfaces be designed in this way to facilitate interaction (Hutchins et al. 1986).      

We propose that representational fidelity and transparent interaction  form the higher-order 

construct of effective use (Law et al. 1998).  That is, each dimension can move up or down 

independently, but when both increase, users will be interacting more effortlessly with better 

representations.  According to representation theory, an information system will then be fulfilling its 

purpose more effectively, providing more effective representations in a more efficient manner.   

Each dimension can affect performance in two ways.  For representational fidelity, we propose 

that it primarily improves users’ understanding of the domain being represented, which is usually 

essential to performing effectively (March 1999).  A secondary benefit is that when representational 

fidelity is high, users can afford to spend less time verifying fidelity (unlike the workers who had to run 

back and forth between the system and the plant), thus increasing efficiency.  For transparent 

interaction, we propose that it primarily improves performance by saving users time when working on 

the system, increasing their efficiency.  A secondary benefit is that when individuals interact with their 

system more seamlessly, they are likely to stay focused on what they are doing, which is often critical 

to performing effectively (Eysenck 1982; Zuboff 1988 pp. 188-192; Burton-Jones and Straub 2006).  

In extreme cases, a lack of transparent interaction could also reduce effectiveness by impeding task 
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execution, for example, if users are unable to find and use the features they need to perform their work.     

Table 3 illustrates how these effects could apply to the range of systems described in Table 2.  

In addition to clarifying how effective use improves performance, the examples make it clear that 

users are not the sole determinant of effective use.  For example, the representational fidelity 

obtained from an accounting system might be low because the user omitted records or the system 

omitted records.  Either way, system use could still impair performance if the problem is not 

overcome, for example, if the user makes poor decisions on the basis of incomplete records.  This 

underscores our earlier point that ineffective use is an assessment of use rather than an assessment of 

the user, or the system.  This is also consistent with our view of performance.  That is, users are not 

the sole cause of their performance in our model, as other factors affect whether or not users achieve 

their goals (in Figure 1, ‘external disturbances’).  We have taken this view on effective use and 

performance because it invites a consideration of what actions users can take to improve effective 

use, regardless of the context in which they find themselves.  This is the topic addressed next.     

3.3.2 The Drivers of Effective Use 

In Figure 2 above, Link 1a shows how users can take actions to improve effective use.  We 

propose that there are two major types of actions: adaptation and learning.  Table 4 gives examples of 

each one.  We define adaptation actions as any action a user takes to improve the representations in a 

system (its deep structure), or his/her access to them, through surface and physical structures.  Like 

Barki et al. (2007), we assume users can conduct these actions in the system, for example, by changing 

data or programs directly, or if not in the system, around it, for example, by sending change requests to 

the IT department.  We define learning actions as any action a user takes to learn the domain the 

system represents, the system itself (including any of its structures), or the extent to which the system 

faithfully represents the domain (i.e., their mapping).  Again, we assume users can conduct these 

actions in the system, for example, by experimenting with features or reading online help manuals, or 

around it, for example, by asking colleagues or taking training courses (per Barki et al. 2007).   



17 
 

Table 3:  Examples of How Effective Use Enhances Performance  

Type of IS Benefit of Representational Fidelity Benefit of Transparent Interaction3 

Category Example Effectiveness Efficiency Effectiveness Efficiency

Function IT1 Word 
processing  

If an academic writing a paper 
in a word processing system 
can write precisely what he 
wants to say, readers of the 
report (including him) should 
understand his ideas more 
clearly and the paper will 
therefore be a more effective 
communication vehicle.   

If an academic writing a paper 
in a word processing system 
can write precisely what he 
wants to say, he will not have to 
spend as much time rewriting 
the paper as he would have if 
his writing was initially imprecise 
or vague.   

If an academic upgrades his 
word processing system, he 
may find it difficult to locate 
and use features that he is 
familiar with (SS).  This could 
take his attention away from 
his ideas, thereby hindering 
his ability to express and 
understand his arguments.       

If an academic upgrades his 
word processing system, he 
may find it difficult to locate 
and use features that he is 
familiar with (SS).  This could 
force him to spend longer 
writing the paper than he 
would have normally.  

 

Network IT1 Email If a user has not updated her 
contact database to include 
recipients’ latest contact 
addresses, she may send 
emails to dated email accounts, 
and those people may fail to 
receive her messages. 

 

If a user has not updated her 
contact database to include the 
latest contact addresses, she 
may not receive replies to some 
emails and then have to spend 
time checking if these people 
received her email and did not 
reply, or if they never received it.  

A user may try to write an 
email on a new and very small 
cellular phone.  Because of the 
small screen and lack of a 
proper key pad (SS and PS), 
she may have difficulty writing 
in the way that she would like 
to write.    

A user may try to write an 
email on a new and very small 
cellular phone.  Because of the 
small screen and lack of a 
proper key pad (SS and PS), 
she may have to spend more 
time writing the message than 
she would have normally.    

Enterprise 
IT1 

Enterprise 
wide 
software 

If an organization requires 
supervisory approval for 
purchases of a certain type but 
the ERP system does not 
enforce the control properly, a 
clerk may process some 
purchases that should have 
been authorized first or even 
denied.    

If an organization requires 
supervisory approval for 
purchases of a certain type but 
the ERP system does not 
enforce the control properly, a 
clerk may have to spend more 
time checking each purchase, 
reducing the numbers of orders 
he can process in a day.    

If a purchasing manager 
needs to find multiple pieces 
of data in the system but is 
obstructed by confusing 
menus or screens (SS), this 
may divert his attention from 
the meaning and implications 
of the data, impairing his 
decision-making ability.   

If a purchasing manager 
needs to find multiple pieces 
of data but is obstructed by 
confusing menus or screens 
(SS), he will have to spend 
extra time searching for the 
data to ensure that he has the 
right information to make 
decisions.       

About 
reality2 

Accounting 
system 

If an accountant mistakenly 
charges certain types of 
payment to an incorrect 
account, the financial records 
will not accurately reflect the 
organization’s expenses, which 
could lead managers to make 
different decisions than they 
would have made.    

 

If an accountant mistakenly 
charges certain types of 
payment to an incorrect 
account, the accounts may not 
balance or may differ materially 
from past periods’ accounts, 
forcing the accountant to spend 
time determining the reasons for 
the difference.      

An accountant may have 
difficulty understanding the 
output options in a new 
reporting system (SS) and 
may fail, as a result, to 
produce reports that have all 
of the information needed to 
make good decisions.    

An accountant may have 
difficulty understanding the 
output options in a new 
reporting system (SS) and 
consequently have to spend 
extra time learning the 
different options and 
discovering which option is 
more appropriate.        
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Type of IS Benefit of Representational Fidelity Benefit of Transparent Interaction3 

Category Example Effectiveness Efficiency Effectiveness Efficiency

For reality2 Decision 
support 
system 

If a rule was entered 
incorrectly, the system may 
recommend suboptimal 
decisions whenever a user 
provides it with specific input 
data, leading the user to take 
inappropriate actions.  

If a rule was entered incorrectly 
and the system makes 
suboptimal decisions as a 
result, a user may lose trust in it 
and spend extra time checking 
if its decisions are appropriate.    

The decision support system 
may offer a pivot table as an 
output device (SS), but the 
user may have difficulty using 
it, preventing her from 
understanding the reasons 
for the decisions being made.   

The decision support system 
may offer a pivot table as an 
output device (SS), but the 
user may have difficulty using 
it, forcing her to spend more 
time interacting with the output 
than she should have had to. 

As reality2 Video 
conferencing 
system 

Because of a configuration 
problem, a person may be able 
to see and hear other 
participants but they may be 
unable to see and hear him.  
Consequently, participants may 
fail to learn his perspectives on 
some issues, resulting in poor 
meeting outcomes.   

Because of a configuration 
problem, a person may be able 
to see and hear other 
participants but they may be 
unable to see and hear him.  
This may delay the meeting 
while participants try to 
determine the nature and cause 
of the problem.   

A meeting participant may 
have difficulty setting up his 
viewer so that he can see 
multiple participants at once 
(SS and/or PS).  This may 
divert his attention from what 
people are saying leading him 
to miss important parts of the 
conversation.     

A meeting participant may 
have difficulty setting up his 
viewer (SS and/or PS).  As a 
result, he may ask everyone 
to stop while he sorts out the 
problem, making the meeting 
longer than it would have 
been.   

Key:  1, 2  Categories of information systems: 1 McAfee 2006, 2 Borgmann 1999.        

 3 Problems with transparent interaction can be due to difficulties with the surface structure (SS) and/or physical structure (PS).  Rather than provide separate 
examples for each type of problem, we use examples of one or the other and specify the type in parentheses.   
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Table 4:  Examples of Adaptation and Learning Actions  

Type of IS Adaptation Actions Learning Actions

Category Example Deep structure Surface structure Physical structure System3 Domain Mapping

Function IT1 Word 
processing  

A user changes text 
in his report so that it 
more accurately 
reflects his thoughts.  

A user uses the 
split-screen feature 
so that he can edit 
one part of the 
report while viewing 
another part.    

A user changes his 
monitor for a larger 
one so that he can 
see more of the 
report at one time.     

A user accesses 
the help function to 
learn what “track 
changes” does and 
how to use this 
feature (DS, SS). 

 A user reads 
papers on the topic 
of the report to help 
him learn what to 
write.   

A user reflects on 
the arguments he 
has written to 
check if they 
reflect his 
thoughts.       

Network IT1 Email A user creates new 
folders in her email 
program to change 
the way that she 
records some of her 
messages. 

A user configures 
the email program 
to pop up 
notifications of new 
emails on her 
screen.    

A user sets up an 
encrypted 
connection (SSL) 
to secure email 
transfers on the 
Internet.     

A user asks a 
colleague to help 
her learn how to 
take a backup of 
the email program 
(PS).   

A user asks a 
colleague to explain 
communication 
protocols used in 
her organization.     

A user receives a 
corrupted email 
from a friend and 
calls her to ask 
what the message 
said.       

Enterprise 
IT1 

Enterprise 
wide 
software 

A user asks the IT 
department to add 
fields to a form so 
that he can record 
additional data.   

A user asks the IT 
department to 
rearrange fields on 
a form to make it 
more intuitive.     

A user asks the IT 
department to add 
more memory to 
the server or client 
machines so that 
updates run faster.    

A user reads an 
online tutorial to 
learn the types of 
forms he will have 
to interact with 
(SS).   

A user reads a 
description of his 
organization’s 
purchasing process 
to understand how 
goods are ordered.  

A user calls a 
friend in the 
warehouse to 
check if the 
inventory number 
is correct. 

About 
reality2 

Accounting 
system 

A user asks the 
accounting 
department to add a 
new account so that 
she can record 
revenue differently.   

A user adds 
shortcuts to the 
program menu so 
that she can easily 
access frequently 
used functions.   

A user asks the IT 
department to 
increase her disk 
space allocation so 
that she can work 
with large reports.   

A user asks a 
colleague to show 
her how to obtain a 
report from the 
system (DS, SS).   

A user reads the 
accounting 
standards to 
understand how to 
record revenue 
appropriately.    

A user checks 
source documents 
to determine if an 
entry in the 
system is an error. 

For reality2 Decision 
support 
system 

A user adds a new 
decision rule to 
change the way that 
decisions are made 
in the system. 

A user selects a 
different output view 
so that he can see 
both the decision 
and the explanation 
for making it.    

A user installs a 
new graphics card 
so that he can see 
sophisticated 
graphical output 
from the system.        

A user reviews the 
system’s decision 
rules to work out 
why it is making 
certain types of 
decisions (DS).      

A user asks his 
manager to clarify 
certain aspects of 
the business 
context in which 
the system is used.   

A user asks the 
IT department to 
check if a rule in 
the system is 
incorrect.      

As reality2 Video 
conferencing 
system 

A user adds a new 
participant to the 
video call.   

A user changes a 
setting so that she 
can view all call 
participants at once 
rather than just the 
person speaking. 

A user turns up the 
microphone on the 
system so that it 
picks up her voice 
more clearly.     

A user reviews the 
system’s manual to 
see if there is a way 
to change the 
default viewing 
settings (SS, PS).   

A user conducts 
background 
research on some 
of the topics to be 
discussed in the 
call.     

A user asks a 
trusted colleague 
to verify if a 
person on the 
call is who she 
says she is.   

Key:  1, 2,  Categories of information systems: 1 McAfee 2006, 2 Borgmann 1999.        
3  When learning a system, an individual might focus on deep structure (DS), surface structure (SS), and/or physical structure (PS).  Rather than provide 
separate examples for each one, we provide examples of different ones in different cells and specify the type in parentheses.          
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   We propose these two actions, adaptation and learning, rather than others, because they both 

stem logically from representation theory.  The need for adaptation stems from representation theory’s 

notion that representations are inherently fallible.  If representations are fallible, users can overcome 

this problem by adapting the system so that representational fidelity (and hence effective use) 

increases.  The notion of fallible representations also implies a need for learning because it suggests 

that understanding the extent to which an information system faithfully reflects a domain can be 

critical.  The need for learning also stems from representation theory’s notion that information 

systems consist of a complex set of structures that serve to represent a domain.  To interact well with 

complex structures invariably requires learning.  Thus, learning should enable more effective use.   In 

addition to adaptation and learning both stemming from representation theory, another reason to 

propose both (rather than just one of them) in our models is that they are mutually reinforcing.  For 

example, adaptation actions are more likely to be effective if an individual has learned what actions to 

take, and learning can sometimes be necessary for adaptations to be undertaken at all.     

Figure 4 shows the relationships we expect between adaptation and learning and the two 

effective use dimensions (representational fidelity and transparent interaction).  The top panel in 

Figure 4 shows that actions to adapt a system can affect representational fidelity (Link 1).  No sign is 

shown because adaptations could increase or reduce fidelity, depending on whether or not a user is 

sufficiently educated to undertake them.  For example, when a financial analyst changes a formula in 

a spreadsheet, her changes could improve or harm it, depending on her knowledge of what is being 

calculated.  As more learning is undertaken, adaptation actions should have a more positive effect 

(Link 2).  Another benefit of learning is that it can enable adaptations (Link 3).  For example, the 

financial analyst may be able to change the formula only when she acquires a rudimentary 

understanding of how Excel formulae work.  This effect should only operate at relatively low values 

of learning, however, because learning more does not imply an increased need to adapt a system; 

rather, it just enables the user to undertake such actions.
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Key:  DS: Deep structure, SS: Surface structure, PS: Physical structure, RWD: Real world domain 
represented by the deep structure, MA:  Mapping between the domain and the deep structure.     
 

Figure 4:  The Drivers of Effective use 
 

The bottom panel of Figure 4 shows how adaptations and learning affect transparent 

interaction.  As in the top panel, we propose that although a user can influence transparent interaction 

by taking actions to adapt the system, these adaptations are more likely to be effective if the user has 

undertaken sufficient learning (Links 1 and 2).  For example, if a company’s website designer wants 

to adapt the forms on a site (surface structure) and the web server configuration (physical structure) to 

help users place orders more quickly, such changes are more likely to be beneficial if the designer has 

spent time learning how to design forms (surface structure), change server settings (physical 

structure), and how the system processes purchases (deep structure).  Likewise, he or she will need at 

least some understanding of these issues to be able to make changes in the first place (Link 3). 

There are two main differences between the top and bottom panels of Figure 4.  First, the 

bottom panel shows that even without adaptation, learning can improve transparent interaction (Link 4 

in Figure 4).  Thus, even if a system cannot be modified, users can obtain and interact with the 

functions and data in their system more effectively if they invest time and effort learning how to do 

so.  In contrast, as the top panel shows, learning alone cannot improve representational fidelity.   
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The second difference relates to the specific subscripts shown for each action in Figure 4.  

This is important because several recent studies stress the need for adaptation and learning (Boudreau 

and Seligman 2005; Barki et al. 2007); thus our contribution lies in identifying specific types of these 

actions, which we show via these subscripts (and our examples in Table 4).  For instance, to improve 

representational fidelity, we suggest that adaptations must focus on a system’s deep structure rather 

than on its surface or physical structure, and learning actions must be focused on the deep structure, 

the domain, or the mapping between them, rather than on the surface or physical structure.  This is 

because the only way to improve representational fidelity is to improve the mapping between the deep 

structure and the domain.  In contrast, for transparent interaction, adaptation and learning actions 

must be focused on the structures of the system, because the only way to improve transparent 

interaction is to improve access to the deep structure through the surface and physical structures.     

3.4  Summary and Boundary Conditions   

The two models we proposed help to fill the gap in the literature that we noted at the outset, by 

suggesting what effective use involves (its dimensions) and what drives it (its antecedents).  To 

develop the models, we followed Ostrom’s (2005) approach in first proposing a high-level framework, 

then applying it to a particular context, and finally deriving the models.  This approach enabled us to 

link the major decisions we made in developing the theory, from the choice of the overall framework 

to the specific elements of our models, to representation theory.  It thereby enabled us to propose an 

answer to our guiding research question by showing what this theory of information systems 

(representation theory) implies for what effective use involves and what drives it.         

The answer we provided to our research question is incomplete, however, without a 

consideration of the boundary conditions of the theory, i.e., factors that moderate its applicability in 

different contexts (Whetten 1989).  Strictly speaking, context includes an infinite variety of  factors 

(Johns 2006).  Although a full analysis of contextual factors lies outside the scope of our work, we 

provide an initial analysis by examining the four elements of context that are most closely associated 
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with system use:  user, system, task, and time (Burton-Jones and Gallivan 2007 p. 671).  Specifically, 

we examine how characteristics of each of these elements could moderate the links of our high-level 

framework in Figure 1.  We concentrate particularly on links 1, 2, and 4 in Figure 1 because they can 

be particularly sensitive to contextual factors (Carver and Scheier 1998).  The details of our analysis 

are shown in Table 5.  The analysis suggests that users are more likely to take actions to improve 

effective use and performance—and, that these actions are more likely to be successful—when  

 users are more knowledgeable, experienced, motivated, and supported; 

 systems and tasks are simple, flexible, familiar, and independent of other systems/tasks;  

 users can quickly take actions and rapidly see the consequences.   

In contexts with fewer of these attributes, individuals are less likely to take actions, and the actions 

they do undertake are less likely to achieve their objectives.  

Overall, our analysis of the contextual factors in Table 5 has two implications.  The first is the 

guidance it offers for researchers who wish to test our models.  For example, if researchers test our 

models in contexts where users get immediate feedback on performance, and in contexts where 

feedback is delayed, we would expect users to reach high levels of effective use and performance 

quicker in the former context than the latter.  A second implication is that it helps to highlight the 

importance of actions that users can take to improve effective use.  This is because not only can users’ 

learning actions and adaptation actions have immediate benefits for effective use, as our models in 

Figure 4 illustrate, but these actions can also change the user context (e.g., making users more 

knowledgeable) and change the system context (e.g., making the system more or less complex), which 

can affect the entire process of improving effective use and performance, as Table 5 illustrates.  This 

latter implication ties in well with the overall theme of our high-level framework—that improving 

effective use is an ongoing, error-prone, and somewhat unpredictable process—because it suggests 

that in addition to their direct effects, adaptation and learning could have distal effects that occur 

through changing the context of use, and these effects may be difficult to predict or appreciate ex ante.         
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Table 5: Accounting for Context 

Link in 
Figure 1 

Effects of Contextual Elements on the Links in Figure 1 

User System Task Time 

1 Actions to improve effective 
use and performance are 
more likely to have positive 
effects when individuals are 
motivated to perform well, 
and are knowledgeable and 
experienced with the system 
and task (Sonnentag 2002).    

When systems are more 
interdependent, actions to improve 
use of any one system should have 
less benefit because actions must 
be coordinated across systems 
(Bailey et al. 2009). 

When tasks are more 
interdependent, actions to improve 
the performance of any one task 
(or use of a system in that task) 
should have less benefit because 
actions must be coordinated 
across tasks (Crowston 1997). 

When actions to improve use and 
performance take longer to have 
consequences, individuals (and 
observers such as researchers) 
must wait longer for the 
consequences to materialize.     

2 When individuals have more 
knowledge about their task  
and system and when they 
are more motivated to 
perform well, they are more 
likely to perceive their levels 
of effective use and 
performance accurately 
(Klein et al. 1997).   

When systems are newer and more 
complex, it should be more difficult 
for users to judge their level of 
effective use because it is more 
difficult to determine a baseline for 
comparison, that is, to judge how 
effectively they could be used (Klein 
et al. 1997).   

When tasks are newer and more 
complex (Wood 1986), it should 
be more difficult for users to judge 
their level of performance because 
it is more difficult to determine a 
baseline for comparison, that is, to 
judge how effectively the tasks 
could be performed (Klein et al. 
1997). 

When individuals obtain more 
frequent and regular feedback on 
their levels of performance and 
effective use, their perceptions of 
their levels on these factors 
should be more accurate 
because frequency and regularity 
help people perceive phenomena 
in the presence of noise (Klein et 
al. 1997).  

4 When individuals are more 
motivated to perform well, 
and when they are more able 
to take actions, because of 
internal resources such as  
knowledge or external 
resources such as social or 
organizational support, they 
are more likely to take 
actions (Deci and Ryan 1985; 
Azjen 1991). 

 

When systems are more 
interdependent, users are less likely 
to take actions to improve use 
because doing so will take more 
effort, specifically coordinated effort 
(Bailey et al. 2009).  Systems also 
have symbolic expressions and 
functional affordances that guide and 
enable certain ways of using the 
systems (Markus and Silver 2008).  
These will influence the range of 
actions that users are likely to 
undertake to improve system use.   

When tasks are more programmed 
(with steps specified in advance) 
(Ouchi 1979), imposed on 
individuals (Hackman 1969), and 
complex (Wood 1986), individuals 
are less likely to take actions to 
improve effective use or 
performance because such actions 
are more constrained.     

When it takes less time for 
individuals to perceive the 
consequences of their actions to 
improve effective use or 
performance, they are more likely 
to undertake those actions 
because faster feedback can help 
people learn (Kulik and Kulik 
1988) and can increase people’s 
motivation (Erez 1977; Myerson 
and Green 1995).   

Key:  Underlined terms reflect phenomena in the user, system, task, or temporal contexts that are likely to influence the links in Figure 1.   
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4.  Discussion  

In this section, we discuss how our work extends past research and provide guidance for 

researchers who wish to test and extend our theory.   

4.1  A New Perspective  

A legitimate query at this point would be to ask whether or not our perspective really differs 

from prior theories in IS research.  Our work primarily contributes to prior literature by explaining 

both the dimensions of effective use and its drivers.  We are not aware of any theory that has 

contributed in this way before.  Several theories have addressed related topics, however, so it is 

important that we explain how our theory relates to that work.  We provide such an explanation in 

Table 6, indicating the specific ways in which our theory builds on and extends prior work.     

In addition to these specific ways in which our research extends prior work, a more general 

difference is that our study represents the first concerted effort to ask what effective use would 

involve from the perspective of a theory of information systems.  Different theories of information 

systems will have different implications for what effective use involves.  It would be interesting to 

examine what effective use might involve from the perspective of other views of information systems 

such as socio-technical systems (Bostrom and Heinen 1977), digital options (Sambamurthy et al. 

2003), or ensembles (Orlikowski and Iacono 2001).  Rather than considering these to be competing 

views, we see them as opportunities to further explore the nature of effective use and what drives it.   

Finally, it is important to restate that our theory is set at a general level.  The only studies that 

we could find of effective use to date have examined specific systems, specifically, collaboration 

systems (Pavlou et al. 2008), ERP systems (Boudreau and Seligman 2005), and telemedicine systems 

(LeRouge et al. 2007).  We recognize that people use specific systems, not systems in general 

(Ramiller and Pentland 2009), so there is substantial merit in taking this route.  Ultimately, we view 

theories of specific systems and systems in general to be complementary, however, because no 

theory can be at once simple, accurate, and generalizable (Weick 1979).       



26 
 

Table 6:  How our Theory Builds on and Extends Past Research 

Existing theory 
or model 

How our work bears similarity 
to that theory or model  

How our work differs from or extends that theory 
or model   

Technology 
acceptance 
model (TAM) 
(Davis 1989) 

Our definition of effective use 
bears similarity to the definition of 
“perceived usefulness” and our 
definition of transparent 
interaction bears similarity to the 
definition of “perceived ease of 
use.”   

Although our constructs bear some similarity to TAM 
constructs, there are several differences (e.g., our 
constructs reflect actual states rather than perceived 
states).  More importantly, TAM explains IT 
acceptance whereas our theory explains what people 
need to do to use systems more effectively and 
increase their performance.  

IS success model 
(DeLone and 
McLean 1992) 

Our definition of representational 
fidelity bears similarity to the 
definition of “information quality.”   
Also, our theory helps explain a 
link between use and 
performance, which is also 
offered by the IS success model.  

 

Representational fidelity is not the same as information 
quality.  For example, one difference is that information 
quality is a property of a system whereas our concept 
of representational fidelity is a property of use.  More 
generally, the IS success model has never provided a 
clear link between use and performance, a point that its 
authors highlighted and called for research to address 
(DeLone and McLean 2003 p. 16).     

Task-technology-
fit (TTF) theory 
(Goodhue and 
Thompson 1995)  

TTF theory has a similar aim to 
our work, explaining how IT leads 
to different performance 
outcomes.  In addition, although 
we do not incorporate the notion 
of fit in our theory explicitly, it is 
included implicitly in the fact that 
our notion of representational 
fidelity accounts for the pragmatic 
requirements of the task rather 
than being purely limited to a 
semantic view.    

TTF theory assumes that the outcome from using a 
system is more a function of the system than we 
assumed in our work.  Specifically, TTF theory argues 
that at any given level of use, a system with higher 
TTF will lead to greater performance (Goodhue and 
Thompson 1995 p. 218).  Although TTF theory poses 
a link between use and performance, it does not 
speak to whether this link is positive or what it would 
take to make it more positive.  Our theory extends 
TTF theory by offering such an explanation, focusing 
on what actions users can take to improve use 
regardless of the a priori fit of the system.    

Adaptive 
structuration 
theory (AST) 
(DeSanctis and 
Poole 1994) 

AST has a similar aim to our 
theory, explaining variation in the 
impacts of IT.  In addition, like our 
theory, AST suggests that many 
of the impacts of IT stem from 
how IT is used rather than from 
the IT itself (DeSanctis and Poole 
1994 p. 122).   

According to AST, improved performance is more 
likely to occur when individuals use systems in a way 
that is consistent with the designers’ original intention 
for the system (so-called ‘faithful appropriation’).  Our 
theory suggests, in contrast, that effective use is more 
a matter of obtaining unfettered access to the 
representations needed for a task, irrespective of how 
faithfully the user interacts with the system.   

Use-related 
activity (Barki et 
al. 2007) 

Like our work, Barki’s et al (2007) 
model of use-related activity 
highlights the importance of 
adaptation and learning in 
improving performance.   

 

Our theory differs in two ways.  First, we view the ‘use’ 
construct more narrowly.  In the use-related activity 
model, actions to improve use (e.g., sending change 
requests to an IT department) are considered part of 
use-related activity.  In contrast, our theory separates 
actions taken to improve use from assessments of use 
itself.  Second, the use-related activity model proposes 
that interacting with IT will result in positive outcomes.  
In contrast, our theory proposes that use has to be 
effective to result in positive outcomes.   
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4.2  Testing the Theory 

Testing the theory would require several issues to be considered.  A first step would be to 

devise measures for the theory’s key constructs.  It should be possible to adapt existing measures for 

adaptation and learning (Barki et al. 2007; Sun and Zhang 2008).  New measures would need to be 

constructed for representational fidelity.  A starting point would be the literature on information 

quality (DeLone and McLean 1992) and the view that fidelity is a function of clarity, completeness, 

correctness, and meaningfulness (Wand and Wang 1996).  For transparent interaction, researchers 

could start with measures for ease of use (Davis 1989) and tailor them to clarify the distinction 

between the different system structures.  However, more work will be required to determine the best 

way of measuring all the constructs in the theory.  One important point is that because teleological 

theories assume that people can set goals and respond to feedback consciously or unconsciously, 

researchers would not be able to rely solely on self-report questionnaires (Ortiz de Guinea and 

Markus 2009 p. 441).  Rather, a combination of methods will be needed.  Although developing and 

validating a full set of self-report and objective measures lies outside the scope of this work, we 

provide an initial set of measures in Appendix 2 to help initiate such a program of research.  

 Researchers would also need to consider the samples in which to test the theory.  Because the 

theory is general, one approach would be to test it across a broad range of systems and tasks, much 

like the approach in Barki et al. (2007).  However, to conduct a strong test of the theory, it would be 

useful to test it in contexts where intuition would argue against it.  For instance, given the weight that 

the theory gives to faithful representations, intuition might suggest that it is less likely to be supported 

in contexts where reality is equivocal (Daft and Weick 1984), contentious, or inconvenient.  Past 

research has shown that when reality is inconvenient, users may try to increase performance by 

falsifying records (Van Maanen and Pentland 1994; Cunha 2006), precisely the opposite of what our 

theory assumes.  In one company Zuboff (1988 p. 354) studied, falsification was condoned over three 

organizational levels because each level benefited.  It would be useful to test our theory in such 
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contexts and determine whether the support (or lack of support) for the theory changes depending on 

the length of data collection.  For example, in the company Zuboff studied, developers were trying to 

regain control by designing systems to catch falsifications (Zuboff 1988 p. 355).  Thus, while our 

theory might be falsified in the short term in contexts where reality is equivocal, contentious, or 

inconvenient, it would be interesting to test whether it is supported over the longer term.   

Data collection periods, therefore, are another issue to consider.  Research over different 

lengths of time would be particularly valuable.  Past research shows that when individuals have 

multiple goals, they tend to focus more on the higher-level goal (the end) and focus on the lower-level 

goal (the means) only when unexpected problems occur (Vallacher and Wegner 1987).  Moreover, 

individuals generally attend to short-term ends rather than long-term performance ends (Baumeister 

and Heatherton 1996).  Together, these findings suggest that people will rarely focus on optimizing 

system use for long-term performance; they are much more likely to concentrate on their immediate 

performance goals and they may take many actions to achieve these goals—only some of which might 

involve improving their use of a system.  Finally, when they do attempt to improve their use of a 

system, they are likely to take the simplest approach possible (Todd and Benbasat 1999).  Thus, work-

arounds, kludges, and shadow systems are likely to be the norm (Koopman and Hoffman 2003), with 

users implementing more time-intensive, long-term solutions only when short-term fixes are 

ineffective and they have the time and resources to devise a better solution.  Collecting data over 

different timeframes, therefore, would enable researchers to see the different learning and adaptation 

actions that users take over time and how they relate to short-term vis-à-vis long-term performance.  

4.3  Extending the Theory 

Our work could be extended in several ways.  One would be to extend the way that we 

considered representations.   Although information systems offer one form of representation, there 

are many other representations that individuals may use, such paper records, physical artifacts, and 

human memory (Hutchins 1995; Chandler 2002).  A valuable way to extend our theory, therefore, 
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would be to examine how users choose among different forms of representation, use them in concert, 

and improve their use of multiple representational media over time.  

Another approach would be to extend our high-level framework.   We adopted the typical 

view, which uses a negative (discrepancy-reducing) feedback loop (Carver and Scheier 1998).  Liang 

and Xue (2009) showed how positive (discrepancy-enlarging) feedback loops can explain users’ 

behavior when they are threatened by a system and try to avoid it.  A combined view that allows for 

both types of loops would be useful.  It would enable researchers to study instances in which 

performance is a function of the effective use of one system (or some parts of it) and the resistance of 

another system (or other parts of it).   The current version of our framework does not enable us to 

explain how resistance behaviors could occur or how they could help.  Positive feedback loops can 

also be used to study instances when virtuous circles arise in improving effective use (e.g., the more 

that performance increases, the more actions a user takes to further increase performance).     

A third approach would be to reconsider our assumptions about the nature of representations. 

Consistent with representation theory, we have argued that if a system fails to represent a domain 

faithfully, users will benefit from adapting the system so that it more faithfully reflects the domain.  

A different approach would be to change the domain so that it more faithfully reflects the system.  

Both types of adaptation would improve representational fidelity, but they would do so in different 

ways.  Allowing for both possibilities would strengthen our theory and provide a link between this 

work and the literature on how organizations and systems coevolve (Lassila and Brancheau 1999).   

A fourth approach would be to focus on other elements of our overall framework.  For 

instance, while we focused on the link between ‘actions’ and ‘consequences,’ it would be valuable to 

consider the links to and from ‘perceptions’ to ‘actions.’  Zuboff’s studies provide many examples of 

the perceptions and associated cognitions, attitudes, and emotions that users have when working with 

representational media and how these can drive behavior.  Describing the perceptions of workers in a 

paper mill, she remarked:    
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“It is as if one’s job had vanished into a two-dimensional space of abstractions, where digital 
symbols replaced concrete reality.  Workers reiterated a spontaneous emotional response 
countless times—defined by feelings of loss of control, of vulnerability, and of frustration” 
(Zuboff 1988 p. 63). 
 

We believe that for many users—not just these workers—ineffective system use will be associated 

with feelings of lost control, vulnerability, and frustration.  Increases in effective use should help 

mitigate each of these problems.  For example, we expect that 

 representational fidelity will engender feelings of trust.  Trust refers to a willingness to be 

vulnerable to another entity (Rousseau et al. 1998).  When representational fidelity increases, 

users are likely to trust their systems more because they will have more positive expectations 

of the consequences of relying on those representations, for example, when using them to 

make decisions (Nicolaou and McKnight 2006).  

 transparent interaction will engender feelings of control and competence.  Feelings of control 

and competence refer to feelings that a person can take actions and those actions will yield 

intended results (Ryan and Deci 2000).  Such feelings are precisely what help users avoid 

frustration (Bessiere et al. 2006).  When transparent interaction increases, feelings of control 

and competence should rise because users will feel less obstructed by a system’s surface and 

physical structures and more able to interact with the deep structure.         

 effective use will engender feelings of satisfaction with the system.  People are satisfied with a 

system when their overall attitude towards it is favorable (Wixom and Todd 2005).  When 

users’ are using a system more effectively, their satisfaction is likely to grow, partly because 

of the resulting increase in performance and partly because effective use generates the 

positive feelings of trust, control, and competence.      

An important way to extend our research would be to test these predictions and determine the 

ways in which these or other feelings sustain existing ways of working or trigger users to engage in 

actions that increase or decrease effective use.  In such studies, researchers would have to remain 
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aware that perceptions can have multiple effects, both beneficial and costly.  For example, when 

users trust a system, they are more likely to invest in actions to improve their use of it—a beneficial 

outcome.  At the same time, such users are likely to become less vigilant for limitations associated 

with their systems and rely on them when they should not do so—a costly outcome (Butler and Gray 

2006 p. 220).  More theory is needed to determine what level of trust the most effective users would 

exhibit and how this might change as users gain more experience with a system. 

5.  Conclusion 

Information systems are designed to help people and organizations achieve goals, but these 

goals cannot be achieved except through effective use.  Although it is vitally important for 

individuals and their organizations to understand the degree to which systems are used effectively—

and how to raise this level of effectiveness—information systems researchers have little theory to 

turn to in seeking to understand these issues.  We demonstrated one way of addressing the problem, 

drawing on the representation theory of information systems to develop a theory that explains how 

effective use and performance evolve, as well as detailed models that explain the nature of effective 

use and its drivers.  We believe that our theory offers a distinctly different perspective on effective 

use and a stimulating platform for research on how systems are, and need to be, used, to attain 

desired outcomes. Such research can help individuals and organizations reap the true reward of 

investing in information systems.  
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Appendix 1:  Further Details on Representation Theory and our Extensions 

Representation theory has existed for some time (Wand and Weber 1988), but it has mainly 

been used to study conceptual modeling (Weber 1997), never effective use.  Only a few studies have 

applied the theory to other topics, specifically, data quality (Wand and Wang 1996), fit (Davern 

1996), maintenance (Heales 2002), and alignment (Rosemann et al. 2004; Sia and Soh 2007).  To 

apply it to the topic of effective use, we had to expand what is generally considered within its scope.   

Figure A1 illustrates the difference between the scope of how we apply representation theory 

and the scope nearly all other researchers have used.  The figure shows the system that an IS 

represents, the IS itself, and the use of the IS.  The figure also distinguishes two parts of the 

represented system: a real-world domain (such as an inventory warehouse) and a perception of it 

(how someone perceives the warehouse).  Because researchers traditionally used representation 

theory to study conceptual modeling alone, the focus was solely on creating a faithful representation 

of how users perceived a domain—the inner dashed box in Figure A1.  Excluded were the distinction 

between reality and peoples’ perceptions of it, the surface and physical structures that support the 

deep structure, and how and why systems are used.  Researchers recognized their importance, but 

excluded them in the interest of concentrating on conceptual modeling (Wand and Weber 1995 pp. 

204-207).  In contrast, we need to consider all the issues in Figure A1—the outer dashed box—

because all are necessary to understand the nature and drivers of effective use.         

 

 

 
 

Key:  The inner 
dashed box depicts 
the scope of 
representation theory 
used in past 
research.  The outer 
dashed box depicts 
the scope of 
representation theory 
that we use. 
 

Figure A1:  Broadening the Scope of Representation Theory
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Appendix 2:  Measurement Strategies 

A full description of measurement strategies would require its own paper.  However, to 

provide a starting point, we briefly describe how each construct in our theory can be measured in 

Table A1 and provide example measurement items for several of these constructs in Table A2.      

 
Table A1: Assessment of the Theory’s Key Constructs 

Construct/ 
Dimension 

Definition Assessment Studied providing 
measures 

Effectiveness A dimension of performance 
referring to the extent to 
which a user’s has achieved 
the goals of the task for 
which the system was used.   

Can be measured by using or 
adapting existing self-report 
measures or using independent 
ratings.    

(Burton-Jones and 
Straub 2006) 

Efficiency A dimension of performance 
referring to the extent of goal 
achievement for a given level 
of input (such as effort or 
time).  

Can be measured by using or 
adapting existing self-report 
measures or using independent 
ratings.    

(Gattiker and 
Goodhue 2005) 

Representational 
fidelity 

During use, the extent to 
which a user is obtaining 
representations from the 
system that faithfully reflect 
the domain represented by 
the system. 

No existing assessment. The specification of this 
construct can start with the four aspects of data quality 
derived from representation theory: completeness, 
meaningfulness, clarity, and correctness (Wang and 
Wand 1996), and the notion that representational fidelity 
is a pragmatic concept, not merely a semantic one.  

See Table A2 for tentative and illustrative measures. 
Transparent 
interaction 

During use, the extent to 
which a user is accessing the 
system’s deep structure 
unimpeded by the system’s 
surface and physical 
structures.  

No existing assessment. Construct’s specification can 
start with measures of ease of use (Davis 1989) and 
include the idea that content accessibility is impeded 
due to the interface as well as to the physical/material 
structures.   

See Table A2 for tentative and illustrative measures. 
Adaptation Users’ actions to improve the 

representations in a system 
(deep structure) or the way 
they access them (through 
surface and physical 
structures). 

Can be measured by adapting 
existing measures of technology 
adaptation that focus on adapting 
a system’s data or functions (to 
adapt deep structure), or its 
interface or hardware (to adapt 
surface/physical structure).   

(Barki et al. 2007; 
Sun and Zhang 
2008) 

Learning Users’ actions to learn (a) 
the domain the system 
represents, (b) the system 
itself, or (c) the mapping 
between the domain and the 
system.  

Can be measured by adapting 
existing measures of learning so 
that they can capture the extent 
to which users engage in the 
three activities of learning the 
domain, the system, and the 
mapping between the two.  

(Barki et al. 2007) 
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Table A2: Illustrative Measures for New Constructs 

Representational Fidelity  

Self reported assessment (agreement scale) Independent assessment 

o General assessment – Examples scale for 
measuring the completeness, clarity, correctness, 
and meaningfulness of a representation: 
 

When using the system, I find the content it provides 
me is sufficiently * 
 … complete 
 … clear 
 … correct 
 … meaningful 

 
o Context-specific assessment – Examples of 

measuring the “completeness” aspect in three 
different system contexts: 
 

[When using system X…] 
 Reporting system:  … the reports I obtain present 

a sufficiently complete picture of the domain they 
describe  
 Video-conferencing system:  … the video 

presentation I obtain provides a sufficiently 
complete picture of the communication context  
 Excel application: … the data I see provides all 

that I need to understand the domain being 
represented  

 
* Note: The term “sufficiently” is used in our 
measures of representational fidelity because this 
construct is assessed based on a consideration of 
users’ needs (as discussed in §3.3.1). 
 

o By a person (context-specific assessment) 
 

Expert observers can rate the extent to which any 
given user (e.g., user x, y, etc) is obtaining complete, 
clear, correct, and meaningful information from the 
system.  For example, the following items could be 
used to measure the completeness dimension:   

 Reporting system:  Item rated by a manager:  
 the reports that user x has obtained from 

the system provide a sufficiently complete 
picture of the domain it reports on 

  
 Video-conferencing system:  Item rated by the 

conference moderator:  
 the video presentation that user x obtained 

from the system provides a sufficiently 
complete picture of the communication 
context  
 

 Excel spreadsheet:  Item rated by a  manager:   
o the data that the user has obtained from 

the system provides all that he/she needs 
to understand the domain being 
represented 

 
o By computer logs (context-specific assessment) 
 
 Programs could be written to calculate the extent 

to which content obtained by users is clear, 
complete, meaningful, and correct.  For example, 
in a reporting system, a program could compare 
the SQL queries sent by users to the system to 
obtain reports with the queries needed to obtain 
reports that are as clear, complete, correct, and 
meaningful as required in that context.   

Transparent Interaction  

Self reported assessment (agreement scale) Independent assessment 

o General assessment – Example scale for measuring 
the extent to which a user has unimpeded access to 
the content they need: 
 

When using the system, I find that   
 … I have seamless access to the content that I 

need (Overall Item) 
  …I have difficulty obtaining the content I need 

because of the system’s interface (Negatively 

o By a person 

An external evaluator can observe the individual 
using the system and report on difficulties or errors 
in the completion of specific tasks, due to the 
surface or physical structure.  For example:  
 For surface structure:  Wrong path followed to 

access a document, difficulty in navigating a web 
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worded item focusing on surface structure) 
 …I have difficulty obtaining the content I need due 

to physical characteristics of the device(s) I use 
(Negatively worded item focusing on physical 
structure)  
 

o Context-specific assessment - Examples of items 
measuring difficulty of accessing deep structure due 
to the surface structure: 
 

[When using system X…] 
 Reporting system: … I have difficulty obtaining 

everything I need because of the system’s 
interface  
 Video-conferencing system: … I have difficulty 

seeing what I need to see because of the system’s 
interface   

 Excel application: … I have difficulty obtaining the 
data I need because of the system’s interface  

 

page or menu structure 
 For physical structure:  Difficulties in reading 

content because of monitor size or difficulties in 
providing content due to an inability to use input 
devices, e.g., a mouse, or small keys.  

 
o By computer logs (will need to be system-task 

specific) 
 Programs can be written to determine the extent 

to which users make errors in navigating or 
interacting with a system.  Simple measures 
could include input errors or time to complete 
task.  More complex measures could include 
ratings of the extent to which a user’s navigation 
path to a webpage or system feature approaches 
the quickest path that can be taken to that page 
or feature (see, e.g., Hilbert and Redmiles 2000) 
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