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ABSTRACT Cell-free (CF) massive multiple-input-multiple-output (mMIMO) deployments are usually
investigated with half-duplex nodes and high-capacity fronthaul links. To leverage the possible gains
in throughput and energy efficiency (EE) of full-duplex (FD) communications, we consider a FD CF
mMIMO system with practical limited-capacity fronthaul links. We derive closed-form spectral efficiency
(SE) lower bounds for this system with maximum-ratio combining/maximum-ratio transmission processing
and optimal uniform quantization. We then optimize the weighted sum EE (WSEE) via downlink and uplink
power control by using a two-layered approach: the first layer formulates the optimization as a generalized
convex program, while the second layer solves the optimization decentrally using the alternating direction
method of multipliers. We analytically show that the proposed two-layered formulation yields a Karush-
Kuhn-Tucker point of the original WSEE optimization. We numerically show the influence of weights
on the individual EE of the users, which demonstrates the utility of the WSEE metric to incorporate
heterogeneous EE requirements of users. We show that low fronthaul capacity reduces the number of
users each AP can support, and the cell-free system, consequently, becomes user-centric.

INDEX TERMS Decentralized optimization, energy efficiency, full-duplex (FD), limited-capacity
fronthaul.

I. INTRODUCTION

MASSIVE multiple-input-multiple-output (mMIMO)
wireless systems employ a large number of antennas

at the base stations (BSs), and achieve higher spectral effi-
ciency (SE) and energy efficiency (EE) with relatively simple
signal processing [1], [2]. Two distinct mMIMO variants are
being investigated in the literature: i) co-located, wherein
all antennas are located at one place [1]; and ii) distributed,
wherein antennas are spread over a large area [2, and the ref-
erences therein], [3]–[5]. While co-located mMIMO systems
have a low fronthaul requirement, distributed mMIMO
systems, at the cost of higher fronthaul infrastructure, have
greater spatial diversity to exploit and consequently have

greater immunity to shadow fading [2]–[4]. Cell-free (CF)
mMIMO is one of the most promising distributed mMIMO
variants in the current literature [2]–[5]. CF mMIMO envi-
sions a communication region with no cell boundaries, and
promises substantial gains in SE and fairness over small-cell
deployments [3]–[5].
Full-duplex (FD) wireless systems have now been

practically realized with advanced self-interference (SI)
cancellation mechanisms [6]–[9]. Co-located FD mas-
sive MIMO systems have also been extensively investi-
gated [10], [11, and the referencestherein]. FD CF mMIMO
is a relatively recent area of interest [12]–[14], where
access points (APs) simultaneously serve downlink and
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uplink user equipments (UEs) on the same spectral resource.
Vu et al. in [12] considered a FD CF mMIMO system
with maximum-ratio combining and showed that if SI at
the APs is suppressed up to a certain limit, it has higher
throughput than its half-duplex (HD) counterpart and FD co-
located systems. Wang et al. in [13] evaluated the SE of a
network-assisted FD CF mMIMO system using zero-forcing
and regularized zero-forcing beamforming. Reference [14]
proposed a heap-based algorithm for pilot assignment to
overcome pilot contamination in FD CF mMIMO systems.
In CF mMIMO, APs are connected to a central pro-

cessing unit (CPU) using fronthaul links. The existing
FD CF mMIMO literature assumes high-capacity fron-
thaul links [12]–[14]. These links, however, have limited
capacity, and the information needs to be consequently quan-
tized and sent over them. The limited-capacity fronthaul
has been considered only for HD CF mMIMO systems
in [15]–[17]. Femenias and Riera-Palou in [16] studied
a max-min uplink/downlink power allocation problem for
HD CF mMIMO with limited-capacity fronthaul, while
Masoumi and Emadi in [17] optimized the SE of a HD CF
mMIMO uplink with limited-capacity fronthaul and hard-
ware impairments. Bashar et al. in [15] derived the SE of
HD CF mMIMO uplink with limited-capacity fronthaul. We
consider quantized fronthaul for a FD CF mMIMO system
to derive achievable SE expressions. To the best of our
knowledge, the current work is first one to do so.
With tremendous increase in network traffic, the EE has

become an important metric to design a modern wire-
less system. Global energy efficiency (GEE), defined as
the ratio of the network SE and its total energy con-
sumption, is being used to design CF mMIMO commu-
nication systems [18]–[21]. Ngo et al. in [18] optimized
the GEE for the downlink of a HD CF mMIMO system.
Bashar et al. in [19] optimized the uplink GEE of a
HD CF mMIMO system with optimal uniform fronthaul
quantization. Alonzo et al. in [20] optimized the GEE
of CF and UE-centric HD mMIMO deployments in the
mmWave regime. Nguyen et al. in [21] maximized a novel
SE-GEE metric for the FD CF mMIMO system using a
Dinkelbach-like algorithm.
A UE with limited energy availability will accord a much

higher importance to its EE than an another UE with a
sufficient energy supply. GEE is a network-centric metric
and cannot accommodate such heterogeneous EE require-
ments [22]. The weighted sum energy efficiency (WSEE)
metric, defined as the weighted sum of individual EEs [22],
can prioritize EEs of individual UEs, by allocating them a
higher weight [23], [24]. The WSEE is investigated in [23]
for a general wireless network, and for a two-way FD relay
in [24]. It is yet to be investigated for CF mMIMO HD and
FD systems.
Decentralized designs, which accomplish a complex task

by coordination and cooperation of a set of computing
units, are being used to design mMIMO systems [25], [26].
This interest is driven by high computational complexity

and high interconnection data rate requirements between
radio frequency chains and baseband units in centralized
mMIMO system designs [25]. Jeon et al. in [25] constructed
decentralized equalizers by partitioning the BS antenna
array. Reference [26] proposed a coordinate-descent-based
decentralized algorithm for mMIMO uplink detection and
downlink precoding. Reference [27] employed alternating
direction method of multipliers (ADMM) to decentrally allo-
cate edge-computing resource for vehicular networks. Such
decentralized approaches have not yet been employed to
optimize FD CF mMIMO systems. We next list our main
contributions in this context:
1) Contributions Regarding Closed Form SE Lower Bound:

We consider FD CF mMIMO communications with maximal
ratio combining/maximal ratio transmission (MRC)/(MRT)
processing and limited fronthaul with optimal uniform quan-
tization. We note that for the FD CF mMIMO systems, unlike
their HD counterparts [2]–[5], uplink and downlink transmis-
sions interfere to cause uplink downlink interference (UDI)
and inter-/intra-AP residual interference (RI). Further, unlike
existing FD CF mMIMO literature [12]–[14], [21], which
consider perfect high-capacity fronthaul links, it is critical to
model and analyze the UDI and inter-/intra-AP interferences
and limited-capacity impairmentswhile deriving lower bounds
for both uplink and downlink UEs SE, which are valid for
arbitrary number of antennas at each AP. We model the UDI
on the downlink and the RI on the uplink, but unlike existing
FD CF mMIMO literature [12]–[14], [21], we also consider
the quantization distortion due to limited-capacity fronthaul
links, as modelled in the total quantization distortion (TQD)
terms. We also show the impact of quantization on the uplink
RI terms themselves, where the distortion in the downlink
and uplink signals get coupled. We derive achievable SE
expressions for both uplink and downlink UEs, which are
valid for arbitrary number of antennas at each AP.
2) Contributions Regarding Centralized WSEE

Optimization: We use the derived SE expression to
maximize the non-convex WSEE metric. While energy-
efficient design of CF mMIMO systems have been studied
in literature [18]–[20], most of them focus on the GEE
metric, except [21]. The GEE, being a single ratio, can
be expressed as a pseudo-concave (PC) function and can
thus be maximized using Dinkelbach’s algorithm [22].
Reference [21] is the only work so far which optimized
the EE of FD CF mMIMO. It considered a novel SE-GEE
objective, which also reduces to a PC function and is
maximized using a Dinkelbach-like algorithm. The WSEE, in
contrast, is a sum of PC functions, and is not guaranteed to
be a PC function [22]. This makes the WSEE an extremely
non-trivial objective to maximize [22]. Further, the algorithm
in [21] requires knowledge of instantaneous small-scale
channel fading coefficients. The WSEE metric optimized
here, in contrast, requires large-scale channel coefficients,
which remains constant for multiple coherence intervals [28].
3) Contributions Regarding Decentralized Optimization:

We decentrally maximize WSEE using a two-layered
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iterative approach which combines successive convex
approximation (SCA) and ADMM. The first layer simpli-
fies the non-convex WSEE maximization problem by using
epigraph transformation, slack variables and series approx-
imations. It then locally approximates the problem as a
generalized convex program (GCP) which is solved itera-
tively using the SCA approach. The second layer decentrally
optimizes the GCP by using the consensus ADMM approach,
which decomposes the centralized version into multiple sub-
problems, each of which is solved independently. The local
solutions are combined to obtain the global solution. We
note that the GCP for the FD system is not in the standard
form which is required for applying ADMM, as it involves
FD interference terms that couple power control coefficients
from different UEs as well as from the uplink and downlink.
We therefore create global and local versions of the power
control coefficients separately for the downlink and uplink
UEs, which decouple the FD interference terms. We con-
sider separate sub-problems for the downlink and uplink UEs
with a separate set of constraints for each. These constraints,
rewritten using the local variables, define feasible sets for the
sub-problems of the downlink and uplink UEs, respectively.
We introduce separate Lagrangian parameters for the down-
link and uplink UEs, and separate penalty parameters for the
downlink and uplink power control variables. This enables us
to properly define the augmented Lagrangian and decouple
the respective sub-problems at the D-servers which calcu-
late the local solutions, and then eventually coordinate them
into the globally optimal solution at the C-server. The FD
system required that we introduce these modifications to the
standard ADMM approach and to the best of our knowledge,
has not been attempted so far in mMIMO literature.
4) Contributions Regarding the AP Selection Algorithm:

We show that there is a fundamental limit to the number of
UEs a FD AP can serve with a limited fronthaul capacity.
We propose a proportionately-fair rule capping the maximum
number of uplink and downlink UEs served by each AP. We
use this rule to propose a fair AP selection algorithm which
efficiently chooses the best subset of APs to serve each
uplink and downlink UE. The proposed approach ensures
user-centric architecture for our system. The proposed algo-
rithm, which has a trivial complexity, is shown to perform
close to the optimal one proposed in [29].
5) Contributions Regarding the Convergence of the

Distributed Optimization Algorithm: We not only analyti-
cally prove its convergence but also numerically show that
it i) achieves the same WSEE as the centralized approach;
and ii) is responsive to changing weights which can be set
to prioritize UEs’ EE requirements.

II. SYSTEM MODEL
We consider, as shown in Fig. 1, a FD CF mMIMO system
where M FD APs serve K = (Ku + Kd) single-antenna HD
UEs on the same spectral resource, with Ku and Kd being the
number of uplink and downlink UEs, respectively. Each AP
has Nt transmit and Nr receive antennas, and is connected

FIGURE 1. System model for FD CF mMIMO communications.

to the CPU using a limited-capacity fronthaul link which
carries quantized uplink/downlink information to/from the
CPU. We see from Fig. 1 that due to FD model
• uplink receive signal of each AP is interfered by its own
downlink transmit signal and that of other APs. These
intra- and inter-AP interferences are shown using purple
and brown dashed lines, respectively.

• downlink UEs receive transmit signals from uplink UEs,
causing uplink downlink interference (UDI) (shown as
black dotted lines between uplink and downlink UEs).
Additionally, the UEs experience multi-UE interference
(MUI) as the APs serve them on the same spectral
resource.

We next explain various channels, their estimation and data
transmission. We assume a coherence interval of duration
Tc (in s) with τc samples, which is divided into: a) channel
estimation phase of τt samples, and b) downlink and uplink
data transmission of (τc - τt) samples.

A. CHANNEL DESCRIPTION
The channel of the kth downlink UE to the transmit anten-
nas of the mth AP is gdmk ∈ C

Nt×1, while the channel
from the lth uplink UE to the receive antennas of the
mth AP is guml ∈ C

Nr×1.1 We model these channels as
gdmk = (βdmk)

1/2g̃dmk and guml = (βuml)
1/2g̃uml. Here βdmk and

βuml ∈ R are corresponding large scale fading coefficients,
which are same for all antennas at the mth AP [3], [12]. The
vectors g̃dmk and g̃

u
ml denote small scale fading with indepen-

dent and identically distributed (i.i.d.) CN (0, 1) entries. The
UDI channel between the kth downlink UE and lth uplink
UE is modeled as hkl = (β̃kl)

1/2h̃kl [12], [13], where β̃kl is
the large scale fading coefficient and h̃kl ∼ CN (0, 1) is the
small scale fading. The inter- and intra-AP channels from
the transmit antennas of the ith AP to the receive antennas
of the mth AP are denoted as Hmi ∈ C

Nr×Nt for i = 1 to M.

B. UPLINK CHANNEL ESTIMATION
Recall that the channel estimation phase consists of τt sam-
ples. We divide them as τt = τ dt + τ ut , where τ dt and τ ut

1. We, henceforth, consider k = 1 to Kd, l = 1 to Ku and m = 1 to M,
to avoid repetition, unless mentioned otherwise.
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are samples used as pilots for the downlink and uplink UEs,
respectively. All the downlink (resp. uplink) UEs simulta-
neously transmit τ dt (resp. τ ut )-length uplink pilots to the
APs, which they use to estimate the respective channels.
In this phase, both transmit and receive antenna arrays of
each AP, similar to [12], operate in receive mode. The kth
downlink UE (resp. lth uplink UE) transmits pilot signals√

τ dt ϕdk ∈ C
τ dt ×1 (resp.

√
τ ut ϕul ∈ C

τ ut ×1). We assume, sim-
ilar to [12], [18], that the pilots i) have unit norm, i.e.,∥∥ϕul

∥∥ = ∥∥ϕdk
∥∥ = 1; and ii) are intra-set orthonormal, i.e.,

(ϕul )
Hϕul′ = 0∀l �= l′ and (ϕdk )

Hϕdk′ = 0∀k �= k′. Therefore,
we need τ dt ≥ Kd and τ ut ≥ Ku [12], [18].
The pilots received by transmit and receive antennas of

the mth AP are given respectively as

Ytxm =
√

τ dt ρt

Kd∑
k=1

gdmk
(
ϕdk

)H +Wtx
m,

Yrxm =
√

τ ut ρt

Ku∑
l=1

guml
(
ϕul
)H +Wrx

m .

Here ρt is the normalized pilot transmit signal-to-noise-ratio
(SNR). The matrices Wtx

m ∈ C
Nt×τ dt and Wrx

m ∈ C
Nr×τ ut

denote additive noise with CN (0, 1) entries. Each AP
independently estimates its channels with the uplink and
downlink UEs to avoid channel state information (CSI)
exchange overhead [12], [21]. To estimate the channels gdmk
and guml, the mth AP projects the received signal onto the
pilot signals ϕdk and ϕul respectively, as

ŷtxmk = Ytxmϕdk =
√

τ dt ρtgdmk +Wtx
mϕdk

ŷrxml = Yrxmϕul =
√

τ ut ρtguml +Wrx
mϕul .

These projections are used to compute the correspond-
ing linear minimum-mean-squared-error (MMSE) channel
estimates [12] as

ĝdmk = E

{
gdmk
(
ŷtxmk
)H}(

E

{
ŷtxmk
(
ŷtxmk
)H})−1

ŷtxmk = cdmkŷ
tx
mk,

ĝuml = E

{
guml
(
ŷrxml
)H}(

E

{
ŷrxml
(
ŷrxml
)H})−1

ŷrxml = cumlŷ
rx
ml,

where cdmk =
√

τ dt ρtβ
d
mk

τ dt ρtβ
d
mk+1

and cuml =
√

τ ut ρtβ
u
ml

τ ut ρtβ
u
ml+1 . The esti-

mation error vectors are defined as euml � guml − ĝuml and
edmk � gdmk − ĝdmk. With MMSE channel estimation, ĝdmk, e

d
mk

and ĝuml, e
u
ml are mutually independent and their individ-

ual terms are i.i.d. with pdf CN (0, γ dmk), CN (0, βdmk −
γ dmk), CN (0, γ uml), CN (0, βuml−γ uml) respectively, with γ dmk =
τ dt ρt(β

d
mk)

2

τ dt ρtβ
d
mk+1

and γ uml = τ ut ρt(β
u
ml)

2

τ ut ρtβ
u
ml+1 [12], [18].

After channel estimation, data transmission starts simul-
taneously on downlink and uplink.

C. TRANSMISSION MODEL
An objective of this work is to derive a SE lower bound
for FD CF mMIMO systems, where the M APs serve Ku
uplink UEs and Kd downlink UEs simultaneously on the

same spectral resource. We note that for the FD CF mMIMO
systems, unlike the HD CF mMIMO systems [3], [15], [16],
uplink and downlink transmissions interfere to cause UDI
and inter-/intra-AP interferences. Further, unlike existing FD
CF mMIMO literature [12], [13], [21], we consider a limited-
capacity fronthaul. It is critical to model and analyze the
UDI and inter-/intra-AP interferences and limited-capacity
impairments while deriving the lower bound.

1) DOWNLINK DATA TRANSMISSION

The CPU chooses a message symbol sdk for the kth downlink
UE, which is distributed as CN (0, 1). It intends to send this
symbol to the mth AP via the limited-capacity fronthaul
link. Before doing that, it multiplies sdk with a power-control
coefficient ηmk, and then quantizes the resulting signal. The
mth AP, due to its limited fronthaul capacity, is allowed to
serve only a subset κdm ⊂ {1, . . . ,Kd} of downlink users,
an aspect which is discussed later in Section II-D. The CPU
consequently sends downlink symbols for UEs in the set
κdm to the mth AP, which uses MMSE channel estimates to
perform MRT precoding. The transmit signal of the mth AP
is therefore given as follows

xdm =
√

ρd
∑
k∈κdm

(
ĝdmk
)∗Q

(√
ηmks

d
k

)

= √ρd
∑
k∈κdm

(
ĝdmk
)∗(

ã
√

ηmks
d
k + ςdmk

)
. (1)

Here ρd is the normalized maximum transmit SNR at each AP.
The function Q(·) denotes the quantization operation, which
is modeled as a multiplicative attenuation ã, and an additive
distortion ςdmk, for the kth downlink UE in the fronthaul
link between the CPU and the mth AP [15], [19]. We have,
from Appendix A, E{(ςdmk)2} = (b̃ − ã2)E{|√ηmksdk |2} =
(b̃ − ã2)ηmk, where the scalar constants ã and b̃ depend on
the number of fronthaul quantization bits.
The mth AP must satisfy the average transmit SNR con-

straint, i.e., E{‖xdm‖2} ≤ ρd. Using the expression of xdm
from (1), and the above expression of quantization error
variance, E{(ςdmk)2}, the constraint can be simplified as
follows

ρdb̃
∑
k∈κdm

ηmkE
{
‖ĝdmk‖2

}
≤ ρd ⇒ b̃

∑
k∈κdm

γ dmkηmk ≤
1

Nt
. (2)

The kth downlink UE receives its desired message signal
from a subset of all APs, denoted as Md

k ⊂ {1, . . . ,M},
along with various interference and distortion components,
as in (5) (shown at the top of the next page). The mth AP
serves the kth downlink UE iff k ∈ κdm ⇔ m ∈Md

k . Here x
u
l

is the transmit signal of the lth uplink UE, which is modelled
next.

2) UPLINK DATA TRANSMISSION

The Ku uplink UEs also simultaneously transmit to allM APs
on the same spectral resource as that of the Kd downlink UEs.
The lth uplink UE transmits its signal xul =

√
ρuθlsul with
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sul being its message symbol with pdf CN (0, 1), ρu being
the maximum uplink transmit SNR and θl being the power
control coefficient. To satisfy the average SNR constraint,
E{|xul |2} ≤ ρu, the lth uplink UE satisfies the constraint

0 ≤ θl ≤ 1. (3)

The FD APs not only receive the uplink UE signals but
also their own downlink transmit signals and that of the
other APs, referred to as intra-AP and inter-AP interference,
respectively. Using (1), the received uplink signal at the mth
AP is

yum =
Ku∑
l=1

gumlx
u
l +

M∑
i=1

Hmixdi + wum =
√

ρu

Ku∑
l=1

guml
√

θls
u
l

+ √ρd

M∑
i=1

∑
k∈κdi

Hmi

(
ĝdik
)∗(

ã
√

ηiks
d
k + ςdik

)
+ wum. (4)

Here wum ∈ C
Nr×1 is the additive receiver noise at the mth

AP with i.i.d. entries ∼ CN (0, 1).
The intra and inter-AP interference channels vary

extremely slowly and thus can be estimated with very low
pilot overhead [13]. The receive antenna array of each
AP, with estimated channel, can only partially mitigate
the intra- and inter-AP interference [12], [13]. The resid-
ual intra-/inter-AP interference (RI) channel Hmi ∈ C

Nr×Nt
is modeled as Rayleigh-faded with i.i.d. entries and pdf
CN (0, γRI,mi) [6], [12], [13], [24]. Here γRI,mi � βRI,miγRI,
with βRI,mi being the large scale fading coefficient from the
ith AP to the mth AP, and γRI being the RI power after its
suppression.
The mth AP receives the signals from all the uplink UEs,

and performs MRC for the lth uplink UE with (ĝuml)
H . Due

to its limited fronthaul: i) AP quantizes the combined signal
before sending it to CPU; ii) as discussed in detail later
in Section II-D, the CPU receives contributions for the lth
uplink UE only from the subset of APs serving it, denoted
as Mu

l ⊂ {1, . . . ,M}. Using (4), the signal received by the
CPU for the lth uplink UE is expressed as in (6) (shown at
the top of the next page).
We denote the subset of uplink UEs served by the mth

AP as κum ⊂ {1, . . . ,Ku}. The mth AP serves the lth uplink
UE iff l ∈ κum ⇔ m ∈Mu

l . The quantization operation Q(·)
is mathematically modeled using constant attenuation ã, and
additive distortion ςuml which, as shown in Appendix A, has
power E{(ςuml)2} = (b̃− ã2)E{|(guml)Hym|2}.

D. USER-CENTRIC BEHAVIOR THROUGH LIMITED
FRONTHAUL
Initial CF mMIMO literature considered system models
where all APs can serve all UEs [3]–[5]. However, for
geographically large areas, each UE can only have prac-
tically feasible channels with a subset of APs in its vicinity.
Therefore, recent CF mMIMO literature has increasingly
focused on user-centric CF mMIMO system design [2, and
the references therein]. In the subsequent discussion, we

show that a user-centric CF deployment, as desired by us, is
a natural outcome of the design choice to impose fronthaul
capacity constraints on the CF mMIMO system model, as
shown in Fig. 1.
The fronthaul between the mth AP and the CPU uses

νm bits to quantize the real and imaginary parts of transmit
signal of the mth downlink UE and the uplink receive signal
after MRC, i.e.,

√
ηmksdk , and (ĝuml)

Hyum, respectively. Due
to the limited-capacity fronthaul, the mth AP serves only
Kum(� |κum|) and Kdm(� |κdm|) UEs on the uplink and
downlink, respectively [15], [19]. For each UE, we recall that
there are (τc − τt) data samples in each coherence interval
of duration Tc. The fronthaul data rate between the mth AP
and the CPU is

Rfh,m = 2νm(Kdm + Kum)(τc − τt)

Tc
. (7)

The fronthaul link between the mth AP and the CPU has
capacity Cfh,m which implies that

Rfh,m ≤ Cfh,m ⇒ νm · (Kum + Kdm) ≤ Cfh,mTc
2(τc − τt)

. (8)

We propose the following lemma where we consider a
proportionally fair approach to calculate Kdm and Kum in
proportion to the total number of downlink and uplink UEs,
respectively. We use ε � {d, u} to denote downlink and
uplink, respectively, and define the total number of UEs,
K � Ku + Kd.
Lemma 1: The maximum number of uplink and downlink

UEs served by the mth AP when connected via a limited
optical fronthaul to the CPU with capacity Cfh,m are given as

K̄εm =
⌊
Kε

K

Cfh,mTc
4(τc − τt)νm

⌋
. (9)

Proof: Let K̄um and K̄dm denote the maximum number of
uplink and downlink UEs served by the mth AP. We consider
K̄um ∝ Ku and K̄dm ∝ Kd for proportional fairness on the
uplink and downlink. Using (8), we get,

K̄εm ≤ Kε

K

Cfh,mTc
2(τc − τt)νm

.

The lemma follows from definition of floor function �·�.
Using the maximum limits obtained in (9), we assign

Kum = min{Ku, K̄um} and Kdm = min{Kd, K̄dm}. We see that
the constraint imposed in (8) is similar to a UE-centric (UC)
CF mMIMO system, wherein each UE is served by a subset
of the APs [2]. We now define the procedure for AP selection
to obtain the best subset of APs to serve each uplink and
downlink UE, while satisfying (8). For this, we extend the
procedure in [15] for a FD system as follows:
• The mth AP sorts the uplink and downlink UEs con-
nected to it in descending order based on their channel
gains (βuml and βdmk, respectively) and chooses Kum
uplink UEs and Kdm downlink UEs, with the largest
channel gains, to populate the sets κum and κdm,
respectively.

VOLUME 3, 2022 35



DATTA et al.: FD CF MASSIVE MIMO SYSTEMS: ANALYSIS AND DECENTRALIZED OPTIMIZATION

Algorithm 1: Fair AP Selection for Disconnected Uplink
and Downlink UEs
1 for k← 1 to Kd do
2 if Md

k = φ then
Sort the APs in descending order of channel gains, βdmk , and
find the AP n with the largest channel gain.
For this nth AP, sort downlink UEs in κdn in descending order
of channel gains and find the qth downlink UE with minimum
channel gain and at least one more connected AP.
Remove the qth downlink UE from the set κdn and add the kth
downlink UE to it.

3 Repeat the same procedure for all the uplink UEs l = 1 to Ku.

• For the lth uplink UE and the kth downlink UE, we
populate the sets Mu

l and Md
k , respectively, using the

axioms l ∈ κum ⇔ m ∈Mu
l and k ∈ κdm ⇔ m ∈Md

k .
• If an uplink or downlink UE is found with no serving
AP, we use the procedure in Algorithm 1 to assign
it the AP with the best channel conditions, while
satisfying (8).

Clearly, Lemma II-D ensures that each AP can only serve
a limited number of UEs which do not violate the fronthaul
capacity constraints. This makes the system effectively a
user-centric system. Algorithm 1 ensures that, under limited
fronthaul constraints, the strongest AP-UE connections are
retained and the UE-centric cell-free system delivers good
performance.

E. SELF-INTERFERENCE MITIGATION METHODS
To ensure that our proposed FD CF mMIMO system has sub-
stantial performance improvement over an equivalent HD CF
mMIMO system, we need effective techniques to cancel the
self-interference (SI) caused due to inter-AP transmissions.
We show in Eq. (5)-(6), shown at the bottom of the page
that this SI cancellation results in a residual interference

(RI) due to the multiplication of a suppression factor, γRI.
We now discuss SI cancellation techniques from the exist-
ing literature, which makes the SI suppression easier, by not
requiring its instantaneous channel knowledge.

• Passive cancellation: Reference [7], [30] suggests that
a careful utilization of the passive self-interference
suppression mechanisms (directional isolation, absorp-
tive shielding, and cross polarization) can significantly
suppress the SI. Reference [7] also showed that by addi-
tionally assuming statistical SI channel knowledge and by
using antennas arrays of sources/destinations, the passive
cancellation techniques can further suppress the SI.

• Large antenna array: Reference [31] argued that with
large N, channel vectors of the desired signal and the
SI become nearly orthogonal. The beamforming tech-
niques, e.g., MRC/MRT inherently project the desired
signal to the orthogonal complement space of the SI,
which significantly reduces the SI.

• Lower transmit power: Reference [31] also demon-
strated that an alternative way to reduce interference
could be to reduce transmit power, since the SI depends
strongly on the transmit power. A cell free mas-
sive MIMO system, due to large number of transmit
antennas, uses radically less transmit power/antenna
than conventional MIMO systems, which significantly
reduces the SI.

• We therefore, similar to existing massive MIMO FD
literature [7], [31], [32], assume that the SI can be sig-
nificantly mitigated by utilizing the above mentioned
SI cancellation techniques, and without requiring the
knowledge of SI channel. However, if required, the
residual SI can be further reduced by employing
active (time-domain and spatial suppression) techniques
developed in [33], which require SI channel knowledge.

rdk =
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m=1

(
gdmk
)T
xdm +

Ku∑
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hklx
u
l + wdk = ã

√
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(
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)T(
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)∗
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(5)
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ĝuml
)Hgumlsul

︸ ︷︷ ︸
message signal

+ ã
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(
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(6)
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• Active cancellation: The authors in [33] present an algo-
rithm for SI channel estimation at the relay, which is
equipped with large number of antennas. It also noted
that the APs, which are infrastructure devices, are in a
stationary environment. The SI channel changes much
more slowly than the channel from users to the APs. It
is therefore reasonable to assume that i) the SI chan-
nel remains constant for multiple consecutive blocks;
and ii) inter-AP pilot overhead is affordable because of
the sufficiently longer coherence time of the residual
SI channels. Similar to [33], one can estimate the SI
channel by utilizing its slowly-varying nature using a
cost-efficient expectation-maximization algorithm with
reduced complexity.

III. ACHIEVABLE SPECTRAL EFFICIENCY
We now derive the ergodic SE for the kth downlink UE
and the lth uplink UE, denoted respectively as S̄dk and S̄ul .
The AP employs MRC/MRT in the uplink/downlink and
optimal uniform fronthaul quantization. We use ε � {d, u}
to denote downlink and uplink, respectively; φ � {k, l} to
denote kth downlink UE and lth uplink UE, respectively;
and υε

mφ � {ηmk for φ = k, θl for φ = l}. The ergodic SE
expressions are calculated using (5) and (6), as

S̄ε
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(10)

are signal, noise and interference powers respectively, for
the kth downlink and lth uplink UEs. The expectation
outside logarithm in the SE expressions in (10) is math-
ematically intractable, and it is difficult to simplify them
further [3], [12], [15]. We, similar to [3], employ use-and-
then-forget (UatF) technique to derive SE lower bounds. To
use UatF, we rewrite the received signal at the kth downlink
UE in (5), and at the CPU for the lth uplink UE in (6) as

rεφ = ã
∑

m∈Mε
φ

√
ρε

√
υε
mφE

{(
ĝε
mφ

)Hgε
mφ

}
sεφ

︸ ︷︷ ︸
desired signal, DSε

φ

+nε
φ, (11)

where the effective additive noise terms nε
φ are expressed

in (12)-(13) (shown at the bottom of the page). The term DSε
φ

in (11) denotes the desired signal received over the channel
mean, and the term BUε

φ in (12)-(13) denotes beamforming
uncertainty, i.e., the signal received over deviation of channel
from mean. It is easy to see that nε

φ are uncorrelated with
their respective DSε

φ terms. We, similar to [12], treat them as
worst-case additive Gaussian noise, an approximation which
is tight for mMIMO systems [12]. Using (11)-(12), we next
derive an achievable SE lower bound.
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ĝuml
)Hguml − E

{(
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Theorem 1: An achievable lower bound to the SE for the
kth downlink UE with MRT and the lth uplink UE with
MRC can be expressed respectively as

Sdk = τf log2

⎛
⎜⎝1+

(∑
m∈Md

k
Admk
√

ηmk

)2

∑M
m=1

∑
q∈κdm B

d
kmqηmq +

∑Ku
l=1 D

d
klθl + 1

⎞
⎟⎠, (14)

Sul = τf log2

(
1+ Aul θl∑Ku

q=1 B
u
lqθq +

∑M
i=1
∑

k∈κdi D
u
likηik + Eul θl + Ful

)
,

(15)

where τf = ( τc−τt
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Here η � {ηmk} ∈ C
M×Kd , � � {θl} ∈ C

Ku×1 and
ν � {νm} ∈ C

M×1 are the variables on which the SE
is dependent. We recall from Section II that ã and b̃
in (14)-(15) depend on the number of quantization bits, ν.
Proof: Refer to Appendix B. The SE expressions are func-

tions of large scale fading coefficients, γ dmk and γ uml, which
we will use to optimize WSEE. This is unlike [21] which
requires instantaneous channel while optimizing SE-GEE
metric.
Remark 1: MRC/MRT has tractable SE expression that

depend solely on large-scale channel statistics, which remain
constant over hundreds of coherence intervals [28]. This is
in contrast to zero-forcing designs which yield better SE but
not tractable SE expressions [2]. Further, MRC/MRT can be
implemented in a distributed fashion with low complexity.

IV. TWO-LAYER DECENTRALIZED WSEE OPTIMIZATION
FOR FD CF MMIMO
We now devise a decentralized algorithm which maximizes
WSEE by calculating the optimal downlink and uplink power
control coefficients η∗ and �∗, respectively. We use “two-
layered” approach to decompose WSEE maximization into
a sequential process with two distinct individual steps, each
of which is called a “layer”. The first layer simplifies the
non-convex WSEE maximization into a successive convex
approximation (SCA) setting. Its output is a generalized
convex program (GCP) which needs to be solved itera-
tively for the optimal solution. The second layer optimally
solves above GCP, either centrally through standard interior-
point approaches or decentrally using ADMM method. The
proposed procedure is outlined in Algorithm 2.
We use ε � {d, u} for the downlink and uplink, respec-

tively; φ � {k, l} for the kth downlink UE and lth uplink UE,
respectively; and first define the individual EE for each UE

as EEε
φ =

B·Sε
φ

pε
φ

[23], where B is the system bandwidth, and

pε
φ denotes the power consumed by each UE. The fronthaul
links consume power for both downlink and uplink trans-
mission. The APs consume power while transmitting data
to the downlink UEs, and the uplink UEs consume power

Algorithm 2: Two-Layer Decentralized WSEE
Maximization Algorithm

1 AP selection: Select APs that serve each UE while satisfying limited
fronthaul constraints.

2 SCA framework (first layer): Apply a series of transformations and
approximations to recast the non-convex WSEE maximization using
successive convex approximation (SCA) framework. The output of
first layer is a GCP.

3 Decentralized ADMM approach (second layer): Introduce global and
local variables to decouple the problem into multiple sub-problems.
Each sub-problem is solved at a distributed (or “D") server, whose
solutions are coordinated to obtain the global solution at the central
(or “C") server. This procedure is implemented using ADMM.

while transmitting their data. The power consumed by the
system to transmit data to the kth downlink UE and the
power consumed by the lth uplink UE are given respectively
as [19], [21]

pdk = Pfix + NtρdN0

∑

m∈Md
k

1

αm
γ dmkηmk + Pdtc,k, (16)

pul = Pfix + ρuN0
1

α′l
θl + Putc,l. (17)

Here αm, α′l are power amplifier efficiencies at the mth
AP and the lth uplink UE respectively [12], N0 is the noise
power and Pdtc,k,P

u
tc,l are the powers required to run the

transceiver chains at each antenna of the kth downlink UE
and the lth uplink UE, respectively. The power consumed
by the AP transceiver chains and the fronthaul between APs
and CPU:

Pfix = 1

K

M∑
m=1

(
P0,m + (Nt + Nr)Ptc,m + Pft Rfh,m

Cfh,m

)
. (18)

HerePtc,m is the power required to run the transceiver chains at
each antenna of themth AP. The fronthaul power consumption
for the mth AP has a fixed component, P0,m, and a traffic-
dependent component, which attains a maximum value of Pft
at full capacity Cfh,m. The term Rfh,m, given in (7), is the
fronthaul data rate of the mth AP. The WSEE is now defined
as the weighted sum of EEs of individual UEs [22].

WSEE =
Kd∑
k=1

wdkEE
d
k +

Ku∑
l=1

wul EE
u
l
�= B

( Kd∑
k=1

wdk
Sdk
pdk
+

Ku∑
l=1

wul
Sul
pul

)
,

where wε
φ are weights assigned to the UEs to account for

their heterogeneous EE requirements. The WSEE metric can
prioritize the EE requirements of individual UEs by assign-
ing them different weights [23], [24]. For example, it could
assign a higher weight to a UE that is more energy-scarce.
After omitting the constant B from the objective, the WSEE
maximization problem can now be formulated as follows

P1 : max
η,�,ν

Kd∑
k=1

wdk
Sdk (η,�, ν)

pdk (η, ν)
+

Ku∑
l=1

wul
Sul (η,�, ν)

pul (�, ν)

s.t. Sdk (η,�, ν) ≥ Sdok, Sul (η,�, ν) ≥ Suol, (19a)

Rfh,m ≤ Cfh,m, (2), (3). (19b)
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The quality-of-service (QoS) constraints in (19a) guarantee
a minimum SE, denoted by the constants Sdok and Suol, for
each downlink and uplink UE respectively. The first con-
straint in (19b) ensures that the fronthaul transmission rate
for all APs is within the capacity limit. We observe that
the number of quantization bits ν, if included in problem
P1, will make it a difficult-to-solve integer optimization
problem [15], [19], [34]. We therefore solve it to optimize the
power control coefficients {η,�}, by fixing ν such that it sat-
isfies the first constraint in (19b) [15], [19], and numerically
investigate ν in Section V. We reformulate P1 as follows

P2 : max
η,�

Kd∑
k=1

wdk
Sdk (η,�)

pdk (η)
+

Ku∑
l=1

wul
Sul (η,�)

pul (�)

s.t. Sdk (η,�) ≥ Sdok, Sul (η,�) ≥ Suol,
(2), (3). (20)

The objective in P2 is a sum of ratios, each of which is a PC
function (concave-over-linear) of power control coefficients
{η,�}. It is, therefore, not guaranteed to be a PC function
and Dinkelbach’s algorithm cannot be applied to maximize
it [22]. This makes it a much harder objective to optimize as
opposed to the more commonly studied GEE metric, which
is a PC function [22] and has been investigated for CF
mMIMO systems [18]–[21].
We now maimize WSEE centrally and decentrally using

a two-layered approach. The first layer comprises an SCA
framework, which formulates a GCP by approximating the
non-convex objective and constraints in P2 as convex. In
the second layer, the approximate GCP formed in the nth
SCA iteration is either solved centrally or decentrally using
ADMM.
Since the approximate GCP obtained in the first layer,

due to coupled optimization variables, is not in the standard
ADMM form, we introduce their local and global versions.
The sub-problems to update local variables are solved inde-
pendently, and the local variables are coordinated to calculate
the global solution [27], [35]. The updation of variables and
coordination continues till ADMM converges. The obtained
solution is then used to formulate GCP for the (n + 1)th
SCA iteration.

A. SCA FRAMEWORK
We now first linearize the non-convex objective in P2 using
epigraph transformation as [34]

P3 : max
η,�,f d,fu

Kd∑
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wdk f
d
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,

(2), (3), (20). (21)

Here f ε � [f ε1 . . . f εKε
] ∈ C

Kε×1 are slack variables [34]. To
approximate the non-convex constraints in (20) and (21)
as convex, we substitute Sdk and Sul from (14)-(15) and

cross-multiply the terms pdk , p
u
l and f dk , f ul in (21). We also

introduce slack variables �ε � [�ε
1 , . . . , �ε

Kε
] ∈ C
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ζ ε � [ζ ε
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We introduce the variable cmk � √ηmk and denote C �
{cmk} ∈ C

M×Kd to remove concave terms in (22c) arising
due to

√
ηmk and facilitate its conversion into a convex

constraint. We introduce additional slack variables λε �
[λε

1, . . . , λ
ε
Kε

] ∈ C
Kε×1 to further simplify the non-convex

constraints (22c)-(22d). We now cast P4 equivalently as

P5 : max
C,�,f d,fu

�d,�u,ζ d,

ζu,λd,λu

Kd∑
k=1

wdk f
d
k +

Ku∑
l=1

wul f
u
l

s.t.
M∑
m=1

∑
q∈κdm

Bdkmqc
2
mq +

Ku∑
l=1

Ddklθl + 1 ≤
(
λdk

)2
ζ dk

, (23a)

Ku∑
q=1

Bulqθq +
M∑
i=1

∑
k∈κdi

Dulikc
2
ik + Eul θl + Ful ≤

(
λul

)2
ζ ul

, (23b)

λdk ≤
∑

m∈Md
k
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λdk ≥ 0, b̃
∑
k∈κdm

γ dmkc
2
mk ≤

1

Nt
, cmk ≥ 0,

(22a), (22b), (22e), (3). (23d)

We note that P5 has all convex constraints except (22a)
and (23a)-(23b). Since a first-order Taylor approximation
is a global under-estimator of a convex function [34], we
now linearize the right-hand side of these constraints. At the
nth iteration, we substitute first-order Taylor approximation
f 2
1
f2
≥ 2

f (n)1

f (n)2

f1− (f (n)1 )2

(f (n)2 )2
f2 � �(n)(

f 2
1
f2

) and use (16)-(17) to recast

P5 into a GCP:
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�d,�u,ζ d,
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Kd∑
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wdk f
d
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Ku∑
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wul f
u
l
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Algorithm 3: Centralized WSEE Maximization
Algorithm

Input: i) Initialize power control coefficients {C,�}(1) by
allocating equal power to all downlink UEs being served
and full power to all uplink UEs. Set n = 1.

ii) Initialize {fd, fu, �d,�u, ζ d, ζu, λd, λu}(1) by replacing (23c),
(24a)-(24b), (22b) and (24c)-(24d) by equality.
Output: Globally optimal power control coefficients {C,�}∗

1 while ‖r(n)SCA‖ ≤ εSCA do
2 Solve P6 for the nth SCA iteration to obtain optimal variables,

{fd, fu, �d,�u, ζ d, ζu, λd, λu,C,�}∗,(n).
3 Assign the SCA iterates for the (n+ 1)th iteration,

{fd, fu, �d,�u, ζ d, ζu, λd, λu,C,�}(n+1) =
{fd, fu, �d,�u, ζ d, ζu, λd, λu,C,�}∗,(n).

s.t.
M∑
m=1

∑
q∈κdm

Bdkmqc
2
mq +

Ku∑
l=1

Ddklθl + 1 ≤ �(n)

((
λdk

)2
ζ dk

)
,

(24a)
Ku∑
q=1

Bulqθq +
M∑
i=1

∑
k∈κdi

Dulikc
2
ik + Eul θl + Ful ≤ �(n)

((
λul

)2
ζ ul

)
,

(24b)

Pfix + NtρdN0

∑

m∈Md
k

γ dmkc
2
mk

αm
+ Pdtc,k ≤ �(n)

((
�d
k

)2
f dk

)
,

(24c)

Pfix + ρuN0
θl

α′l
+ Putc,l ≤ �(n)

((
�u
l

)2
f ul

)
,

(3), (22b), (22e), (23c), (23d). (24d)

We next provide a centralized SCA to solve P6 in the
second layer in Algorithm 3.
The SCA procedure converges when ‖r(n)SCA‖ =√
‖C(n+1) − C(n)‖2F + ‖�(n+1) −�(n)‖2 has magnitude

‖r(n)SCA‖ ≤ εSCA, where εSCA is the convergence threshold.
Remark 2 Convergence of Centralized Algorithm: At the

nth SCA iteration, P6 is obtained from P5 by applying
first-order Taylor approximations to the constraints (22a)
and (23a)-(23b). These approximations are of the form

�(x) � x2
1
x2
≥ 2

x(n)1

x(n)2

x1 − (
x(n)1

x(n)2

)2x2 � �̄(x, x(n)). It is

easy to show that P6 is the inner-approximation problem
for P5, where we replace each of the constraints (22a)
and (23a)-(23b), denoted here as gi(x) ≤ 0, i = 1, 2, 3, with a
convex approximation of the form ḡi(x, x(n)) ≤ 0, i = 1, 2, 3.
For each of the approximations, it can be easily shown that
the following properties hold [36]: i) gi(x) ≤ ḡi(x, x(n))

for all feasible x; ii) gi(x(n)) = ḡi(xn, x(n)); and ∂gi(x(n))
∂xj

=
∂ ḡi(xn,x(n))

∂xj
, j = 1, 2. The constraints in P6 also satisfy Slater’s

conditions [34].
This implies that Algorithm 3, by solving the inner-

approximation problem, always converges to a KKT point
of P2 due to [36]. It must be noted here that even though
Algorithm 3 solves the approximate problem P6 in each

SCA iteration, it is provably optimal after sufficient number
of iterations. This is due to the fact that it provably converges
to a KKT point of P2 which is an optimal solution [34].

B. DECENTRALIZED ADMM APPROACH
We now use ADMM to decentrally solve P6 in the second
layer, an approach well-suited for CPUs with multiple dis-
tributed D-servers, connected via a central C-server [25], [26].
The ADMM method decomposes a central problem into
multiple sub-problems, each of which is solved by a D-server
locally and independently. The C-server combines the local
solutions to obtain a global solution. We observe that the con-
straints in (24a)-(24b) couple the power control coefficients
of different uplink and downlink UEs. We next introduce
global variables for the power control coefficients at the C-
server, with local copies at the D-servers to decouple P6 into
sub-problems for each UE. We observe that the constraints in
P6 for the downlink and uplink UEs can be divided between
downlink and uplink D-servers, respectively. The D-servers
solve sub-problems defined for each downlink and uplink UE.
We first define local feasible sets at the nth SCA iteration for
them, which are denoted as Sd,(n)k and Su,(n)l , respectively.
These sets are given as follows

Sd,(n)k =
{
f dk , �d

k , ζ
d
k , λdk ,

˜C
d
k ,

˜�
d
k

∣∣∣b̃
∑
q∈κdm

γ dmk

(
c̃dmq,k

)2 ≤ 1

Nt
,

(25a)

λdk ≤
∑

m∈Md
k

Admkc̃
d
mk,k,

M∑
m=1

∑
q∈κdm

Bdkmq

(
c̃dmq,k

)2

+
Ku∑
l=1

Ddklθ̃
d
l,k + 1 ≤ �(n)

((
λdk

)2
ζ dk

)
, (25b)

(
�d
k

)2 ≤ τf log2

(
1+ ζ dk

)
,Pfix + NtρdN0

∑

m∈Md
k

1

αm
γ dmk

(
c̃dmk,k

)2

+ Pdtc,k ≤ �(n)

((
�d
k

)2
f dk

)
, (25c)

c̃dmq,k ≥ 0∀q = 1 to Kd, 0 ≤ θ̃dl,k ≤ 1, λdk ≥ 0,

log2

(
1+ ζ dk

)
≥ Sdok/τf

}
, (25d)

Su,(n)l =
{
f ul , �u

l , ζ
u
l , λul ,

˜Cul , ˜�u
l

∣∣∣b̃
∑
k∈κdm

γ dmk
(
c̃umk,l

)2 ≤ 1

Nt
,

(25e)

(
λul
)2 ≤ Aul θ̃ul,l,

Ku∑
q=1

Bulqθ̃
u
q,l +

M∑
i=1

∑
k∈κdi

Dulik
(
c̃uik,l
)2

+ Eul θ̃ul,l + Ful ≤ �(n)

((
λul

)2
ζ ul

)
, (25f)

(
�u
l

)2 ≤ τf log2
(
1+ ζ ul

)
,

Pfix + ρuN0
1

α′l
θ̃ul,l + Putc,l ≤ �(n)

((
�u
l

)2
f ul

)
, (25g)

c̃umk,l ≥ 0, 0 ≤ θ̃uq,l ≤ 1∀q = 1 to Ku,

log2
(
1+ ζ ul

) ≥ Suol/τf
}
. (25h)
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Here C̃
d
k , C̃

u
l ∈ C

M×Kd and �̃
d
k , �̃

u
l ∈ C

Ku×1 are local
copies at the D-server of the corresponding global variables
at the C-server, which are denoted as C̃ ∈ C

M×Kd and �̃ ∈
C
Ku×1 respectively, and represent the downlink and uplink

power control coefficients, C and �, in P6. We note that each
D-server has its local power control variables and hence the
constraints in (25), which are all convex, are independent for
each D-server. This ensures that the sets Sd,(n)k and Su,(n)l are
convex. We define the sets of local variables for the D-servers
corresponding to the downlink and uplink UEs as 	d

k �
[C̃

d
k , �̃

d
k , f

d
k , �d

k , λ
d
k , ζ

d
k ] and 	u

l � [C̃
u
l , �̃

u
l , f

u
l , �u

l , λ
u
l , ζ

u
l ]

respectively.
We now reformulate P6 as follows

2P7 : max
˜C,˜�,	d

k,	
u
l

Kd∑
k=1

wdk f
d
k +

Ku∑
l=1

wul f
u
l

s.t. 	d
k ∈ Sd,(n)k ,	u

l ∈ Su,(n)l , (26a)

C̃
d
k = C̃, C̃

u
l = C̃, (26b)

�̃
d
k = �̃, �̃

u
l = �̃. (26c)

To ensure that the global variables at the C-server have iden-
tical local copies maintained at the D-servers, we introduce
the consensus constraints (26b)-(26c). The ADMM algo-
rithm can now be readily applied to P7 as it is in the global
consensus form [35].
We use ε � {d, u} to denote the downlink and uplink

respectively, and φ � {k, l} to denote kth the downlink
UE and lth uplink UE, respectively. The sub-problems of
individual D-servers can now be written as follows

P7b : max
˜C,˜�,	ε

φ

wε
φ f

ε
φ

s.t. 	ε
φ ∈ Sε,(n)

φ , C̃
ε

φ = C̃, �̃
ε

φ = �̃.

We now define auxiliary functions for the objective in
P7b as follows

qε
φ

(
	ε

φ

)
�
{
wε

φ f
ε
φ , 	ε

φ ∈ Sε,(n)
φ ,

−∞, otherwise.
(27)

We write, using (27), the augmented Lagrangian function
for P7 as

L(n)
(
˜C, ˜�,

{
	d
k, χd

k , ξdk

}
,
{
	u
l , χu

l , ξul
})

=
Kd∑
k=1

(
qdk

(
	d
k

)
− 〈χd

k , C̃
d
k − C̃〉 −

ρC

2

∥∥∥C̃dk − C̃
∥∥∥

2

F

−
〈
ξdk , �̃

d
k − �̃

〉
− ρθ

2

∥∥∥�̃d
k − �̃

∥∥∥
2
)

+
Ku∑
l=1

(
qul
(
	u
l

)−
〈
χu
l , C̃

u
l − C̃

〉
− ρC

2

∥∥∥C̃ul − C̃
∥∥∥

2

F

−
〈
ξul , �̃

u
l − �̃

〉
− ρθ

2

∥∥∥�̃u
l − �̃

∥∥∥
2
)

, (28)

where ρC, ρθ > 0 are the penalty parameters corresponding
to the global variables C̃ and �̃ respectively, and χε

φ ∈

C
M×Kd , ξ ε

φ ∈ C
Ku×1 are the Lagrangian variables associated

with the equality constraints (26b) and (26c), respectively.
The quadratic penalty terms are added to the objective to
penalise equality constraints violations, and to enable the
ADMM to converge by relaxing constraints of finiteness
and strict convexity [35].
We note that the augmented Lagrangian in (28) is not

decomposable in general for the problem formulation in
P7b [34]. The auxiliary functions defined in (27) enable us to
decompose it and formulate sub-problems for the D-servers.
In ADMM method, the D-servers independently solve the
sub-problems and update the local variables, which are col-
lected by the C-server to update the global variables [35].
In the (p + 1)th iteration, following steps are executed in
succession.
1) Local Computation: The D-servers for each UE solve

P8 to update the local variables as

P8 : 	
ε,(p+1)
φ = arg max

	ε
φ

qε
φ

(
	ε

φ

)
−
〈
χ

ε,(p)
φ , C̃

ε

φ − C̃(p)
〉

−
〈
ξ

ε,(p)
φ , �̃

ε

φ − �̃
(p)
〉

− ρ
(p)
C

2

∥∥∥C̃ε

φ − C̃(p)
∥∥∥

2

F
− ρ

(p)
θ

2

∥∥∥�̃ε

φ − �̃
(p)
∥∥∥

2
. (29)

2) Lagrangian Multipliers Update: The D-servers now
update the Lagrangian multipliers as

χ
ε,(p+1)
φ = χ

ε,(p)
φ + ρ

(p)
C

(
C̃

ε,(p+1)

φ − C̃(p)
)

(30)

ξ
ε,(p+1)
φ = ξ

ε,(p)
φ + ρ

(p)
θ

(
�̃

ε,(p+1)

φ − �̃
(p)
)
. (31)

3) Global Aggregation and Computation: The C-server
now collects the updated local variables and Lagrangian
multipliers from the D-servers and updates the global
variables {C̃, �̃}.

P9 :
{
C̃, �̃

}(p+1) = arg max
˜C,˜�

L(n)
(
˜C, ˜�,

{
	d
k, χd

k , ξdk

}(p+1)

,
{
	u
l , χu

l , ξul
}(p+1)

)
.

Using (28) and maximizing w.r.t. each global variable, we
obtain a closed form solution

C̃
(p+1) = 1

K

( Kd∑
k=1

[
C̃
d,(p+1)

k + 1

ρ
(p)
C

χ
d,(p+1)
k

]

+
Ku∑
l=1

[
C̃
u,(p+1)

l + 1

ρ
(p)
C

χ
u,(p+1)
l

])
, (32)

�̃
(p+1) = 1

K

( Kd∑
k=1

[
�̃
d,(p+1)

k + 1

ρ
(p)
θ

ξ
d,(p+1)
k

]

+
Ku∑
l=1

[
�̃
u,(p+1)

l + 1

ρ
(p)
θ

ξ
u,(p+1)
l

])
. (33)

The updated global variables in (32)-(33) are broadcasted by
the C-server to all the D-servers.
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4) Residue Calculation and Penalty Parameter Updates:
The C-server calculates the squared magnitude of the pri-
mal and dual residuals, denoted as rADMM and sADMM
respectively, as [35]

∥∥∥r(p+1)

ADMM

∥∥∥
2

2
=

Kd∑
k=1

(∥∥∥C̃dk − C̃
∥∥∥

2

F
+
∥∥∥�̃d

k − �̃

∥∥∥
2

2

)(p+1)

+
Ku∑
l=1

(∥∥∥C̃ul − C̃
∥∥∥

2

F
+
∥∥∥�̃u

l − �̃

∥∥∥
2

2

)(p+1)

, (34)

∥∥∥s(p+1)

ADMM

∥∥∥
2

2
= K

(∥∥∥C̃(p+1) − C̃(p)
∥∥∥

2

F
+
∥∥∥�̃(p+1) − �̃

(p)
∥∥∥

2

2

)
. (35)

The C-server now compares the primal and dual residual
norms obtained in (34)-(35). To accelerate convergence, it
updates the penalty parameters for the (p + 1)th ADMM
iteration, ρ

(p+1)
{C} and ρ

(p+1)
{θ} , appropriately as follows [37]:

ρ
(p+1)
{C,θ} =

⎧
⎪⎨
⎪⎩

ρ
(p)
{C,θ}ϑ incr, ‖r(p+1)‖2 > μ‖s(p+1)‖2,

ρ
(p)
{C,θ}/ϑdecr, ‖s(p+1)‖2 > μ‖r(p+1)‖2,

ρ
(p)
{C,θ}, otherwise.

(36)

The parameters μ > 1, ϑ incr > 1, ϑdecr > 1 are tuned to
obtain good convergence [37].
Initialization for ADMM: At the (n+ 1)th SCA iteration,

we initialize the global variables at the C-server and their
local copies at the D-servers with the SCA iteration variables
as

c̃(1)
mk = c(n+1)

mk , θ̃
(1)
l = θ

(n+1)
l , C̃

d,(1)

k = C̃
u,(1)

l = C̃
(1)

,

�̃
d,(1)

k = �̃
u,(1)

l = �̃
(1)

. (37)

ADMM Convergence Criterion: The ADMM can be said
to have converged at iteration P if the primal residue
is within a pre-determined tolerance limit εADMM, i.e.,
‖r(P)‖2 ≤ εADMM. The steps (29), (30)-(31), (32)-(33)
and (36) are iterated until convergence, after which we obtain
the locally optimal power control coefficients {C̃∗, �̃∗}. We
assign them to the iterates for the (n+ 1)th SCA iteration,
i.e., C(n+1) = C̃

∗
,�(n+1) = �̃

∗
. This concludes the nth

SCA iteration. The SCA is iterated till convergence. The
steps for the decentralized WSEE maximization using SCA
and ADMM are summarized in Algorithm 4.
Remark 3 Convergence of Proposed Decentralized

Algorithm: Algorithm 4 uses the iterative SCA technique
with each SCA iteration involving ADMM. The algorithm
is thus guaranteed to converge if both SCA and ADMM con-
verge. It must be noted here that Algorithm 4, despite solving
an approximate problem P7 in each ADMM iteration, indeed
converges to an optimal solution of the original problem P2.
This is explained as follows. For a given SCA iteration,
the convergence of ADMM is guaranteed and investigated
in detail in [35]. Hence, every SCA iteration converges to
an optimal solution of the approximate problem P6. As
discussed in Remark 3, the SCA iterative procedure prov-
ably converges to a KKT point of P2 which is an optimal
solution [34].

Algorithm 4: Decentralized WSEE Maximization
Algorithm Using SCA and ADMM

Input: i) Initialize power control coefficients for SCA, {C,�}(1)

by allocating equal power to downlink UEs and maximum
power to uplink UEs. Set n = 1. Initialize
{fd, fu, �d, �u, ζ d, ζu, λd, λu}(1) by replacing inequalities
(23c), (24a)-(24b), (22b) and (24c)-(24d) by equality, in turn.

Output: Globally optimal power control coefficients {C,�}∗
1 while ‖rSCA‖ ≤ εSCA do
2 Set p = 1. Initialize global variables at C-server, {˜C, ˜�}(1), and

local variables at D-servers, 	
ε,(1)
φ , using (37) and replacing

inequalities (25b)-(25c) and (25f)-(25g) by equality.
3 while ‖rADMM‖ ≤ εADMM do
4 Substitute {C,�, fd, fu,�d,�u, ζ d, ζu, λd, λu}(n) in

(25) to obtain feasible sets Sε,(n)
φ .

Solve P8 at respective D-servers to update local variables
	

ε,(p+1)
φ .

Solve (30)-(31) at respective D-servers to update
Lagrangian multipliers {χ, ξ}ε,(p+1)

φ .

At the C-server, collect the local variables {C̃, �̃}ε,(p+1)
φ ,

and the Lagrangian multipliers, {χ, ξ}ε,(p+1)
φ , from the

D-servers and solve (32)-(33) to update the global variables
C̃(p+1)

, �̃
(p+1).

At the C-server, update penalty parameters ρ
(p+1)
C,θ

according to (36) and broadcast them to all D-servers.

5 Update C(n+1) = C̃∗, �(n+1) = �̃
∗ and obtain

{fd, fu, λd, λu,�d, �u, ζ d, ζu}(n+1) by replacing the
inequalities (23c), (24a)-(24b), (22b) and (24c)-(24d) by equality.

6 return {C,�}∗.

Remark 4 Implementability: The maximal ratio com-
biner/beamformer considered herein is the simplest
receiver/transmitter for a distributed cell-free mMIMO
system [2]. Further, the power optimization algorithms
require only long-term fading channel coefficients, which
remain constant for hundreds of coherence intervals [28].
This is in contrast to the existing work in SE-GEE
maximization of FD cell-free massive MIMO systems
in [21], which requires instantaneous channel. The current
optimization problem whose reduced complexity is discussed
below, therefore, needs to be solved over a relaxed time
frame, which makes it easily implementable.

C. COMPUTATIONAL COMPLEXITY OF CENTRALIZED
AND DECENTRALIZED ALGORITHMS
Before beginning this study, it is worth noting that both cen-
tralized Algorithm 3 and decentralized Algorithm 4 comprise
of multiple steps that involve solving simple closed form
expressions. These steps consume much lesser time than the
ones which solve a GCP, typically using interior points meth-
ods [34]. We therefore compare the per-iteration complexity
of centralized and decentralized algorithms by calculating
the complexity of solving the respective GCPs.
• Algorithm 3 solves P6 in step-1 of each SCA iteration,
which has 4(Ku + Kd) + Ku +MKd real variables and
6(Ku+Kd)+M+MKd linear constraints. It has a worst-
case computational complexity O((10(Ku+Kd)+Ku+
M+2MKd)3/2(4(Ku+Kd)+Ku+MKd)2) [38].
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• Algorithm 4, in step-2 of each ADMM iteration, solves
P8 at the D-servers in parallel to update the local vari-
ables. We, therefore, need to analyse the computational
complexity at any one of the D-servers. Since the down-
link has an additional constraint (second one in (25d)),
we consider a downlink D-server for worst-case com-
plexity analysis, which in P8 has MKd + Ku + 4 real
variables and MKd +M + Ku + 6 linear constraints. It
will have a worst-case computational complexity [38]:
O((2MKd +M + 2Ku + 10)3/2(MKd + Ku + 4)2).

We consider Kd = Ku = K/2 uplink and downlink UEs for
this analysis. We observe that for a large K, Algorithm 4 has
a much lower computational complexity than Algorithm 3.

V. SIMULATION RESULTS
We now numerically investigate the SE and WSEE of a FD
CF mMIMO system with limited-capacity fronthaul links.
We assume a realistic system model wherein the M APs, Kd
downlink UEs and Ku uplink UEs are all scattered randomly
in a square of size D km × D km. To avoid the boundary
effects [3], we wrap the APs and UEs around the edges [12].
We use ε � {d, u} to denote downlink and uplink respec-
tively, and φ � {k, l} to denote kth downlink UE and lth
uplink UE, respectively. The large-scale fading coefficients,
βε
mφ , are modeled as [18]

βε
mφ = 10

PLε
mφ

10 10
σsdz

ε
mφ

10 . (38)

Here 10
σsdz

ε
mφ

10 is the log-normal shadowing factor with a stan-
dard deviation σsd (in dB) and zεmφ follows a two-components
correlated model [3]. The path loss PLε

mφ (in dB) follows a
three-slope model [3], [12].
We, similar to [12], model the large-scale fading

coefficients for the inter-AP RI channels, i.e., βRI,mi, ∀i �= m,
as in (38), and assume that the large-scale fading for the
intra-AP RI channels, which do not experience shadowing,

are modeled as βRI,mm = 10
PLRI(dB)

10 . The inter-UE large scale
fading coefficients, β̃kl, are also modeled similar to (38). We
consider, for brevity, the same number of quantization bits ν,
and the same fronthaul capacity Cfh for all links. We, hence-
forth, denote the transmit powers on the downlink and uplink
as pd (= ρdN0) and pu (= ρuN0), respectively, and the pilot
transmit power as pt(= ρtN0). We fix the system model
values and power consumption model parameters, unless
mentioned otherwise, as given in Table 1. These values are
commonly used in the literature, e.g., [3], [12], [15].
Validation of SE expressions: We consider an FD CF

mMIMO system with i) M = {16, 32} APs, each having
Nt = Nr = 8 transmit and receive antennas, Kd = 12
downlink UEs and Ku = 8 uplink UEs; and ii) unequal
uplink and downlink transmit power, i.e., pd = 2pu = p.
We verify in Fig. 2 the tightness of the SE lower bound
derived in (14)-(15), labeled as LB, by comparing it with
the numerically-obtained ergodic SE in (10), labeled as
upper-bound (UB) as it requires instantaneous CSI. The

TABLE 1. Full-duplex cell-free mMIMO system model and power consumption model
parameters.

FIGURE 2. Sum SE vs transmit power, with Nt = Nr = 8, Kd = 12, Ku = 8.

large-scale fading coefficients are set according to a prac-
tical FD CF channel model with parameters specified in
Table 1. We, similar to [3], [18], allocate equal power to
all downlink UEs and full power to all uplink UEs, i.e.,
ηmk = (bNt(

∑
k∈κdm γ dmk))

−1,∀k ∈ κdm and θl = 1. We see
that the derived lower bound is tight for both values of M.
Sum SE - FD and HD comparison: We consider an FD

CF mMIMO system with M = 32 APs, Kd = 12 down-
link UEs, Ku = 8 uplink UEs and with transmit powers
pd = 30 dBm, pu = 27 dBm on the downlink and uplink.
We compare in Fig. 3(a) the FD CF mMIMO system with
varying levels of RI suppression factor γRI and an equiva-
lent HD system which serves uplink and downlink UEs in
time-division duplex mode. For the HD system, we i) set
γRI = 0 and inter-UE channel gains β̃kl = 0; ii) use all AP
antennas, i.e., N = (Nt + Nr), during uplink and downlink
transmission; and iii) multiply sum SE with a factor of 1/2.
We see that the FD system has a significantly higher sum SE
than an equivalent HD system, provided the RI suppression
is good, i.e., γRI ≤ −10 dB. It is important to reemphasize
here that the gains in sum SE achieved by the FD trans-
missions completely vanish with poor RI suppression, i.e.,
γRI > −10 dB. Moreover we note that, contrary to intuitive
expectations, the sum SE does not double, even with sig-
nificant RI suppression γRI ≤ −40 dB. This is due to the
UDI experienced by the downlink UEs in a FD CF mMIMO
system as shown in Fig. 1, which cannot be mitigated by
RI suppression at APs.
Sum SE - variation with quantization bits: We plot in

Fig. 3(b) the sum SE by varying the number of fronthaul
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FIGURE 3. Sum SE vs a) RI suppression levels, b) Number of quantization bits, and
c) pilot power with M = 32, Kd = 12, Ku = 8, pd = 2pu = 30 dBm.

quantization bits ν. We consider M = 32 APs, Kd = 12
downlink UEs , Ku = 8 uplink UEs, and pd = 2pu = 30 dBm
power for downlink and uplink, Nt = Nr = {8, 16} transmit
and receive antennas on each AP, and fronthaul capacities
Cfh = {10, 100}Mbps. We observe that for both antenna con-
figurations, sum SE increases with increase in ν initially and
then saturates. Increasing ν reduces the quantization distor-
tion and attenuation, which improves the sum SE. This effect,
however, saturates as after a limit most of the information
is retrieved. We observe that reducing the fronthaul capacity

from Cfh = 100 Mbps to Cfh = 10 Mbps reduces the sum
SE slightly, as the procedure outlined in Section II-D fairly
retains the AP-UE links with the highest channel gains and
helps maintain the sum SE.
Sum SE - impact of channel estimation error: We know

that the channel estimation error is a function of pilot trans-
mit power pt. We now vary pt and evaluate its impact on the
sum SE for a full-duplex cell-free massive MIMO system
in Fig. 3(c). For this study, we considered M = 32 APs,
Kd = 12 downlink UEs, Ku = 8 uplink UEs and transmit
power pd = 2pu = 30 dBm. We see that the sum SE
increases for pt ≤ −10 dB but saturates beyond that. This is
because the channel estimation error reduces with increase
in pilot power till pt = −10 dB. Any further increase in pt,
only marginally reduces the channel estimation error, which
does not affect the sum SE. Our choice of pt = 0.2 W in
the numerical studies is, therefore, practical.
WSEE metric - influence of weights: We now demonstrate

that the WSEE metric can accommodate the heterogeneous
EE requirements of both uplink and downlink UEs. For
this study, we consider a particular realization of a FD CF
mMIMO system with a transmit power pd = 2pu = 30 dBm,
M = 32 APs, Kd = Ku = K/2 = 2 uplink and downlink
UEs and Nt = Nr = N = 2 transmit and receive antennas
on each AP, with QoS constraints Sok = Sol = 0.1 bits/s/Hz.
We plot the individual EEs of the uplink (UL) and downlink
(DL) UEs versus the SCA iteration index for centralized
WSEE maximization, using Algorithm 3, for two different
combinations of UE weights. Weights w1 and w2 are asso-
ciated with DL UE 1 and DL UE 2, while weights w3 and
w4 are associated with UL UE 1 and UL UE 2, respectively.
We plot in Fig. 4(a) and Fig. 4(b) the individual EEs

of UL and DL UEs, with: i) equal weights (w1 = w2 =
w3 = w4 = 0.25), and ii) w1 = 0.08, w2 = 0.02, w3 = 0.5,
w4 = 0.4, respectively. In Fig. 4(a), with equal weights, UEs
attain an EE depending on their relative channel conditions,
which clearly indicates that in terms of channel conditions,
DL UE 2� DL UE 1 > UL UE 2 > UL UE 1. In Fig. 4(b),
the weights are chosen in an order which is opposite to the
channel conditions. The EEs of the UL UEs now dominate
the EE of DL UE 1, while reversing their relative order. The
DL UE 2, with excellent channel, still attains a high EE,
although lower than in Fig. 4(a).
Convergence of decentralized ADMM algorithm: We plot

in Fig. 4(c) the WSEE obtained using decentralized
Algorithm 4 with SCA iteration index. We consider M =
10 APs, Ku = Kd = K/2 = 2 uplink and downlink UEs and
Nt = Nr = {1, 2} transmit and receive antennas on each AP
at transmit power pd = 2pu = p = 30 dBm. We assume the
following: i) penalty parameters ρC = ρθ = 0.1; ii) penalty
parameter update threshold factor μ = 10; iii) ADMM con-
vergence threshold εADMM = 0.01; and iv) SCA convergence
threshold εSCA = 0.001. We consider two values of the
penalty update parameter: ϑ = {1.2, 1.8}. We note that the
algorithm in both cases converges marginally quicker with
ϑ = 1.2. A smaller penalty update parameter is therefore
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FIGURE 4. Effect of UE priorities on individual EEs with M = 32, Kd = Ku = 2,
Nt = Nr = 2 and Sok = Sol = 0.1 bits/s/Hz: (a) w1 = w2 = w3 = w4 = 0.25, (b)
w1 = 0.08, w2 = 0.02, w3 = 0.5, w4 = 0.4; c) Convergence of decentralized algorithm.

beneficial as then changes in the penalty parameters are not
too abrupt, and a bad ADMM iteration which causes the pri-
mal and dual residues to diverge is, consequently, not overly
responded to [37]. We therefore fix ϑ = 1.2 for the rest of
the simulations.
Comparison with existing schemes: We now compare our

proposed FD CF mMIMO WSEE optimization strategy with
some existing approaches. In particular, we compare the

• proposed fair AP selection algorithm, Algorithm 1, with
the optimal AP selection scheme proposed in [29].

FIGURE 5. (a) WSEE comparison between fair and optimal AP selection algorithms,
(b) SE comparison between MRC/MRT and ZFR/ZFT transceivers, vs maximum
transmit power p with M = 32 APs, Nt = Nr = 8 transmit and receive antennas,
Kd = 12 downlink users and Ku = 8 uplink users.

• maximum-ratio combining (MRC)/maximal ratio trans-
mission (MRT) considered herein with zero-forcing
reception (ZFR)/ zero-forcing transmission (ZFT) [39].

We observe from Fig. 5(a) that the proposed fair AP selec-
tion approach has almost as well as the optimal one in [29].
The proposed procedure efficiently eliminates the AP-UE
links that do not have sufficient channel gain and thus con-
tribute little to the system throughput while consuming a
significant amount of power. Turning off APs according
to the optimal AP selection procedure in [29], thus only
provides marginally better WSEE.
MRC/MRT and ZFR/ZFT comparison: For this study, we

considered a FD CF mMIMO system with M = 32 multi-
antenna APs having Nt = Nr = 8 transmit and receive
antennas each, Kd = 12 downlink UEs and Ku = 8 uplink
UEs. We consider two fronthaul cases: i) perfect high-
capacity with ã = b̃ = 1, and ii) limited Cfh = 10 Mbps
capacity with ν = 2 quantization bits. We see from Fig. 5(b)
that for both fronthaul capacities, the MRC/MRT transceiver
for the scenario considered herein, although slightly infe-
rior at high transmit power, performs reasonably well
when compared with computationally-intensive ZFR/ZFT
transceiver.
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FIGURE 6. WSEE vs (a) Maximum transmit power and (b) Sum SE by varying
ν = 1 to 4, with M = 32, Kd = Ku = 10, Nt = Nr = 2 and Sok = Sol = 0.1 bits/s/Hz;
c) Comparison of per-iteration runtime for decentralized and centralized algorithms.

WSEE variation with parameters: We now vary WSEE
with important system parameters and obtain crucial insights
into energy-efficient FD CF mMIMO system designing. We
consider M = 32 APs, Nt = Nr = N = 8 AP transmit and
receive antennas, Kd = 12 downlink UEs, Ku = 8 uplink
UEs and QoS constraints Sok = Sol = 0.1 bits/s/Hz, unless
mentioned otherwise.
We plot in Fig. 6(a) the WSEE by simultaneously

varying downlink and uplink transmit power as pd =
2pu = p. We consider centralized and decentralized optimal

power allocation (OPA) approaches from Algorithm 3 and
Algorithm 4, respectively. We compare them with three
sub-optimal power allocation schemes: i) equal power allo-
cation of type 1, labeled as “EPA 1”, where ηmk =
(bNt(

∑
k∈κdm γ dmk))

−1,∀k ∈ κdm and θl = 1 [18], [19],
ii) equal power allocation of type 2, labeled as “EPA 2”,
where ηmk = (bNtKdmγ dmk)

−1,∀k ∈ κdm and θl = 1 [18], and
iii) random power allocation, labeled as “RPA”, where power
control coefficients are chosen randomly from a uniform dis-
tribution between 0 and the “EPA 1” value. We note that the
existing literature has not yet optimized the WSEE metric
for CF mMIMO systems, and hence we can only compare
with above sub-optimal schemes. Further, the decentralized
ADMM approach, with lower computational complexity, has
the same WSEE as that of the centralized one. Also, both
decentralized and centralized approaches far outperform the
baseline schemes.
We next characterize in Fig. 6(b) the joint variation of

WSEE and sum SE with the number of quantization bits
ν in the fronthaul links. The WSEE is obtained using
decentralized Algorithm 4. We consider transmit power
pd = 2pu = p = 30 dBm and take two different cases:
i) high fronthaul capacity, Cfh = 100 Mbps, which is suffi-
ciently high to support all the UEs, and ii) limited fronthaul
capacity, Cfh = 10 Mbps, which limits the number of UEs a
single AP can serve. We observe that for Cfh = 100 Mbps,
the WSEE falls with increase in ν, even though the corre-
sponding sum SE increases. For Cfh = 10 Mbps, both sum
SE and WSEE simultaneously increase with increase in ν. To
explain this behavior, we note from Fig. 3(b) that increasing
ν improves the sum SE for Cfh = 100 Mbps and Cfh = 10
Mbps. For Cfh = 100 Mbps, the APs serve all the UEs, i.e.,
Kdm = Kd and Kum = Ku, so increasing ν linearly increases
the fronthaul data rate, Rfh (see (7)). This, as seen from (18),
increases the traffic-dependent fronthaul power consumption.
Using lower number (1-2) of quantization bits is therefore
more energy-efficient, as it provides sufficiently good SE
with a low energy consumption. However, for Cfh = 10
Mbps, Kum and Kdm have an upper limit, given by (9), which
is inversely related to ν. The product, ν(Kum+Kdm), remains
nearly constant for all values of ν. Thus, Rfh (see (7)) doesn’t
increase with increase in ν and remains close to the capac-
ity, Cfh. The traffic-dependent fronthaul power consumption,
given in (18), hence, remains close to Pft. A higher number
of quantization bits (3− 4) therefore provides a higher sum
SE and hence, also maximizes the WSEE.
Latency: The per-iteration complexity of the decentralized

Algorithm 4, as observed earlier in Section IV-C, is lower
than the centralized Algorithm 3. We now demonstrate the
same by comparing their per-iteration runtime. For this simu-
lation, as shown in Fig. 6(c), we consider an FD CF mMIMO
system with M = 32 APs, each having Nt = Nr = 8 trans-
mit and receive antennas, and plot the average runtime of
each iteration by varying the total number of UEs, K, with
Kd = Ku = K/2. We note that the decentralized algorithm
has significantly lower per-iteration runtime, particularly for
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TABLE 2. Optimal uniform quantization parameters.

large K. Both these algorithms require only large-scale chan-
nel coefficients and hence need to be executed only once in
hundreds of coherence intervals.

VI. CONCLUSION
We derived a SE lower bound for a FD CF mMIMO wireless
system with optimal uniform fronthaul quantization. Using
a two-layered approach, we optimized WSEE using SCA
framework which in each iteration solves a GCP either cen-
trally or decentrally using ADMM. We showed how WSEE
incorporates EE requirements of different UEs. We ana-
lytically and numerically demonstrated the convergence of
decentralized algorithm. We showed that it achieves the same
WSEE as the centralized approach with a much reduced
computational complexity.

APPENDIX A
We use the optimal uniform quantization model
from [15], [19]. Using Bussgang decomposition [40],
the quantization function Q(x) = ãx + √pxς̃d, where
px = E{|x|2} is the power of the unquantized signal
x, ã = 1

px

∫
X xh(x)fX(x)dx, b̃ = 1

px

∫
X h2(x)fX(x)dx and

ς̃d is the normalized distortion whose power is given
as E{ς̃2

d } = b̃ − ã2. Here h(x) is the mid-rise uniform
quantizer with L = 2ν quantization levels rising in steps
of size �̃, and ν being the number of quantization bits.
The signal-to-distortion ratio SDR = E{(ãx)2}

pxE{ς̃2
d )} = ã2

b̃−ã2 . The

optimal step-size �̃opt maximizes the SDR for a given ν.
The optimal ã and b̃ values are calculated using the optimal
�̃opt for each value of ν, and are given in Table 2 [15].

APPENDIX B
We now derive the achievable SE expression for the kth
downlink UE in (14). From Section II-B, we know that
gdmk = ĝdmk + edmk, where ĝdmk and edmk are independent and
E{‖ĝdmk‖2} = Ntγ dmk. We can express the desired signal for
the kth downlink UE as

E

{
|DSdk |2

}

= ã2ρdE

⎧
⎪⎨
⎪⎩
|
∑

m∈Md
k

√
ηmkE

{(
ĝdmk
)T(

ĝdmk
)∗}

sdk |2
⎫
⎪⎬
⎪⎭

= ã2N2
t ρd

⎛
⎜⎝
∑

m∈Md
k

√
ηmkγ

d
mk

⎞
⎟⎠

2

. (39)

We now calculate the beamforming uncertainty for the kth
downlink UE as follows

E

{∣∣∣BUd
k

∣∣∣
2
}

= ã2ρd
∑

m∈Md
k

ηmkE
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(
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2
}

(a)= ã2ρd
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− N2

t

(
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)2
)
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ηmkβ
d
mkγ

d
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Equality (a) is because i) ĝdmk are zero-mean and uncor-
related; and ii) E{‖ĝdmk‖4} = Nt(Nt + 1)(γ dmk)

2 [12] and
E{‖edmk‖2} = (βdmk − γ dmk).
We now simplify MUI for the kth downlink UE:

E

{∣∣∣MUIdk
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2
}

= ã2ρd

M∑
m=1

∑
q∈κdm\k

ηmqE
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βdmkηmqγ
d
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Equality (a) is because: i) ĝdmq and gdmk are mutu-
ally independent; and ii) E{|(gdmk)T(ĝdmq)∗|2} =
E{(ĝdmq)TE{(gdmk)∗(gdmk)T}(ĝdmq)∗} = Ntβdmkγ

d
mq.

We next calculate UDI for the kth downlink UE:

E

{∣∣∣UDIdk
∣∣∣
2
}
= ρu

Ku∑
l=1

E

{
|hkl|2

}
θl = ρu
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β̃klθl. (42)

We express the total quantization distortion (TQD) for the
kth downlink UE as follows

E

{∣∣∣TQDd
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2
}
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d
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Equality (a) is because: i) E{|ςdmk|2} = (b̃ − ã2)ηmk;
ii) distortion ςdmq is independent of channels gdmk
and ĝdmq; and iii) E{|(gdmk)T(ĝdmq)∗ςdmq|2} = (b̃ −
ã2)ηmqβ

d
mkE{(ĝdmq)T(ĝdmq)∗} = (b̃ − ã2)Ntβdmkηmqγ

d
mq. The

result in (14) follows from the expression for the achievable
SE lower bound
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.
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We now derive the achievable SE expression for the
lth uplink UE in (15). We know from Section II-B that
guml = ĝuml + euml, where ĝuml and euml are independent and
E{‖ĝuml‖2} = Nrγ uml. We can express the desired signal for
the lth uplink UE as given next

E
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The beamforming uncertainty for the lth uplink UE is
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Equality (a) is because: i) euml and ĝuml are zero-mean
and uncorrelated; ii) E{|ĝuml|2} = Nrγ uml. Equality (b) is
because E{‖ĝuml‖4} = Nr(Nr+1)(γ uml)

2 [12] and E{‖euml‖2} =
(βuml − γ uml).
We simplify the MUI for the lth uplink UE as
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Equality (a) is obtained by using these facts: i) ĝuml, g
u
mq are

mutually independent; and ii)
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We next obtain the noise power for the lth uplink UE as
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The undistorted MR-combined uplink signal at the mth AP
is expressed as
(
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We assume, similar to [19], that the quantization distortion
is uncorrelated across the fronthaul links. The TQD power
for the lth uplink UE is accordingly expressed as

E

{∣∣TQDu
l

∣∣2} ≈
∑

m∈Mu
l

E

{
|ζ uml|2

}

≈
(
b̃− ã2
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Using arguments similar to (44)-(48), the contributions of
the message signal (DS + BU), MUI and noise (N) to the
TQD for the lth uplink UE are
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To accurately model the RI with limited fronthaul capac-
ity and compute the corresponding power, as well as its
contribution to the quantization distortion, we propose a
lemma.
Lemma 2: The intra-/inter-AP RI power and the RI con-

tribution to the TQD power for the lth uplink UE in a
FD CF mMIMO system with MRT/MRC transceiver are
expressed as
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= ã2b̃NrNtρd

M∑
i=1

∑
k∈κdi

γ umlγ
d
ikβRI,miγRIηikNrγ

u
ml. (50)

E

{∣∣TQDu
l

∣∣2}
RI

≈
(
b̃− ã2
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Proof: We express the RI power of the undistorted, MR
combined received signal for the lth uplink UE as
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Equality (a) is because signal ã
√

ηiksdk and quantization
noise ςdik, are uncorrelated, and E{|ςdik|2} = (b̃ − ã2)ηik.
Equality (b) is because: i) ĝuml, Hmi and ĝdmk are mutually
independent,

ii) E
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We obtain the i) attenuated intra-/inter-AP RI power as
E{|RIul |2} = ã2

E{|R̃Iul |2}; and intra-/inter-AP RI contri-
bution to the TQD power as E{|TQDu

l |2}RI ≈ (b̃ −
ã2)
∑

m∈Mu
l
E{|R̃Iul |2}.

The total quantization distortion for the lth uplink
UE is given as E{|TQDu

l |2} = E{|TQDu
l |2}DS+BU +

E{|TQDu
l |2}MUI + E{|TQDu

l |2}RI + E{|TQDu
l |2}N.

The result in (15) follows from the expression

Sul = τf log2

⎛
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+ E
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⎫
⎬
⎭
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.
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