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Functional Data Analysis in Electronic
Commerce Research
Wolfgang Jank and Galit Shmueli

Abstract. This paper describes opportunities and challenges of using func-
tional data analysis (FDA) for the exploration and analysis of data originating
from electronic commerce (eCommerce). We discuss the special data struc-
tures that arise in the online environment and why FDA is a natural approach
for representing and analyzing such data. The paper reviews several FDA
methods and motivates their usefulness in eCommerce research by provid-
ing a glimpse into new domain insights that they allow. We argue that the
wedding of eCommerce with FDA leads to innovations both in statistical
methodology, due to the challenges and complications that arise in eCom-
merce data, and in online research, by being able to ask (and subsequently
answer) new research questions that classical statistical methods are not able
to address, and also by expanding on research questions beyond the ones tra-
ditionally asked in the offline environment. We describe several applications
originating from online transactions which are new to the statistics literature,
and point out statistical challenges accompanied by some solutions. We also
discuss some promising future directions for joint research efforts between
researchers in eCommerce and statistics.

Key words and phrases: Process dynamics, special data structures, online
auctions.

1. INTRODUCTION

Functional data analysis (FDA) has been gaining
momentum in many fields. While much of the method-
ological advances have been made within the statistics
literature, FDA has found many useful applications in
the agricultural sciences (Ogden et al., 2002), the be-
havioral sciences (Rossi, Wang and Ramsay, 2002), in
medical research (Pfeiffer et al., 2002) and many more.
One reason for this momentum is the technological ad-
vancement in computer storage and computing power.
Today’s researchers gather more and more data, often
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automatically, and store them in large databases. How-
ever, these new capabilities for data generation and
data storage have also led to new data structures which
do not necessarily fit into the classical statistical con-
cept. Researchers measure characteristics of customers
over time, store digitalized two- or three-dimensional
images of the brain, and record three- or even four-
dimensional movements of objects through space and
time. Many of these new data structures call for new
statistical methods in order to unveil the information
that they carry. Data can contain trends that vary in lon-
gitudinal or spatial aspects, that vary across different
groups of customers or objects, or that show different
magnitudes of dynamics.

FDA is a tool-set that, although based on the ideas
of classical statistics, differs from it (and, in a sense,
generalizes it), especially with respect to the type of
data structures that it encompasses. While the underly-
ing ideas for FDA have been around for a longer time,
the surge in associated research can be attributed to
the monograph of Ramsay and Silverman (1997). In
FDA, the object of interest is a set of curves, shapes,
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objects, or, more generally, a set of functional obser-
vations. This is in contrast to classical statistics where
the interest centers around a set of data vectors. In re-
cent years, a range of classical statistical methods have
been generalized to the functional framework; James,
Hastie and Sugar (2000) developed a principal compo-
nents approach for a set of sparsely sampled curves.
Other exploratory tools include curve clustering (see
Abraham et al., 2003; James and Sugar, 2003; Tarpey
and Kinateder, 2003) and curve classification (see Hall,
Poskitt and Presnell, 2001; James and Hastie, 2001).
Classical linear models have also been generalized to
functional ANOVA (Fan and Lin, 1998; Guo, 2002),
functional regression (Faraway, 1997; Cuevas, Febrero
and Fraiman, 2002; Ratcliffe, Leader and Heller, 2002)
and the functional generalized linear model (Ratcliffe,
Heller and Leader, 2002; James, 2002). Moreover,
Ramsay (2000b) and Ramsay and Ramsay (2002) sug-
gest differential equations for data of functional form.
While this list is far from complete, it shows some
of the current methodological efforts in this emerging
field.

Electronic commerce (eCommerce) is a growing
field of scholarly research especially in information
systems, economics and marketing, but it has received
little to no attention in statistics. This is surprising
because it arrives with an enormous amount of data
and data-related questions and problems. Like other
web-based data, eCommerce data tend to be very
rich, clean and structurally different from offline data.
eCommerce research arrives with many new data- and
model-related challenges that promise new ideas and
motivation for further methodological advancements
of FDA. One of the main characteristics of eCommerce
data is the combination of longitudinal information
(time-series data) with cross-sectional information (at-
tribute data). A sample of n records typically comprises
n time series, each linked with a set of n attributes.
Take eBay’s online auctions as an example. There, each
auction is characterized by a time series of bids placed
over time. This information is coupled with additional
auction attributes such as a seller’s rating, the auction
duration and the currency used. Another example is on-
line product ratings on Amazon.com or movie ratings
on Yahoo! Movies (see Dellarocas and Narayan, 2006).
Yahoo! Movies allows users to rate any movie accord-
ing to different measures. This results in a time series
that describes the average daily rating or the number
of daily postings (or both) from the date of the movie
release until the time of data collection. This informa-
tion is coupled with attribute data about the movie such

as the movie genre and critics’ rating. A third exam-
ple, described in Stewart, Darcy and Daniel (2006), is
the evolution of open-source software projects that is
monitored by websites such as SourceForge.net. Here
an observation is a certain project, and it is character-
ized by a time series that describes project complexity
from its first release until the time of data collection.
Each project also has associated attributes such as the
number of developers, the operating system used and
the programming language.

The combination of longitudinal and cross-sectional
information is only one typical aspect of eCommerce
data. Another aspect is the uneven spacing between
events. In many cases, the observed time series is com-
posed of events influenced by multiple users or agents
who access the web at different points in time (and
from different geographical locations). Consequently,
the resulting times when new events arrive are ex-
tremely unevenly spaced. This is in contrast to tra-
ditional time series, which are typically recorded at
predefined and equidistant time-points, such as daily,
monthly or quarterly scales. Furthermore, because of
psychological, economic or other reasons, eCommerce
time series tend to feature very sparse areas at some
times, followed by extremely dense areas at other
times. For instance, bidding in eBay auctions tends to
be concentrated at the end, resulting in very sparse bid-
arrivals during most of the auction except for its final
moments, where the bidding volume can be extremely
high.

eCommerce not only creates new data challenges, it
also motivates the need for innovative models. While
the field of economics has created many theories for
understanding economic behavior at the individual and
market level, many of these theories were developed
before the emergence of the World Wide Web. The ex-
istence of the web now allows researchers, for the first
time, to observe and record data about economic be-
havior on a large-scale basis. As it turns out, however,
observed data often do not support classical economic
theories. As a result, empirical research is thriving. In
fact, the empirical literature has continuously shown
that online behavior deviates in many ways from of-
fline behavior and from what is expected by economic
theory. This calls for new economic models that can
be validated empirically. In addition, the availability of
eCommerce data allows researchers to ask new types
of questions. One major enhancement is the ability
to study not only the evolution of a process, but also
its dynamics: how fast it moves and how suddenly it
changes, its rate of change and how this rate differs at
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different time-points. Studying dynamics of processes
can be very relevant in the online world, because it al-
lows new approaches for characterizing eCommerce
processes (and thus distinguishing between diverse
processes), and even forecasting them (Wang, Jank and
Shmueli, 2006). Changing dynamics are inherent in a
fast-moving environment like the online world. Fast
movements and change imply nonstationarity which
poses challenges to traditional time series modeling.
And finally, it is important to point out that for any
one process that we observe in the online world, there
typically exist many, many replicates of the same (or
at least very similar) process. On eBay, for instance, if
we think of the formation of price between the start and
the end of an auction as a process of interest, then there
exist several million similar processes of that form, tak-
ing place at any given day on eBay. The replication of
processes, or time series, fits naturally within the FDA
framework and makes this an ideal ground for the ad-
vancement of new functional methodology.

Finally, eCommerce typically arrives with huge data-
bases which can put a computational burden on users’
storage and processing facilities. This burden is often
increased by the complicated structure of eCommerce
data. Taking a functional data approach, one can re-
lieve some of that burden. FDA operates on functional
objects which can be more compactly represented than
the original data. Taking a functional approach may
therefore be advantageous also from a resource point
of view.

The process of studying a set of data via func-
tional methods consists of two principal steps: First,
the functional object is “recovered,” typically by means
of smoothing. There are multiple different ways in
which this smoothing step can be executed, and there
are many challenges during that step. Second, the
resulting functional object is used for data explo-
ration and analysis. Exploratory data analysis (includ-
ing data visualization and summary) is performed in
order to learn about general characteristics as well as
unusual features and anomalies in the data. Analy-
sis includes explanatory and predictive modeling and
inference, just as in classical statistics. In the next sec-
tions we focus on the challenges and problems that
arise during these steps within the eCommerce con-
text. We would like to note that our point of view of
the functional approach and its application to eCom-
merce has been forged during the teaching of so-
called Research Interaction Teams (www.amsc.umd.
edu/Courses/RITDescrips/HowAndWhy.html) which
are research classes that involve graduate students from

the Statistics and the Applied Mathematics and Scien-
tific Computation programs at the University of Mary-
land. Several of our studies performed during these
classes have led to new methodological and practical
insights.

2. RECOVERING FUNCTIONAL OBJECTS

The first step in any functional data analysis consists
of recovering, from the observed data, the underlying
functional object. There exist a variety of methods for
recovering functional objects from a set of data, all of
which are typically based on some kind of smoothing.
As a result of the smoothing, and of characterizing the
smooth object by its smoothing parameters only, we
obtain a low-dimensional functional object. We focus
here on objects, and in particular curves, that are based
on unevenly spaced time series and of which we have
multiple replications. An example is a set of bid histo-
ries from eBay auctions, as shown in Figure 1. The four
panels correspond to four separate seven-day auctions
for a new Palm PDA. Each consists of the bids (in $)
placed at different times during the auction.

2.1 Challenges in Choosing the Right Smoother

The first step in recovering the functional object is
to choose a family of basis functions. The choice of
the basis function depends on the nature of the data, on
the level of smoothness that the application warrants,
on what aspects of the data we want to study, on the
size of the data and on the types of analyses that we
plan to perform. For example, to represent the price

FIG. 1. Scatterplots describing the bid history in each of four
eBay auctions, each lasting seven days.
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path of an online auction for the purpose of, say, study-
ing price dynamics, one could use monotone smooth-
ing splines (Ramsay, 1998) since prices in auctions
increase monotonically. Besides maintaining the price
monotonicity, this approach also permits the compu-
tation of derivatives which lend themselves to price
dynamics. However, fitting monotone splines is com-
putationally more intensive than fitting ordinary poly-
nomial smoothing splines. In that sense, it may prove
impractical to compute monotone splines for very large
databases if time and memory restrictions exist. In
addition, polynomial smoothing splines can be repre-
sented as a linear combination of basis functions. The
practical meaning of this is that if we use polynomial
smoothing splines and the intended analysis is based on
a linear operation (such as computing average curves,
fitting functional linear regression models, or perform-
ing functional principal components analysis), we can
operate directly on the basis function coefficients with-
out any loss of information. The same operation using
monotone splines would require an approximation step
due to the need to first represent the continuous curve
in a finite-dimensional manner by evaluating it on a
grid. Conversely, if the type of operation is nonlinear,
then one would have to perform a grid-based compu-
tation for either type of spline and the choice would
therefore not matter from this point of view. Thus, the
way we recover the functional object is strongly influ-
enced by a variety of different objectives all of which
might compete with one another.

Recovering functional objects often involves more
than deciding on the appropriate type of smoother.
This can include a preprocessing step via interpolation,
thereby creating a raw functional (e.g., Ramsay and
Silverman, 2002, page 21). This alleviates the prob-
lem of the unevenly spaced series that are common
in eCommerce. An important aspect in any functional
data analysis is the robustness of analysis results with
respect to the choice and level of smoothing. A gen-
eral study of this sort was carried out by our research
interaction team, comparing the effects of smoothing
splines versus monotone splines on the conclusions de-
rived from a functional regression on the price path in
online auctions (the functional object) as a function of
explanatory variables such as the seller rating and the
opening bid (both scalar) and current number of bids
(a functional explanatory variable). The study indicates
that both smoothers lead to similar conclusions (Alford
and Urimi, 2004).

Another example of the challenges in choosing an
appropriate smoothing method is the functional repre-
sentation of online movie ratings. By that we mean the

series of user movie ratings on online services such as
Yahoo.com. The volume of user postings is highly pe-
riodic, with heavier activity on weekends (when people
tend to watch movies in the theaters). Fourier basis
functions were found to be a better choice among dif-
ferent alternatives for capturing the cyclical posting
patterns (Wu, 2005).

2.2 Additional Data Challenges

Our different studies using eCommerce data have
raised further challenges in the functional object recov-
ery stage that have previously not been addressed in the
literature. The first such challenge is handling the ex-
tremely unevenly distributed measurements in eCom-
merce data. That is, the number and location of events
vary drastically from one functional object to another.
One typical example is the bid arrival in eBay auctions.
Returning to Figure 1, it can be seen that some bid his-
tories are very dense at the auction end, while others
are much sparser, and in addition the overall number
of bids per auction can vary widely between none in
some auctions, and more than 100 in others. And yet,
while the varying number of bids per auction may sug-
gest the use of a varying set of smoothing methods,
we prefer the use of a single family of smoothers. The
reason for this is that, in the end, the choice of the
smoother is merely a means to the end of arriving at
a unifying functional object and it is not the direct ob-
ject of our interest. Coming back to the example of on-
line auctions with sometimes few and sometimes many
bids, this motivates the need for new methodological
advances in creating functional objects that naturally
incorporate all extremes under one hat. Some promis-
ing approaches in that direction can be found in James
and Sugar (2003) and James, Hastie and Sugar (2000).

The extreme structure of eCommerce data is chal-
lenging even for very basic visualization tasks: stan-
dard time-series visualization tools typically require
evenly spaced events! Because of this restrictive re-
quirement, we collaborated with colleagues at the
Human–Computer Interaction Lab at the University of
Maryland to develop new interactive visualization tools
that can accommodate this special data structure. We
evaluated different approaches for representing eBay
bid histories by an evenly spaced equivalent without
losing important information with respect to order,
magnitude and distance between the bids (see Aris
et al., 2005). Interestingly, the final choice was to use a
functional approach by first smoothing the bid history,
and then feeding an evenly spaced grid of the smooth
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curves (and their derivatives) into a standard visualiza-
tion tool.

Another challenge typical to eCommerce data is
defining meaningful start and end points of the func-
tional objects in order to align the curves. The problem
of aligning functional objects is related to the problem
of registration (Ramsay and Silverman, 2005, Chap-
ter 7), but there are several additional complications
here: Many web-based events do not start and end
at the same time. For instance, online product ratings
over time have different starting points, depending on
when the product was first released to the market, when
the first rating was placed, etc. They also often have
different ending points, for instance, if one product
is prematurely taken off the market, if it is replaced
by a product-upgrade, and so on. Another issue that
complicates object alignment is that the data collec-
tion process itself may act as a censoring mechanism.
Therefore, it is not obvious how methods such as land-
mark registration, where curves are aligned accord-
ing to one particular feature of the curve such as its
peak, can be adapted to handle this situation. Finally,
selecting the units for the time axis can be challenging.
In some applications calendar time (e.g., the date and
time a transaction took place) is reasonable, whereas in
other applications the event index (i.e., the order of the
event arrival) might make more sense. And yet in other
cases an entirely different “clock” would be even more
suitable. For instance, we pointed out that eBay auc-
tions typically exhibit very low bidding activity during
most of the auction and then extremely high activity
near the end. For this reason an auction might be better
represented by a clock that “shrinks” the low-activity
period and “stretches” the high-activity period, thereby
putting more emphasis on the part that matters more.
All these issues are illustrated and discussed further in
the paper by Stewart, Darcy and Daniel (2006).

3. FUNCTIONAL EDA

After the data are represented by functional objects,
the analysis steps follow the same process as in classi-
cal statistics, with the first step being exploratory data
analysis (EDA). EDA includes data summaries, visu-
alization, dimension reduction, outlier detection, and
more. The main difference between FDA and classical
statistics is the way in which the methods are applied
and especially how they are interpreted.

3.1 Static vs. Interactive Visualization

Starting with visualization, our goal is to:

1. Visualize a sample of curves.
2. Inspect summaries of these curves.
3. Explore conditional curves, using various relevant

predictor variables.

To that end, one solution is to create static graphs. For
instance, Figure 2 shows the price evolution in 34 eBay
auctions for various magazines. We can see large het-
erogeneity across the price formation process at dif-
ferent times of the auction. We refer to this approach
as static, since once the graph is generated it can no
longer be modified by the user without running the
software code again. This static approach is useful for
differentiating subsets of curves by attributes (e.g., by
using color), or for spotting outliers. However, a static
approach does not allow for an interactive exploration
of the data. By interactive we mean that the user can
perform operations such as zooming in and out, filter-
ing the data and obtaining details for the filtered data,
and do all of this from within the graphical interface.
Interactive visualizations for the special structure of
eCommerce data are not straightforward, and solutions
have only been proposed recently (Aris et al., 2005;
Shmueli et al., 2006). One such solution is AuctionEx-
plorer (www.cs.umd.edu/hcil/timesearcher), which is
tailored to handle the special structure of online auc-
tion data. A snapshot of its user interface is shown in
Figure 3. The interface includes several panels, which
correspond to the price curves (top left), their dynam-
ics (not shown in this view) and the corresponding at-
tribute data (top right). The curves can be filtered to
display subsets according to a selection of attribute val-
ues, according to a selection of curves, and one can do

FIG. 2. Static plot of the price progression in 34 eBay auctions
for magazines.

www.cs.umd.edu/hcil/timesearcher
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FIG. 3. Snapshot of user interface for AuctionExplorer
(www.cs.umd.edu/hcil/ timesearcher).

pattern search. Summarization is achieved through on-
the-fly summary statistics for attributes, and a “stream-
ing boxplot” called a “river plot” of the curves (bottom
panel of Figure 3). This is yet another attempt to gen-
eralize classical visualization methods to the functional
environment.

3.2 Data Reduction

Another goal of EDA is data reduction. Two of the
methods that are useful in this context are curve clus-
tering and functional principal components analysis.
Curve clustering partitions the set of curves into a few
clusters, thereby reducing the space of observations,
and attempts to derive insight from the resulting clus-
ters. The clustering can be applied to the curves them-
selves or to their derivatives. Jank and Shmueli (2005)
apply curve clustering to bid histories of eBay auc-
tions and find three main clusters. Linking the curve
information with attribute information, they find that
the different clusters correspond to three types of auc-
tions: “greedy sellers,” “bazaar auctions” and “experi-

enced seller/buyer” auctions. Each of these types char-
acterizes a different auction profile, combining static
and dynamic information. For instance, “greedy seller”
auctions have the highest average opening price and
the lowest closing price. Unsurprisingly, they do not at-
tract much competition, since unjustified high opening
prices tend to deter users from bidding. Low compe-
tition is also known to lead to lower prices. Sellers in
these auctions are, on average, less experienced than
those in other clusters (as can be measured by their
eBay rating), scheduling most auctions to end on a
weekday. These auctions also attract experienced win-
ners who take advantage of the poorer auction design
and resulting lower prices. The price dynamics of this
cluster reflect this setting: price starts accelerating late
in the auction, not allowing it to achieve its full impact
by the time the auction closes. This mix of insight into
static seller and bidder characteristics coupled with the
price dynamics is only available with a functional ap-
proach.

Another popular method is functional principal com-
ponents analysis (f-PCA). The method uses standard
PCA to find principal sources of variability in curves
(or other functional objects). If we consider curves that
represent a process over time, then f-PCA can help
us find “within-curve” (or more generally, “within-
process”) variation, thereby condensing the time axis.
This is done by selecting a discrete grid of time-points
and treating the points as the variables in ordinary
PCA. A preliminary study by Hyde, Moore and Hodge
(2004) applied f-PCA to price curves and derivative
curves of a sample of eBay auctions for premium wrist-
watches. They found that two or three principal com-
ponents captured most of the within-curve variation:
One source is price variation during the middle of the
auction and the other distinguishes the price variability
between the beginning and end of the auction. Similar
results were obtained when using the price-dynamics
curves. Hyde, Moore and Hodge (2004) also used
f-PCA to compare sources of “within-process” varia-
tion across different brands for the same product cate-
gory as well as for different product categories. It was
found that price is most uncertain during mid-auction.
As the auction approaches its end, though, the price be-
comes more predictable, especially in common-value
auctions (see also Wang, Jank and Shmueli, 2006).

An alternative approach of principal components
analysis to functional data that, to the best of our
knowledge, has not been explored would be to treat the
observations as the dimension to be transformed. The
idea is to find main sources of variation across curves

www.cs.umd.edu/hcil/timesearcher
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(instead of within curves), achieving a goal similar to
curve clustering, where main features of the curves are
highlighted. The exact meaning and interpretation of
this variation deserve further attention.

4. FUNCTIONAL MODELING, INFERENCE
AND PREDICTION

There is quite a lot of ongoing research on gener-
alizing classical regression models to the functional
setting. Examples include linear regression with func-
tional predictors (Ratcliffe, Leader and Heller, 2002) or
a functional response (Faraway, 1997), logistic regres-
sion (Ratcliffe, Heller and Leader, 2002), functional
linear discriminant analysis (James and Hastie, 2001)
and general linear models with functional predictors
(James, 2002).

4.1 Information in eCommerce Processes

Current empirical research in eCommerce relies on
the use of very standard statistical tools such as least-
squares regression. These tools are used to investigate
how, say, the closing price in an online auction relates
to other auction-specific information. To that end, one
sets the closing price as the response variable, and re-
gresses it on potential explanatory variables such as
the opening bid, the auction duration, the seller rat-
ing, etc. (see, e.g., Bajari and Hortaçsu, 2003, 2004;
Lucking-Reiley et al., 2000). While this approach is
certainly useful for understanding some of the varia-
tion in closing prices, it also leads to loss of a large
amount of potentially useful information about every-
thing that happened between the start and end of the
auction. More generally, current research uses a re-
sponse variable that is an aggregation of the process of
interest: the maximum bid in online auctions, the aver-
age product rating, etc. This (direct or indirect) choice
is guided by economic importance but is also likely
done so that standard models can be applied. Further-
more, the choice of independent variables is limited to
static “snapshot” information. The existence of more
detailed data, however, can potentially shed more light
on the entire process rather than only its aggregated
form.

In the online auction example, variables like the
opening bid, the auction duration and the seller’s rat-
ing are determined before the auction start and thus
do not capture any of the information that arrives af-
ter that. However, it is well-known that events that oc-
cur during the auction can also affect the final price.
For instance, the number of competing bidders, the bid-
ders’ experience and the bid timings can influence the

final price. These three variables are available only af-
ter the auction starts and in fact the information they
carry changes as the auction progresses.

While it is possible to include time-varying explana-
tory variables like the number of bidders into a re-
gression model, such a model would no longer be
considered “standard” in the classical least-squares
sense since it would have to account for time-depen-
dence between the explanatory variable and the re-
sponse, and also within the explanatory variable itself.

Furthermore, there is additional information revealed
during ongoing processes that cannot be captured eas-
ily by such models. An example is concurrency and the
effect that new events have on future events. In the on-
line auction context, incoming bids can influence bid-
ders in different ways: A new bid placed in an auction
can result in an immediate response by other bidders
or can be completely ignored. Bidders also learn from
each other: they adopt bidding strategies of other bid-
ders and they learn about an item’s value from bids that
were placed. Many items sold in online auctions do not
have a commonly known value (such as collectibles,
antiques, rare pieces of art, etc.), and therefore bidders
often try to infer the item’s value from other people’s
bids. In short, while the final price is certainly affected
by directly observable phenomena (such as the number
of competing bidders), it is also dependent on indirect
actions, reactions and interactions among bidders.

4.2 Process Dynamics and FDA

Modeling the effects of user interactions with clas-
sical regression models is challenging, to say the least.
An alternative approach is to capture some of this dy-
namic information via evolution curves and their dy-
namics. In the auction context this would be the price
evolution, which is the progression of bids throughout
an auction. The evolution curve and its dynamics can
reflect these bidder interactions: High competition in
an auction will manifest itself as a steep price curve
with increasing dynamics. Price will also increase, al-
beit at a slower rate, if bidders merely use the new
bid to update their own valuation about the product.
The price increase will slow down if bidders drop out
of the auction due to a newly placed bid or for some
other reason. Therefore, the price-evolution curve, and
in particular its dynamics, has the ability to capture
much of the auction information that would otherwise
not be integrated into the model. By price dynamics
we mean, for example, the price velocity and acceler-
ation which measure the change in price and the rate
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at which this change is occurring. The ability to mea-
sure dynamics is one of the most noteworthy features
of functional data analysis. FDA recovers the price evo-
lution via a smooth curve through the auction’s bid his-
tory and yields the price dynamics via the derivatives
of this curve. Examples of exploring process dynamics
via FDA in eCommerce are the price dynamics in eBay
auctions (Jank and Shmueli, 2005) and bid dynamics
in auctions for modern Indian art by Reddy and Dass
(2006). In these two examples the price curves them-
selves are not very illuminating, but their dynamics re-
veal interesting patterns and sources of heterogeneity
across records.

One can model the relationship between the process
evolution (or its dynamics) and other predictors via
functional regression analysis. For example, in a few
studies of price formation in eBay auctions (Shmueli
and Jank, 2006; Bapna, Jank and Shmueli, 2004;
Alford and Urimi, 2004) and other online auctions
(Reddy and Dass, 2006) a functional regression model
was fit to price-evolution curves from eBay auctions
(the response) with static predictors (such as the seller
rating) and functional predictors (such as the cumula-
tive number of bids). One interesting finding is that the
impact of the opening bid on the current price starts
high, and slowly decreases as the auction progresses.
This reflects the shift in information about the item’s
value due to bidding: At first there is not much infor-
mation available and so the opening bid gives a sense
of the item’s value. But as the auction progresses new
bids add more information about the value of the item,
thereby reducing the usefulness of the information con-
tained in the opening bid.

One of the challenges in functional regression analy-
sis is the interpretation of the results. Instead of scalar
coefficient estimates, we obtain estimated coefficient
curves. Plotting these curves means that the x-axis is
time, and not the ordinary predictor value. For exam-
ple, Figure 4 shows the estimated coefficient (and a
95% confidence band) for a regression model with a
functional response. In the top panel the response is the
price evolution. The coefficient is positive throughout
the auction, signifying that the current price is posi-
tively associated with the opening bid throughout the
auction. However, this relationship decreases in mag-
nitude as the auction proceeds. This is reasonable, be-
cause bidders gain more and more information as the
auction proceeds and therefore derive less utility from
the value of the opening price. The middle and bottom
panels in Figure 4 describe another useful information
source: the relationship between the opening price and

the price dynamics. If we are interested in relationships
between various independent variables and the process
dynamics, we can use the derivative curves as the func-
tional response. In this example we set the price ve-
locity (middle) and price acceleration (bottom) as the
responses. We see that the price acceleration is posi-
tively associated with the opening bid at the auction
start, but then this relationship loses momentum and
even becomes negative as the auction comes to a close.

The capability of studying process dynamics could
have a huge impact on eCommerce research. Though
the concepts of dynamics are well grounded in physics
and engineering, their exact economic impact requires
more thought. However, there is an opportunity to cre-
ate new economic measures with the help of FDA. For
instance, we can develop concepts such as “auction en-
ergy” using the definition of kinetic energy (energy =
mass × velocity2/2) to arrive at

auction energy
(1)

= (current price) × (price velocity)2/2.

A major challenge is to find a theoretical foundation in
economics of such concepts. This is only one example
where collaboration could have a large impact on the
field.

4.3 Other Functional Models for eCommerce

Another level of flexibility, but also complexity, is to
incorporate interaction terms into functional regression
models. Since interactions (in ordinary linear regres-
sion models) are widely used in eCommerce studies, it
could be useful to measure similar effects in functional
objects. The literature on interactions in functional lin-
ear regression models appears to be scant, although this
seems like an important extension.

Another important direction for modeling the dy-
namic nature of web content in general, and eCom-
merce in particular, is the use of differential equations.
The use of differential equations in the functional lit-
erature is still in its infancy. Ramsay (2000a) gives an
introduction to the use of differential equations in sta-
tistics and several examples of functional estimation
problems such as simultaneous estimation of a regres-
sion model and residual density, monotone smoothing,
specification of a link function, differential equation
models of data, and smoothing over complicated multi-
dimensional domains. Ramsay calls this “principal dif-
ferential analysis” (PDA) because of the similarities
that it shares with principal components analysis.

PDA is a natural formalization of the exploration of
curve dynamics. Through a differential equation we
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FIG. 4. Estimated coefficient for opening price, in three regression models with a functional response: price evolution (top), price velocity
(middle) and price acceleration (bottom).

can relate, for instance, the price during an auction
to its rate of increase and acceleration. It is possi-
ble that such relations exist in the dynamic, ever-
changing eCommerce world. These relationships need
to be more formally integrated with economic theory
to create a solid foundation for the empirical findings

that have been observed. For example, PDA was used
to study the relationship between price curves in on-
line auctions and their derivatives by Jank and Shmueli
(2005) and Wang (2005). The main finding is that rela-
tionships between the price curve and its acceleration
are present in some types of auctions, but not in others,
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suggesting that dynamics can vary broadly in eCom-
merce processes.

5. FUTURE TRENDS IN FUNCTIONAL MODELING

In the previous sections we have shown multiple
facets of FDA that make it a natural approach in
eCommerce empirical research. Unlike currently used
static models, FDA can capture processes and dy-
namic information which are inherent in the eCom-
merce environment. In the following we describe a few
important areas that are still undeveloped both in the
eCommerce research world and in the FDA domain,
and in our opinion have the potential to make a contri-
bution to both.

The first area is related to concurrency of events. In
almost every eCommerce study, the events of interest
occur concurrently or have at least some overlap. This
means that there is a dependence structure between
records, with some events influencing others. The most
obvious example is the stock market with stock prices
influencing each other. Some eCommerce examples
are concurrent auctions on eBay for the same item or
even for competing items, and prices of a certain book
at different online vendors (and perhaps even brick-
and-mortar stores) over time. Although researchers ac-
knowledge such relationships, nearly all studies make
the simplifying assumption of independent observa-
tions. Ignoring the effects of concurrency can lead to
invalid results. A first step is therefore to find ways to
evaluate the degree of concurrency and its effect on the
measure of interest. Shmueli and Jank (2005) introduce
and evaluate several data displays for exploring the ef-
fect of concurrency in online auctions on final price.
Hyde, Jank and Shmueli (2006) expands this work to
visualize concurrency of the functional objects, using
curves to represent price evolution and its dynamics.
In addition to data displays, there is a need for defining
measures of concurrency, and finally, for developing
models that can incorporate and account for relation-
ships between processes that are represented as func-
tional objects (see, e.g., Jank and Shmueli, 2006).

Another important enhancement to FDA that would
greatly benefit eCommerce research is the incorpora-
tion of change into the functional objects over time.
As pointed out earlier, eCommerce experiences con-
stant change. Frequent technological advancement,
new website formats, changes in the global economy,
etc., can have a large influence on what we observe in
the eCommerce world. If we use functional objects to

represent observations which are themselves longitu-
dinal, we need ways to incorporate an additional tem-
poral dimension that compares functional objects over
time.

FDA research focuses more and more on p-dimensi-
onal functional objects (e.g., Yushkevich et al., 2001).
In many eCommerce applications such representations
could be very useful. One example is competition in
online auctions, where each auction is represented by
its price curve coupled with the cumulative number of
bidders, thus yielding a bivariate functional representa-
tion (Wang and Wu, 2004). There is also related work
on symbolic data analysis (SDA) (see Bock and Diday,
2000), which provides tools for managing complex, ag-
gregated, relational and higher-level data described by
multivalued variables. This could be a new successful
wedding with FDA methods.

Finally, in many cases, and especially in economics,
the objects of interest are individual users. Econo-
mists are typically interested in how individuals strate-
gize and react to others. The problem with formulating
functional objects that represent individuals is sparsity
of data. That is, individuals typically do not leave many
traces during one eCommerce transaction. For exam-
ple, in eBay auctions if we treat an individual bidder
as our object of interest, then bidders will leave very
sparse data (1–2 bids per bidder is the norm). In a
similar setting, James, Hastie and Sugar (2000) and
James and Sugar (2003) use a semiparametric setting
where information from data aggregated across indi-
viduals is used to supplement the information at the
individual level. An alternative model would pool in-
formation from previous records that the individual
was involved in and use it to supplement the current
record. Approaches that enable the functional repre-
sentation of sparse data can prove very useful in tying
economic theories to empirical results. This would fur-
ther strengthen the eCommerce research area.

6. CONCLUSIONS

The emerging field of empirical eCommerce re-
search is growing fast with many data-related chal-
lenges. In light of the special data structures and the
types of research questions of interest, we believe that
functional data analysis can play a major role in this
field. On the one hand, this requires more involvement
by statisticians to further explore statistical issues in-
volved and to develop functional methods and mod-
els that are called for in these applications. On the
other hand, collaborative work has proven to be ex-
tremely fruitful for the multiple disciplines involved.
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In that respect, more outreach should be done to make
these tools more popular. Wider adoption of functional
tools by nonstatisticians requires software accessibil-
ity. Currently FDA packages exist for Matlab, S-PLUS
and R (ego.psych.mcgill.ca/misc/fda/software.html).
Specialized programs for particular applications are
anticipated to grow, and we encourage researchers to
make such code and data freely available. In addition,
making sample datasets freely available will make this
field more accessible and attractive to statisticians. Our
website (www.smith.umd.edu/ceme/statistics/) con-
tains some eBay data and auction-specific FDA code.

Another important front in further developing this
exciting new interdisciplinary field is the involvement
and training of graduate students. This includes edu-
cating statistics students about both the eCommerce
domain and FDA. From our own experience through
Interactive Research Teams, we found this to be a very
exciting ground for advancing statistical research.
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