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Abstract 
 

Autism Spectrum Disorders (ASDs) define as a scope of disability in the 

development of certain conditions such as social communication, imagination, 

and patients' capabilities to make some connection. In Malaysia, the number of 

ASD cases diagnosed is increasing each year. Typically, ASD patients are 

analyzed by doctors based on history and behavior observation without the 

ability to diagnose instantaneously. This research intends to study the ASD 

biomarker based on neuroimaging functional Magnetic Resonance Imaging 

(fMRI) images, which can aid doctors in diagnosing ASD. This study applies a 

deep learning method from Convolutional Neural Network (CNN) variants to 

detect either the patients are ASD or non-ASD and extract the robust 

characteristics from neuroimages in fMRI. Then, it interprets the performance of 

pre-processed images in the form of accuracy to classify the neural patterns. The 

Autism Brain Imaging Data Exchange (ABIDE) dataset was used to research the 

brain imaging of ASD patients. The results achieved using CNN models namely 

VGG-16 and ResNet-50 are 63.4% and 87.0% accuracy, respectively. This method 

also assists doctors in detecting Autism from a quantifiable method that is not 

dependent on the behavioral observations of suspected autistic children. 

 

Keywords: Autism spectrum disorder, biomarker, fMRI, CNN, ABIDE dataset, 

accuracy 

 

Abstrak 
 

Autism Spectrum Disorders (ASD) didefinisikan sebagai ruang pengaluran 

kecacatan dalam pengembangan keaadaan tertentu seperti komunikasi sosial, 

imaginasi, dan kemampuan pesakit untuk berinteraksi. Di Malaysia, jumlah kes 

ASD yang didiagnosis meningkat setiap tahun. Biasanya, pesakit ASD dianalisis 

oleh doktor berdasarkan sejarah dan pemerhatian tingkah laku tanpa 

keupayaan untuk menjalankan diagnosis dengan kadar yang segera. Tujuan 

penyelidikan ini adalah untuk mengkaji biomarker ASD berdasarkan imej 

functional Magnetic Resonance Imaging (fMRI), yang dapat membantu dalam 

mendiagnosis ASD. Kajian ini menggunakan kaedah deep learning Convolutional 

Neural Network (CNN) dengan menggunakan model CNN, VGG-16 dan ResNet-

50 untuk mengesan pesakit ASD atau bukan ASD dan mengekstrak ciri-ciri kukuh 

dari neuroimages dalam fMRI. Kemudian, ia menafsirkan prestasi imej yang 

diproses dan ketepatan CNN dalam mengklasifikasikan corak saraf. Autism Brain 

Imaging Data Exchange (ABIDE) yang terkenal sebagai pangkalan data 
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pelbagai sisi global digunakan untuk mengkaji pengimejan otak pesakit ASD. 

Hasil kajian, menggunakan model CNN, VGG-16 dan ResNet-50 masing-masing 

mencapai 63.4% dan 87.0% ketepatan dalam mengesan pesakit ASD 

berbanding pesakit bukan ASD. Kaedah ini juga dapat membantu doktor dalam 

melakukan pengesanan prestasi autisme dari kaedah kuantitatif dan tidak hanya 

bergantung pada pemerhatian tingkah laku kanak-kanak autisme yang disyaki. 

 

Kata kunci: Gangguan spektrum autisme, biomarker, fMRI, CNN, set data ABIDE, 

ketepatan  

© 2021 Penerbit UTM Press. All rights reserved 

  

 

 

1.0 INTRODUCTION 
 
In this new era, the number of autisms born is 

increasing globally. The ratio of Autism recorded with 

Autism is 1 in 68 children, and boys have the highest 

risk to be diagnosed with Autism with a prevalence of 

4 boys to 1 girl [1]. Autism is a disorder associated 

with neurodevelopmental that affects the 

development of the brain. The disease can be 

determined starting from 16 months of childhood 

age [5]. However, Autism is not easily detected due 

to non-existing physical features in autistic children. In 

a normal approach, the doctors will use a screening 

tool for early childhood to determine Autism in 

children from the range of 16 to 30 months of age [2-

3]. 

Lack of experience and training by the doctors' 

have caused inaccurate diagnosis of the children 

with ASD [4]. These problems can deter pediatric 

screening since a simple approach does not exist in 

diagnosing ASD. The diagnosis process requires 

frequent follow-up treatment from the ASD patient 

individually to acquire an accurate result. However, 

the doctor can still produce a wrong diagnosis of 

ASD functional levels since the evaluation is based on 

subjective observation. Currently, researchers in the 

related field are focusing on quantifiable methods 

such as functional Magnetic Resonance Imaging 

(fMRI) that has been identified as one of the 

prominent solutions in finding the ASD biomarker [28]. 

Detecting ASD from complex fMRI images is the 

challenge in this research. The most possible solution 

to accurately detect ASD is by using the machine 

learning (ML) methods such as Support Vector 

Machine (SVM), Neural Networks, K-nearest neighbor, 

etc [24-25]. Abraham et al. (2017) proposed a SVC 

machine learning approach using resting-state fMRI 

from ABIDE dataset and achieved 67% of accuracy. 

On the other hand, Monté-Rubio et al. (2018) worked 

on MRI images from ABIDE dataset by applying SVM 

algorithm with accuracy of 62%. However, these 

approaches are handcrafted types of feature 

extractors that have limitations in generalizing new 

image samples. These approaches also have 

drawbacks in handling data-driven images and big 

data [26].  

Therefore, the state-of-the-art approach in handling 

complex images like fMRI is the deep learning 

approach. It has achieved superior accuracy and 

generalization capabilities in classification, detection, 

and segmentation [27]. Deep learning is the best 

method to overcome the aforementioned problems 

since it is well-known for its robust properties. It can 

detect images to simplify the problem at hand and 

can extract robust characteristics of ASD brain 

images.   

One of the most popular deep learning methods 

is  Convolutional Neural Network (CNN). It was used 

to classify various domain such as heartbeats [18], 

segmenting the brain regions in MRI [19], face 

recognition [13], racing bib number recognition [14], 

license plate recognition [16], object detection 

systems for blind people [17], etc. CNN was also used 

to develop an fMRI-data model to differentiate 

between ASD and non-ASD patients using the Autism 

Brain Imaging Data Exchange dataset to create the 

diagnosis model. Prominent characteristics were 

extracted and analyzed to detect ASD [4],[6],[21-23]. 

Z. Sherkatghanad et al. (2019) reported that, an 

accuracy of 70.22 % achieved by implementing CNN 

model for ABIDE I dataset. Heinsfield et al. (2018), 

Dvornek et al. (2018), and Shahamat et al. (2020) 

uses CNN algorithm to classify ASD using resting-state 

fMRI data from ABIDE dataset with accuracy of 70%.  

This research focuses to design a deep learning 

model, specifically Convolutional Neural Network 

(CNN), using fMRI data for detecting the ASD 

biomarker and evaluate the detection performance 

in terms of accuracy. 

This paper is structured as follows: The proposed 

methods and the database used are described in 

the following section.  The results and analysis are 

shown in Section 3. Finally, Section 4 concludes this 

paper. 

 

 

2.0 METHODOLOGY 
 

This section discusses the methodology of image 

detection technique for ASD using the fMRI images 

from the ABIDE dataset. There are five main stages in 

image detection for Autism namely data-collection, 

pre-processing, model designing, training, and 
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detection. For the designing stage, two CNN models 

were evaluated in this research, which were VGG-16 

[9] and ResNet-50 [10]. 

The samples were separated into two folders 

which were the training file and test file. The training 

file consists of images that were used in the training 

phase of the CNN model. Meanwhile, the images of 

the test file were used to evaluate the CNN model 

performance by measuring the accuracy.  

This research aims to come out with the best CNN 

model in performing ASD detection based on fMRI 

images. Therefore, detailed information regarding 

the research is discussed in the following section. The 

information such as the operating system, machine 

learning platform, language, types of classification, 

performance measure, and data sample sizes are 

shown in Table 1. Figure 1 shows the flowchart of 

methodology process. 
 

Table 1 List of packages and tools used 

 

Type of packages Tools name 

Operating System Ubuntu, Linux 

Datasets Framework TensorFlow 

Languages Python 3 

Types of Classification ASD and Non-ASD 

Performance Measure Diagnosis accuracy, 

biomarkers detection, fMRI 

Dataset ABIDE I (1112 total 

samples) and ABIDE II 

(1114 total samples) 

Method Convolutional Neural 

Network (CNN): VGG-16 

and ResNet-50 

 

 

2.1 Flowchart of Methodology 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Methodology flowchart process 

2.2 Dataset 

 

The dataset used in this research is the ABIDE I and 

ABIDE II datasets. ABIDE I dataset consists of 1112 

total samples including 539 patients and 573 typical 

controls (TC) subjects. While ABIDE II dataset consists 

of 1114 total samples with 521 patients and 573 

typical controls (TC) subjects. The age range for both 

datasets is between 5-64years. The fMRI images were 

divided into two folders, which are meant for training 

and testing samples. There were two other subfolders 

in each main folder and labeled as Autism and Non-

Autism. 

 

2.3 Data Conversion 

 

The original format of the image dataset is NIfTI-1 

data format file (NII format) which is in 3-Dimensional 

(3D) form. MRIcron software was used to convert the 

3D data format into 2D data images. Then, the 

images can directly be saved in PNG format. Once 

the images are saved, the PNG format needs to be 

converted into JPG format using an online data 

source since TensorFlow can only read JPG format 

images [8]. 

 

2.4 Data Preprocessing 

 

In the pre-processing step, the raw data in JPG 

format are resized to 224 x 224 pixels. Then, batch 

normalization was applied to standardize the inputs 

to a layer for each mini-batch. This has the effect of 

stabilizing the learning process and dramatically 

reducing the number of training periods necessary 

for deep networks to be trained. 

 

2.5 Convolutional Neural Network (CNN) 

 

CNN is extensively used in the area of computer 

vision. It is a state-of-the-art method to classify 

sample images, detect objects, and segment 

images. It consists of several main layers namely the 

convolutional layer, pooling, and fully connected 

layers. The function of the convolutional layer is to 

extract the features from an input. Meanwhile, the 

pooling layer reduces the parameters of an image if 

the image size is out of bound or too large. Next, the 

feature maps are flattened into vectors in a fully 

connected layer and combined with all the features 

to create a model. In this research, two pre-trained 

CNN models were chosen namely VGG-16 and 

ResNet-50 model. 

VGG-16 model has 16 layers. The input image 

dimension of this network is (224, 224, 3). The kernel 

size is (3 x 3) with 64 channels and the same padding 

is applied in the first two layers. After the max-pooling 

layer with stride (2, 2), there are two layers with 

convolution layers of filter sizes (3, 3, 256) followed by 

the max-pooling layer. The max-pooling layer 

provides the function to reduce the volume size. 

There are about 4096 nodes used in a fully 

connected layer. 
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ResNet-50 architecture model has 50 layers and five 

stages, and each of the stages consists of 

convolution and Identity block. Each convolution 

block has 3 convolution layers and there are also 3 

convolution layers in each identity block. There are 

over 23 million trainable parameters in ResNet-50. 

Both of the models will be used to classify 

between ASD and non-ASD using the ABIDE I and 

ABIDE II samples. 

 

2.6 Performance Evaluation 

 

The performance of the CNN pre-trained model was 

evaluated using several measurements such as 

recall, precision, and accuracy. The equations are 

shown below: 

 

Accuracy = (TP+TN)/(TP+TN+FP+FN) ×100%       (1) 

 

Recall = TP/(TP+FN) ×100%              (2) 

 

Precision = TP/(TP+FP) ×100%              (3) 

 

where TP signifies a true positive, TN signifies a true 

negative, FP signifies a false positive, and FN signifies 

a false negative. 
 

 

3.0 RESULTS AND DISCUSSION 
 

3.1 Raw Data 

 

The raw data from ABIDE I and ABIDE II datasets were 

in 3D form. Hence, the datasets were converted into 

2D images by using MRIcron software. There are 

three parts of the brain plane, namely sagittal, axial, 

and coronal. In this research, the axial plane is used 

as the input samples. Figure 2 (a) shows the whole 

three-parts of the brain plane while Figure 2 (b) shows 

the brain's axial plane. 

 

  

Figure 2 (a): Three planes of the brain (sagittal, axial, and 

coronal), (b): Axial plane of the brain 

 

 

3.2 Pre-processing Image 

 

After 3D to the 2D conversion of the dataset, the 

brain images were saved into PNG format and 

restored to JPG format. The brain images were 

resized to 224 x 224 pixels. Figures 3and Figure 4 

illustrate the brain images before and after pre-

preprocessing, respectively. 

 

 

 

 

 

 

  

 

Figure 3.2: Pre-processing image for Autism 

 

 

 

Figure 3 Pre-processing image for Autism 

 

 

 

 

 

 

 

 

 

      

 

 

Figure 4 Pre-processing image for Non-Autism 

 

 

3.3 Training Process 

 

Every CNN pre-trained model was trained using the 

fMRI data from ABIDE I and ABIDE II datasets. The 

accuracy and losses for training and test set for each 

model are plotted. The trained weights for both 

models were saved in a .hfd5 format file and used in 

the Graphical User Interface (GUI) to evaluate each 

model's performance.  

 

3.3.1 VGG-16 Models 

 

Figure 5 illustrates the summary of VGG-16 model and 

the training accuracy of the VGG-16 model that 

increases from 71.0% to 80.3%. The training accuracy 

achieves 80% as the number of batch sizes for 

training increases. However, validation accuracy is 

vice-versa with training accuracy. From one to six 

epochs, the validation accuracy maintains at 73.0% 

but suddenly drops at seven and keeps going down 

until 13. Fortunately, the validation accuracy 

increases instantly to achieve 70.0% and dropping 

again at epoch 15, in which the value is 46.4%. The 

graph trend is plotted frequently for validation 

accuracy. Figure 6 and Figure 7 show the graph of 

train and test accuracy for VGG-16, respectively. 
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Figure 5 The sequential layer of VGG-16 architecture 

 

 

 

 

 

 

 

 

 

    

 

 

     

 

Figure 6 Train versus test accuracy of VGG-16 model 

 

 

Figure 3.6 shows that the VGG-16 model's training 

loss is decreasing from 61.5% to 54.1%. The pattern of 

the graph continues to go downward. However, the 

validation loss is going upward from 54% to more 

than 100%. This is possibly due to the misdetection of 

the dataset and affected the validation accuracy. 

Figure 3.6 portrays the graph of train versus test loss of 

the VGG-16. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 Train versus test loss of VGG-16 model 

 

 

 

 

3.3.2 ResNet-50 Model 

 

The ResNet-50 model architecture, short for the 

Residual Network, is a deep feed-forward neural 

network with 50 convolutional layers. The figure 

below illustrates the summary of the ResNet-50 model 

of a structure. Figure 8 shows the sequential layer of 

ResNet-50 architecture. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 The sequential layer of ResNet-50 architecture 

 

 

The ResNet50 model's training accuracy illustrated 

in Figure 9 shows an increasing pattern starts from 

71.1% to 98.5%. Meanwhile, the test accuracy for the 

ResNet50 model rises drastically from 0 epoch to 4 

epochs with accuracy from 50.4% to 85.1%. Then, the 

test accuracy keeps increasing more than the 

previous until 89.5% at epoch 30. The results show that 

the ResNet50 model managed to achieve more than 

80% in detecting autism patients. 

 

 

 

 

         

  

 

 

 

 

 

  

 

Figure 9 Train versus test accuracy of ResNet-50 model 
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Figure 10 Train versus test loss of ResNet-50 model 

 

 

Conversely, Figure 10 shows that the train and test 

loss graph patterns are decreasing. The training loss 

decreases from 63.4% to 3% starting from epoch 0 

until epoch 30. The test loss also decreases starting 

from 72.3% and suddenly going down steeper at 

epoch 5 until it reaches 39.2%. The test loss continues 

to decrease until epoch 9. However, at epoch 10, 

the test loss increases from 28.9% to 51.2%. However, 

it does not remain too long as at epoch 14, and the 

test loss started to decrease until it reaches 31.5% at 

epoch 30. 

 

3.4 Confusion Matrix of VGG-16 

 

Figure 11 illustrates the confusion matrix of Autism 

detection using the VGG-16 model, and Table 3.1 

shows the classification result based on the feature 

maps in VGG-16. 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 11 Confusion matrix of Autism for VGG-16 

 

Table 2 The performances of VGG-16 

 

 

 

 

 

 

3.5 Confusion Matrix of ResNet-50 

 

ResNet-50 CNN model has 50 layers deep. A trained 

network loaded from images in this project dataset. 

The implementation of the ResNet50 model 

architecture is done manually and saved in the new 

model weight. Figure 12 illustrates the confusion 

matrix of autism detection for the ResNet-50 model, 

and Table 3 shows the result of the ResNet50 CNN 

model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12 Confusion matrix of Autism detection for ResNet50 

model 

 

Table 3 The performance of ResNet50  

 

 

 

 

 

 

 

 

Table 2 and Table 3 shows the equation used to 

find the training and test accuracy. ResNet50 model 

architecture has shown the best performance in 

detecting Autism compared to VGG-16 model with 

an accuracy of 87.0%. 

A GUI was designed to demonstrate the 

classification result. The GUI was built to ease users' 

understanding of the ASD detection result. Figure 13 

shows the GUI representation for the brain 

classification of ASD patients. In the GUI, the user 

needs to upload an image file from a folder and the 

user needs to select the type of pre-trained CNN 

model for classification. The detail of the brain image 

is represented on the .csv file. When the classify 

button is pressed, the GUI will show the result obtain 

based on the model selected. 
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Figure 13 Graphical User Interface (GUI) 

 

 

4.0 CONCLUSION 
 

In conclusion, the aim of this research to detect ASD 

based on functional Magnetic Resonance Imaging 

(fMRI) images has achieved, which can aid doctors 

in diagnosing ASD. CNN pre-trained models namely 

VGG-16 and Resnet50 were used to detect autism 

patients. The performance of this system was 

measured through the accuracy obtained from the 

result of training the CNN models. A GUI was also built 

to ease the users in conducting the system. 

The performance measures that have been used 

to evaluate the CNN pre-trained model were recall, 

precision, and accuracy. The main factors that can 

affect the accuracy of the system are the number of 

layers, feature maps, and the size of the sample 

data. The results achieved using CNN models, VGG-

16 and ResNet-50 were 63.4% and 87.0% accuracy, 

respectively. The best CNN model in this project was 

achieved by ResNet50, with an accuracy of 87.0%. 
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