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Abstract—In this paper, we investigate the ultimate perfor-
mance limits, in terms of achievable information rate (IR), of
communication systems impaired by impulse noise. We compare
single carrier (SC) and multi-carrier (MC) transmission systems
employing quadrature amplitude modulation (QAM) formats.
More precisely, we consider SC schemes with coded modulations
and MC systems based on orthogonal frequency division modula-
tion (OFDM). For the MC schemes, we introduce a theoretically
equivalent channel model which makes the computation of the
IR feasible. This simple channel model will be referred to as
interleaved MC. We show that, in the presence of impulse noise
and except for systems operating at very high spectral efficiency,
the IR of MC schemes is lower than that of SC schemes. More
precisely, use of MC schemes may lead to an unavoidable funda-
mental loss with respect to SC schemes at typical coding rates,
whereas MC schemes are to be preferred for very high coding
rates or in uncoded systems. These results hold for additive
white Gaussian noise (AWGN) and dispersive channels, either
considering plain OFDM or MC schemes employing water-filling
and bit-loading algorithms. In order to validate our theoretical
results, we also obtain the bit error rate (BER) performance
of SC and MC schemes through Monte Carlo simulations. A
few trellis-coded modulation (TCM) and low-density parity-check
(LDPC)-coded schemes are considered. The obtained SNR loss in
the BER curves between the AWGN and impulse noise channels
matches well with the corresponding IR gap.

Index Terms—Impulse noise, information rate (IR), mul-
titone modulation, orthogonal frequency division modulation
(OFDM), trellis coded modulation (TCM), low-density parity
check (LDPC) codes.

I. INTRODUCTION

THE focus of this paper is on communications systems
affected by impulse noise, which can be considered as a

limiting factor in many scenarios, such as, for example, power
line [1]–[3], digital subscriber line (DSL) [4], [5], and wireless
communication systems [6]. Impulse noise typically originates
from electromagnetic and electronic equipments and affects
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the transmission in the form of random bursts of relatively
short duration and very high instantaneous power.

For narrowband applications, single carrier (SC) systems
are typically adopted for their simplicity, usually with quadra-
ture amplitude modulation (QAM), if high spectral effi-
ciency is of interest. However, in broadband applications,
frequency-selective channels and strong noise sources make
multi-carrier (MC) modulation techniques, such as orthog-
onal frequency-division modulation (OFDM), an attractive
solution for high-speed communications [7]–[12]. One of
the original motivations for using multitone modulations was
its improved robustness in impulse noise-limited commu-
nications [9]. In [13], the authors design optimized low-
density parity-check (LDPC) codes for MC communication
systems affected by impulse noise. The LDPC codewords are
transmitted using bit-interleaved coded-modulation (BICM)
techniques [14]. In [2], the performance of LDPC codes trans-
mitted over Middleton Class A impulse noise channels [15]–
[17] is analyzed using ad-hoc metrics in the LDPC decoding
algorithm. In [18], the performance of LDPC codes for OFDM
transmitted over Middleton Class A impulse noise channels is
investigated, considering a proper time-domain (i.e., before
OFDM demodulation) signal processing for detection and
estimation of the impulse noise. The results in [18] show that
the performance improvement brought by the use of time-
domain processing may be significant. Although several works
exist which analyze the bit error rate (BER) performance of
practical coded systems, both SC and MC, the theoretical
limits of communication systems impaired by impulse noise
have received marginal attention. In particular, preliminary
considerations on the capacity of impulse noise channels are
presented in [19].

In this paper, we analyze the impact of impulse noise on
the ultimate performance limits of SC and MC communication
systems. In the first part of the paper, we study the theoretical
limits of the considered schemes by means of computation
and comparison of their information rates (IRs) [20]. IR-based
analysis of communication schemes impaired by impulse noise
provides engineers with an in-depth comprehension of the
channel characteristics and a practical and valuable methodol-
ogy for communication system design. As to MC systems, the
theoretical analysis will be carried out (i) assuming uniform
power and bit distribution over the available carriers, or (ii)
applying water-filling and suitable bit loading algorithms [21],
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Fig. 1. SC communication system with AWGN, ISI and impulse noise.

[22]. Three different representative channels are considered:
(i) additive white Gaussian noise (AWGN) channel with
intersymbol interference (ISI), (ii) impulse noise channel with
ISI, and (iii) interleaved MC channel with ISI. The last model
allows one to evaluate the IR of standard MC systems, i.e.,
to investigate the ultimate performance limits of OFDM with
channel coding distributed over the carriers. The theoretical
results show that, while the introduction of additive impulse
noise in a SC scheme with AWGN leads to negligible IR loss
(even in the presence of a frequency selective channel), the
impact of impulse noise on MC schemes may be significant
at coding rates of practical interest. In the second part of this
paper, we validate the information-theoretic results through
a bit error rate performance analysis, based on Monte Carlo
simulations, of several transmission schemes, both SC and
MC. In particular, we consider (i) a trellis coded modulation
(TCM) scheme [23]–[26] and (ii) an LDPC-coded [27], [28]
QAM scheme. The obtained signal-to-noise ratio (SNR) loss
in the BER curves between the AWGN and impulse noise
channels matches well with the corresponding IR gap. This
paper expands upon preliminary results presented in [29].

As a conclusion of our analysis, we show that the penalty
which affects MC systems at coding rates of practical inter-
est can be reduced using standard channel coding schemes
complemented by suitable signal processing algorithms at the
receiver side. In particular, proper time-domain processing,
before MC demodulation, may be used to significantly reduce
the degradation brought by the presence of impulse noise [18].

The paper outline is as follows. In Section II, we intro-
duce the SC and interleaved MC schemes. In Section III,
we evaluate the IR of the considered schemes, in order to
investigate the ultimate theoretical performance limits in the
presence of impulse noise. In Section IV, we evaluate, from a
communication-theoretic perspective, the performance of the
considered systems. Section V concludes the paper.

II. SYSTEM AND CHANNEL MODELS

Since the focus of this paper is on the impact of impulse
noise on standard SC and MC schemes, we consider, as
references, either an ideal AWGN channel or a dispersive
AWGN channel. For the sake of conciseness, the presence
of impulse noise is taken into account through a simple
Bernoulli-Gauss model [30]. However, the conclusions derived
on the system performance are descriptive of the general
effects of impulse noise and may be extended, e.g., to a
Middleton Class A impulse noise model [15]–[17].

The SC communication scheme is depicted in Fig. 1:
the QAM modulator and the corresponding demodulator are
directly connected to the channel. The information symbol at

the input of the encoder during the k-th signaling interval is
denoted as ak, ck is the coded symbol transmitted over the
channel through the QAM modulator, mk is the realization of
the overall noise process (including both impulse noise and
AWGN), rk is the discrete-time observable at the output of
the channel, and âk is the decoded information symbol at
the output of the decoder. We assume that input information
symbols are independent and identically distributed (i.i.d.).
We refer to the cascade of blocks between the output of the
encoder and the input of the decoder in a SC communication
system as “SC super-channel.”

The MC communication scheme is shown in Fig. 2: the
QAM modulator is connected to the channel through a MC
modulation block implementing an inverse discrete Fourier
transform (IDFT). At the receiver side, the channel is con-
nected to the QAM demodulator through a discrete Fourier
transform (DFT) block. As in the SC scheme, ak denotes the
information symbol at the input of the encoder, ck is the coded
symbol at the input of the IDFT modulation block, ηn is the
realization of the overall noise process (including both impulse
noise and AWGN), yn is the discrete-time observable at the
input of the receiver, rk is the observable at the output of the
DFT demodulation block, and âk is the estimated information
symbol at the output of the decoder. In perfect analogy with
the SC super-channel, we define as “MC super-channel” the
cascade of all blocks between the output of the encoder and
the input of the decoder in the MC communication system.

The evaluation of the IR of SC schemes is well-
established [20], [31]–[34]. However, evaluating the IR of MC
schemes is a more complicated computational problem. Since
the MC modulation and demodulation blocks correspond to
invertible vector functions (IDFT and DFT, respectively), the
use of MC schemes does not modify the capacity of the overall
channel [20]. Nevertheless, we will show that, in standard
communication schemes with MC modulations, the implicit
choice, made in code design/selection, of assuming indepen-
dent samples conditionally on the transmitted sequence causes
a significant IR loss at practical coding rates. This is reflected
by the common MC scheme design practice, which typically
adopts coding schemes originally derived for an AWGN
channel (i.e., with conditionally independent observables) and
sequentially distributes the coded symbols over the carriers.

In order to evaluate the impact of neglecting the conditional
dependence of samples on the achievable IR in MC systems,
we introduce a new channel model, referred to as interleaved
MC channel. As shown in Fig. 3, the interleaved MC channel
is a standard MC channel with, in addition, an ideal (infinite)
interleaver (block Π) at the transmitter side and the corre-
sponding deinterleaver (block Π−1) at the receiver side. This
interleaver eliminates the conditional dependence between the
observables arising from the presence of impulse noise in the
same OFDM block. In conventional communication systems,
the use of interleaving is a well-known solution to reduce
the channel memory, spread the errors, and make effective
error correcting codes designed to correct random errors. This
technique is also effective in coded multicarrier systems [35].
A key property of this scheme is that the channel seen by the
modulator-demodulator pair is memoryless and this leads to
a feasible and exact computation of the IR of the system. We
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) with AWGN, ISI and impulse noise.

will refer to all blocks between the output of the encoder and
the input of the decoder as the “interleaved MC super-channel.
We point out that the interleaved MC channel model justifies
the assumption of conditional independence, for a given data
sequence, between the observables at the output of the chan-
nel, and this allows to easily derive detection algorithms (see
Section IV-A2). However, the obtained detection algorithms
can be used also for a non-interleaved MC channel, as it is
done in the numerical results (see Section IV-A3).

In order to evaluate the impact of the impulse noise, the
following schemes will be compared: (i) a SC scheme with
impulse noise and (ii) an interleaved MC scheme with impulse
noise.

A. SC super-channel

As already described, the SC scheme affected by impulse
noise is depicted in Fig. 1. The discrete-time observable at the
output of a dispersive channel with AWGN and impulse noise
can be expressed as follows:

rk =
L∑

�=0

h�ck−� + mk (1)

where ck is a code symbol belonging to a QAM constellation,
{h�}L

�=0 are the coefficients of the discrete channel impulse
response with length L+1, and mk is the overall noise sample.

Assuming a Middleton Class A impulse noise model [15]–
[17], the overall noise sample mk has the following probability
density function (PDF):

p(mk) =
∞∑

j=0

e−AAj

j!
1

2πσ2
j

e−m2
k/2σ2

j (2)

with

σ2
j = σ2

(
j/A + Γ
1 + Γ

)
where A is the impulsive index, i.e., the product between the
average number of impulses at the receiver in a time unit and
their mean duration, Γ = σ2

w/σ2
i is the Gaussian-to-Impulse

noise power Ratio (GIR) with Gaussian noise power σ2
w and

impulse noise power σ2
i , and σ2 = σ2

w + σ2
i is the total noise

power. The sources of impulse noise are distributed according
to a Poisson distribution with parameter A: one impulse noise
source generates noise samples characterized by a Gaussian
PDF with variance σ2

i /A.
Another well-known model, widely used to represent the

effects of impulse noise on communication systems, is the
Bernoulli-Gauss model [30]. According to this model the

overall noise sample mk may be expressed as mk
�
= wk + ik,

where wk is a complex random variable with per-component
power σ2

w and ik is an impulse noise sample defined as [30]

ik = bkgk (3)

where bk is a Bernoulli random variable (with values in {0, 1}
and parameter p = P{bk = 1}), and gk is a complex white
Gaussian random variable with zero mean and per-component
variance σ2

i . All of the above random variables are assumed
independent with each other and with respect to the time index
k. The Bernoulli-Gauss model is accurate for many natural
impulsive noise sources, such as low-frequency atmospheric
noise, man-made impulse noise, and noise sources occurring in
urban and military radio networks [36], [37]. This model has
also been used extensively to describe physical non-Gaussian
noises [38]. In this case, the PDF p(mk) of the total channel
noise mk can be expressed as a mixture of Gaussian PDFs:

p(mk) = (1 − p)N (mk; 0, σ2
w) + pN (mk; 0, σ2

w + σ2
i ) (4)

where the notation N (m; η, σ2)
�
= (1/2πσ2) exp{−|m −

η|2/2σ2} denotes a circularly symmetric complex Gaussian
PDF with mean η and per-component variance σ2. The
mixture noise density model (4) represents the impulse noise
as a sequence of random-amplitude and randomly occurring
narrow pulses in a background Gaussian noise [38].

Note that the sum in (2) for sufficiently low values of the
parameter A may be well approximated considering its first
few terms, i.e., only the very first terms in (2) are significant.
This observation implies that, in many practical scenarios,
the Bernoulli-Gauss model may be considered as a good
approximation for the canonical Class A interference model.
In fact, the statistical descriptions of the two noise models
coincide if the summation in (2) is limited to its first two
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terms. This approximation is accurate if A is sufficiently small.
As an example, assuming A = 0.01 [39], [40], the probability
associated to the third term in (2), i.e., e−AA2/2, is two orders
of magnitude smaller than the value of the first term e−A.
Based on these observations, in the remainder of this paper
the impulse noise will be modeled according to the Bernoulli-
Gauss distribution.

B. Interleaved MC super-channel

The interleaved MC scheme with Bernoulli-Gauss impulse
noise is depicted in Fig. 3. We now characterize the input-
output relationship of the interleaved MC super-channel.

A MC signal is generated by taking the IDFT of a block of
(interleaved) symbols {ci} belonging to a QAM constellation.
The useful part of each OFDM symbol has a duration of T
seconds and is preceded by a cyclic prefix that is longer than
the channel impulse response: in this way, the interference
between adjacent symbols is eliminated. Assuming N modu-
lated subcarriers, the observables at the output of the dispersive
channel with Bernoulli-Gauss impulse noise at time n during
the v-th OFDM symbol period may be expressed as follows:

yn+vN = sn+vN + ηn = sn+vN + wn + in 0 ≤ n ≤ N − 1

in which ηn is the overall noise sample, wn is a sample
of AWGN, in is the Bernoulli-Gauss impulse noise sample
defined in (3), and sn+vN is the useful part of the signal
carrying the interleaved QAM coded symbol sequence {ci}.
For N sufficiently large, the term sn+vN can be expressed
as [41]

sn+vN =
1√
N

N−1∑
i=0

ci+vNHi ej2πnfiT 0 ≤ n ≤ N − 1

where fi
�
= i/T is the frequency of the i-th subcarrier and

Hi is the channel response at frequency fi. The observable at
the output of the DFT demodulation block of the v-th symbol
can be expressed as follows:

zi+vN =
1√
N

N−1∑
n=0

yn+vN e−j2πni/N = Hici+vN + Wi + Ii

where the last equality is due to the linearity of the DFT, Wi

is a sample of the DFT of {wn}, i.e., an i.i.d. thermal noise
sample with variance σ2

w per component, and Ii is defined as
the DFT of {in}, i.e.:

Ii � 1√
N

N−1∑
n=0

in e−j2πni/N 0 ≤ n ≤ N − 1 .

The PDF of the total noise sample at the output of the DFT,
i.e., Ωi = Wi + Ii, can be expressed as [30]

p(Ωi) =
N∑

�=0

(
N

�

)
p�(1 − p)N−�N (Ωi; 0, σ2

Ω[�]) (5)

where

σ2
Ω[�]

�
= σ2

w + �
σ2

i

N
. (6)

For the sake of clarity, it should be pointed out that (5)
corresponds to the PDF of the overall noise at the output of

the DFT block when the impulse noise has a Bernoulli-Gauss
distribution. In the more general case of Middleton Class A
impulse noise model, it is possible to express the PDF of the
overall noise using a multinomial combination of Gaussian
PDFs. For ease of illustration, we do not pursue this extension
here.

As observed in the previous section, we ideally assume that,
at the transmitter, an infinite random interleaver is inserted
between the QAM modulator and the IDFT block and, at
the receiver, the corresponding ideal deinterleaver is inserted
between the DFT block and the QAM demodulator. As a
consequence, the discrete-time observable at the output of this
channel can be expressed as

rk+vN = Hkck+vN + mk .

The above assumption allows one to conclude that consecutive
QAM coded symbols are affected, at the receiver, by i.i.d.
noise samples {mk} with PDF given by (5). Consequently,
it is feasible to obtain exact information-theoretic results and
practical detection/decoding algorithms.

III. INFORMATION-THEORETIC PERFORMANCE

ANALYSIS: INFORMATION RATE

The IR between the sequence of uncoded input symbols
{ak} and the output sequence {rk} of a general dispersive
channel can be expressed as [20]

I(A;R) = h(R) − h(R|A) (7)

where h(R) and h(R|A) are the differential and conditional
differential entropy rates of the sequence {rk} given {ak},
respectively. In an AWGN scenario, the conditional differ-
ential entropy rate h(R|A) has the well-known expression
(1/2) log(2πe σ2

w) [20]. Due to the presence of impulse noise,
however, h(R|A) must be evaluated by numerical simulations.
In [31]–[34], a simulation-based method to compute the IRs
of channels with memory, e.g., intersymbol interference (ISI)
channels with AWGN, is presented. We now apply this method
to communication scenarios affected by impulse noise.

Since {rk} is a stationary ergodic process, the Shannon-
McMillan-Breiman theorem holds [20], [42] and it is possible
to evaluate h(R) using a reasonably long information se-
quence by means of proper simulations. As a consequence, the
differential entropy rate of the sequence1 rn

1 can be expressed
as

h(R) = lim
n→∞

1
n

h(rn
1 )

= − lim
n→∞

1
n

E [log(p(rn
1 ))]

= − lim
n→∞

1
n

log [p(rn
1 )] (8)

where p(rn
1 ) is the PDF of the channel output sequence rn

1 .
Moreover, the joint stationarity and ergodicity of {rk} and
{ak} allows one to express the conditional differential entropy

1Note that rk2
k1

is a shorthand notation for the vector collecting signal
observations from time epoch k1 to k2.
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of the sequence rn
1 as

h(R|A) = lim
n→∞

1
n

h(rn
1 |an

1 )

= − lim
n→∞

1
n

E [log(p(rn
1 |an

1 ))]

= − lim
n→∞

1
n

log[p(rn
1 |an

1 )]

= − lim
n→∞

1
n

log[p(mn
1 |an

1 )]

= − lim
n→∞

1
n

log[p(mn
1 )]

= − lim
n→∞

1
n

n∑
i=1

log p(mi) . (9)

Given the memoryless nature of the overall additive noise,
the conditional PDF p(rn

1 |an
1 ) embedded in (9) can be easily

expressed using (4) and (5) for both SC or MC schemes.
We then address to the evaluation of the differential entropy

rate h(R) for SC and MC schemes. As to SC schemes,
in [31]–[34] it is shown how the forward recursion of the
BCJR algorithm [43] can be used to compute p(rn

1 ) by
defining a trellis diagram for the overall dispersive discrete-
time channel, with an appropriate state ζk, at time epoch

k, defined as ζk
�
= (ak−1, ak−2, . . . , ak−L), where L is the

channel memory (in terms of symbol intervals). With these
definitions, one can evaluate the PDF of rk

1 as

p(rk
1) =

∑
ζk

p(rk
1 |ζk)P (ζk) =

∑
ζk

μ(ζk)

where the “metric” μ(ζk) is defined as2

μ(ζk)
�
= p(rk

1 |ζk)P (ζk) . (10)

Marginalizing over the previous states and using the chain
factorization rule, one can rewrite (10) as [31]–[34]

μ(ζk) = p(rk
1 |ζk)P (ζk)

=
∑
ζk−1

p(rk|ζk, ζk−1)P (ζk|ζk−1)μ(ζk−1) (11)

where we have introduced μ(ζk−1) = p(rk−1
1 |ζk−1)P (ζk−1)

and exploited the independence between the observables. Note
that the metrics at time epoch 0 are initialized according to a
uniform distribution, i.e., μ(ζ0) = 1/(log2 Q)L with Q being
the cardinality of the QAM constellation and (log2 Q)L being
the number of trellis states. Given the memoryless nature of
the noise, the PDF p(rk|ζk, ζk−1) in (11) can be expressed as

p(rk|ζk, ζk−1) = (1 − p)N
(

rk;
L∑

�=0

h�ak−�, σ
2
w

)

+pN
(

rk;
L∑

�=0

h�ak−�, σ
2
w + σ2

i

)
.(12)

As to MC schemes, the independence between the observ-
ables allows one to factor (8) as

h(R) = − lim
n→∞

1
n

log [p(rn
1 )]

= − lim
n→∞

1
nN

n−1∑
v=0

N−1∑
k=0

log p(rk+vN )

2In a detection-theoretic sense, log μ(ζk) is a metric.
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where

p(rk+vN )

=
N∑

�=0

(
N

�

)
p�(1 − p)N−�N (rk+vN ; Hkak+vN , σ2

Ω[�]).(13)

A. Numerical Results

In Fig. 4, the IR of SC and interleaved MC schemes with
64 QAM, Bernoulli-Gauss impulse noise, and a non-dispersive
channel is shown. For the interleaved MC channel, the number
N of sub-channels is set to either 64 or 1024, with uniform
power and bit distribution over each subcarriers. The IR is
shown as a function of the SNR Es/N0, where Es is the
average received symbol energy and N0 is the one-sided
AWGN power spectral density. The Bernoulli parameter p
takes on values in the representative set {10−1, 10−2, 10−3}.
The variance of the impulse noise is such that the average
powers of thermal and impulse noise are equal, i.e., σ2

w =
p σ2

i . This particular choice leads to an intuitive comparison
of the relative effects of both types of noise. Note that, in
order to focus our attention only on the impact of impulse
noise, the computation of the IR has been carried out using
(i) Monte Carlo simulations for the evaluation of the limits in
(8) and (9) and (ii) assuming a non-dispersive channel, i.e.,
L = 0 and Hi = 1, for i = 0, . . . , N − 1. The number
of transmitted symbols is set to 107, which guarantees good
numerical accuracy. In order to avoid numerical problems,
the evaluation of (12) and (13) has been performed in the
logarithmic domain.

In the SC case, the introduction of impulse noise causes an
SNR loss, with respect to the AWGN channel (curve with p =
0). For example, at a representative IR value of 5.5 bits per
channel use, the loss equals approximately 3 dB at p = 10−1,
0.56 dB at p = 10−2, and negligible at p = 10−3. As expected,
when p = 10−1 a large fraction of the received signal samples
are affected by a strong noise, and this leads to the SNR loss
shown in Fig. 4. On the other hand, for values of p lower than
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Fig. 5. IR for 16 QAM schemes, both SC and interleaved MC, with
impulse noise. In each case, various values of the parameter p of the Bernoulli
distribution for the impulse noise are considered. The variances of AWGN
and impulse noise are equal for p = 10−2 only, i.e., σ2

w = 10−2 σ2
i . The

number of MC sub-channels is set to N = 64 or N = 1024.

10−2, the SNR loss is negligible. As to the interleaved MC
case with N = 64, the SNR loss, with respect to the AWGN
channel, is 3 dB at p = 10−1, 3.3 dB at p = 10−2, and
2.23 dB at p = 10−3 at an IR value of 5.5 bits per channel
use, respectively. Finally, for the interleaved MC scheme with
N = 1024, the IR curves obtained with p = 10−1, p = 10−2,
and p = 10−3 overlap with that obtained with N = 64 and p =
10−1. From Fig. 4 one can conclude that, for a fixed value of
the Bernoulli parameter p and excluding very high IR values,
the SNR penalty incurred by the interleaved MC scheme is
higher than that incurred by the SC scheme. Moreover, this
penalty increases with the number of subcarriers N for a given
value of the Bernoulli parameter p. Note that at very high
values of IR a MC scheme may outperform a SC scheme. We
will discuss this aspect in some depth in the comment of the
following figure.

In Fig. 5, the IR of SC and interleaved MC schemes with
Bernoulli-Gauss impulse noise and a non-dispersive channel
is shown for 16 QAM. For the interleaved MC channel,
the number N of carriers is set to either 64 or 1024, and
we assume uniform power and bit distribution over each
subcarriers. Unlike the previous figure, the variance of the
impulse noise is now such that the average powers of AWGN
and impulse noise are equal only when p = 10−2, i.e.,
σ2

w = 10−2 σ2
i . Therefore, the case with p = 10−2 corresponds

to that considered in the previous figure (Fig. 4), except for the
modulation order. For p = 10−1 and p = 10−3, the power of
the impulse noise is higher and lower than that of the AWGN,
respectively.

As one can observe from the results in Fig. 5, for p = 10−1,
the behavior of the IR for both SC and interleaved MC
schemes differs from that in Fig. 4. More precisely, in the
SC case, once an IR curve reaches a critical value (in terms
of bits/channel use), its slope reduces significantly and the IR
increases almost linearly. In other words, in the presence of
frequent impulse noise bursts, the SNR required to achieve
the maximum possible channel utilization (i.e., an IR close to
4 bits/channel use) is significantly higher than that necessary

in a scenario where the impulse noise bursts are rare. The
different slopes of these curves partitions the graph in two
different regions, corresponding to AWGN-limited (low SNR)
and impulse noise-limited (high SNR) regions, respectively.
The critical IR value is obtained in correspondence to the
border between these regions. In particular, one might expect
that, in correspondence to this border, the impulse noise is
strong and leads, therefore, to a complete erasure of the
transmitted symbol. The IR for M QAM transmitted through
a discrete M -ary erasure channel with erasure probability p is
given by the following expression [20]:

IE(A;R) = H(A) − H(A|R)
= log2 M − p log2 M = (1 − p) log2 M .

This expression is based on the assumption that when there is
an “erasure,” any possible M QAM symbol could have equally
likely been transmitted. As a consequence, in the 16 QAM
case, the expected IR critical value, in correspondence to
which the IR slope changes3, is approximately equal to
4(1−p). This is substantially confirmed by the results in Fig. 5.

In the MC case with N = 64 (and N = 1024) in Fig. 5,
on the other hand, the impact of the impulse noise consists,
as long as Np � 1, of a translation of the IR curve, i.e., the
impulse noise causes an SNR penalty. In particular, for p =
10−1 the penalty is about 10 dB, and this is consistent with
the average noise power increase due to the impulse noise for
σ2

w = 10−2σ2
i . Note that, as in Fig. 4, for the interleaved MC

scheme with N = 1024, the IR curve obtained with p = 10−1

overlaps with the IR obtained with N = 64 and p = 10−1,
since in both cases Np � 1.

A careful inspection of the results in Fig. 5 shows that
MC schemes may outperform, in terms of IR, SC schemes
only at very high spectral efficiency, as shown in the zoom
box within Fig. 5. This finding reflects the common idea
that MC schemes are more robust to impulse noise than SC
schemes. However, our results show that this is only true at
high spectral efficiency, e.g., in the typical operating region
of uncoded schemes. The results presented in Fig. 5 can
also be interpreted as the theoretic counterpart of the symbol
error rate (SER) analysis carried out in [30] for uncoded
schemes in the presence of impulse noise, where it was shown
that MC uncoded systems present a better SER performance
with respect to SC uncoded schemes. We point out, however,
that practical communication systems tend to employ channel
coding, lowering the spectral efficiency to values where the
SNR loss incurred by MC schemes may be significant. A
careful selection of the proper coding rate should take into
account these IR-based findings.

In Fig. 6, the IR of SC and interleaved MC schemes is
shown, as a function of the SNR, in a scenario with Bernoulli-
Gauss impulse noise, 16 QAM, and in the presence of a
dispersive channel with impulse response h(t) = [δ(t) +
2δ(t − T ) + δ(t − 2T )]/

√
6. As in Fig. 5, we assume that

σ2
w = 10−2 σ2

i . In the MC case, the number N of subcarriers
is set to 64 and uniform power and bit distribution over each
subcarriers is considered. For example, at a representative IR

3For p = 10−2 and p = 10−3, only a vestigial slope change can be
perceived.
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Fig. 6. IR for 16 QAM schemes, both SC and interleaved MC, with impulse
noise and a time-dispersive channel. In each case, various values of the
parameter p of the Bernoulli distribution for the impulse noise are considered.
The variances of AWGN and impulse noise are equal for p = 10−2 only,
i.e., σ2

w = 10−2 σ2
i . The number of MC sub-channels is set to N = 64.

value of 3 bits per channel use, the SNR loss for SC schemes
is approximately equal to 1.5 dB at p = 10−1, and negligible
at p = 10−2 and p = 10−3. As to the interleaved MC case
with N = 64 and spectral efficiency of 3 bits per channel
use, the SNR loss, with respect to the AWGN channel, is
10.6 dB at p = 10−1, 4.2 dB at p = 10−2, and negligible
at p = 10−3, respectively. In the presence of a dispersive
channel, the behavior of the IR for both SC and interleaved
MC schemes confirms the previous analysis, i.e., for a fixed
value of the Bernoulli parameter p, the SNR penalty incurred
by the interleaved MC scheme is clearly larger than that
incurred by the SC scheme.

Moreover, from the results in Fig. 6, one can observe that
the SNR loss associated with a MC scheme is always larger
than that of a SC scheme, unless at very high rates and limited
dispersion (see Fig. 5). Finally, under the condition of no
impulse noise (i.e., p = 0), the IR curves in Fig. 6 confirm
a well-known result: at high code rates, MC schemes with
uniform power loading are unable to effectively cope with a
dispersive channel. Optimal allocation of the transmitter power
(water-filling) and bit loading over the subcarriers [9], [10],
[12], is then required.

In Fig. 7, the impact of water-filling power and bit loading
techniques on the IR of MC schemes is analyzed, considering
the channel in Fig. 6. For uniform power loading, the energy
normalization of the channel impulse response implies that
Es also represents the transmitted symbol energy. This is not
the case for non-uniform power loading, such as that entailed
by the water filling solution, which is known to maximize
the information rate under a transmit power constraint. As a
consequence, Fig. 7 uses a peculiar definition of Es as the
average transmit symbol energy. A comparison between SC
schemes and MC schemes with water-filling and bit-loading is
also considered in [21], [22]. The water-filling spectral shaping
of the transmitted signal is performed as in standard MC
schemes subject to AWGN. The bit loading algorithm in [44],
designed to maximize the overall IR with a given input set
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Fig. 7. IR for a 16 QAM SC scheme and an interleaved MC with water-filling
and bit-loading (WF-BL), with impulse noise and a time dispersive channel.
In each case, various values of the parameter p of the Bernoulli distribution
for the impulse noise are considered. The variances of AWGN and impulse
noise are equal for p = 10−2 only, i.e., σ2

w = 10−2 σ2
i . The number of MC

sub-channels is set to N = 64.

cardinality, is considered. In other words, the average number
of bits per sub-carrier constellation is fixed to 4, corresponding
to the number of bits of an (average) 16 QAM modulation
format. This bit-loading algorithm (i) ensures that the IR
saturates at 4 bits per channel use at high values of SNR, thus
allowing effective comparison with fixed 16 QAM schemes,
and (ii) guarantees that the number of bits transmitted for
each MC symbol is fixed. The variances of impulse noise
and AWGN are such that σ2

w = 10−2σ2
i . From Fig. 7, one

can observe that the use of water-filling spectral shaping and
bit-loading techniques allows to completely recover the gap
between MC and SC schemes for small values of the impulse
noise power and p (i.e., p ≤ 10−3). On the other hand, it is
easily recognized that for sufficiently large values of impulse
noise power and p (e.g., p ≥ 10−2), MC schemes incur an
unavoidable loss, which can be accurately estimated as

LossMC =
pσ2

i + σ2
w

σ2
w

.

In other words, as expected, the MC scheme “converts” the
impulse noise into an equivalent AWGN with equal power. In
the considered scenario, this leads to a loss of about 3 dB for
p = 10−2 and about 10 dB for p = 10−1.

B. Discussion

We now comment on the obtained results, addressing SC
and interleaved MC schemes.

1) SC Schemes: From the results in Fig. 4, it is clear that,
even if the impulse noise power equals the AWGN power,
the impact of impulse noise on the IR of SC schemes is
negligible as long as the occurrence of an impulse noise event
is sufficiently rare (i.e., p is sufficiently small).

2) Interleaved MC Schemes: The information-theoretic re-
sults, relative to interleaved MC systems, presented in Fig. 4,
are obtained assuming an ideal infinite interleaver. These per-
formance results suggest that MC systems, designed assuming
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independence of the noise samples affecting different sub-
carriers, should exhibit a significant performance loss with
respect to SC schemes. For example, under the assumption
that the variances of AWGN and impulse noise satisfy the
condition σ2

w = pσ2
i , as considered in Fig. 4, the expected

SNR penalty of 3 dB has an intuitive explanation. In fact, in
the presence of an impulse noise realization, the total noise
power in the frequency domain (at the output of the DFT
block) doubles.

The penalty affecting MC systems has a different nature
with respect to the penalty affecting SC systems. In the SC
case, the penalty is “intrinsic”, i.e., caused by the introduction
of impulse noise, and no coding scheme can overcome it. In
the MC case, a portion of this penalty is due to the system
design constraints, i.e., transmission of a coded QAM signal
designed for a single memoryless channel and distributed
over the sub-carriers. In this design practice, the correlation
between noise samples in the subcarriers is neglected (this is
modeled as ideal interleaving). In principle, in the MC case a
significant portion of the penalty due to impulse noise could be
recovered by properly accounting for the correlation between
noise samples. However, the complexity of this approach
increases exponentially with the square of the OFDM block
length (all noise samples in the block are correlated).

We remark that the obtained results are confirmed if water-
filling spectral shaping and bit-loading are considered, i.e., in
all scenarios in which a feedback channel is available such
as, e.g., DSL, powerline communications, WiMAX (World-
wide interoperability for Microwave Access), next-generation
WiFi (Wireless Fidelity), and “fourth generation” (4G) mobile
wireless systems [45].

In the following, the obtained IR results will be validated
and complemented by a BER-based performance analysis. In
general, the IR evaluation does not allow to precisely predict
the BER performance, although upper and lower bounds on the
BER, based on the IR, can be derived [46], [47]. Nevertheless,
the IR provides a limit to the best attainable performance and,
therefore, should characterize accurately the BER performance
in a scenario where a proper powerful coding scheme is used,
as it will be shown in Section IV-B with the use of an LDPC
code.

IV. COMMUNICATION-THEORETIC PERFORMANCE

ANALYSIS: BIT ERROR RATE

In order to validate the prediction of our information-
theoretic analysis, we now evaluate, through Monte Carlo
simulations, the BER performance of a few SC and MC
schemes. More precisely, we first evaluate the performance
of TCM schemes, and then we extend our analysis to LDPC-
coded schemes.

A. Trellis Coded Modulated Transmission

TCM is a widely used coding/modulation technique for
spectrally efficient communication systems [23]–[26]. In this
subsection, we derive the exact branch metric to be used in
a Viterbi algorithm (VA) in order to perform maximum a
posteriori (MAP) sequence detection in a SC scheme and
in an interleaved MC system with Bernoulli-Gauss impulse

noise. The BER performance of TCM schemes is evaluated
employing the derived branch metrics along with a modified
MC receiver based on a very simple time-domain processing
suggested by the information-theoretic results.

1) Optimal Branch Metric for SC schemes with Impulse
Noise: We define as K the transmission length and denote by
a = aK

1 the complex vector corresponding to the information
sequence and by r = rK

1 the vector of samples at the
output of the channel. According to (1), the observable can
be written as rk = ck(ak, μk) + mk, where the TCM symbol
ck(ak, μk), belonging to a QAM constellation, is a function
of the encoder state μk and the information symbol ak at
the input of the encoder. Recalling the definition (4) of the
PDF for the Bernoulli-Gauss impulse noise and assuming that
the information symbols are i.i.d. and equiprobable, the MAP
detection strategy can be formulated as

â = argmax
a

K−1∑
k=0

log
{
(1 − p)N (

rk; ck(ak, μk), σ2
w

)
+ pN (

rk; ck(ak, μk), σ2
w + σ2

i

)}
. (14)

Defining the quantities

αk(ak, μk)
�
=

1
2σ2

w

{
|rk − ck(ak, μk)|2

}
− ln

(
1 − p

2πσ2
w

)

βk(ak, μk)
�
=

1
2(σ2

w + σ2
i )

{
|rk − ck(ak, μk)|2

}

− ln
(

p

2π(σ2
w + σ2

i )

)

one can show that (14) can be rewritten as

â = argmin
a

K−1∑
k=0

{min[αk(ak, μk), βk(ak, μk)]

− ln
(
1 + e−|Δk(ak, μk|)}

(15)

where Δk(ak, μk)
�
= αk(ak, μk) − βk(ak, μk). The branch

metric to be used in the VA at epoch k is simply given by the
k-th term of (14). The VA-based detection strategy embedded
in (15) can now be used to perform sequence detection in SC
TCM schemes. We point out that a similar technique is used
in [48] to compute the branch metric for a VA, considering
different channel and impulse noise models. This indirectly
confirms that the theoretical framework proposed in this paper
can be extended straightforwardly to scenarios with different
models of impulse noise.

2) Optimal Branch Metric for Interleaved MC Schemes
with Impulse Noise: In order to derive the branch metric for
a MC TCM system, assuming i.i.d. noise samples, one can
simply adopt the MAP detection strategy using the noise PDF
given by (5). As a consequence, the MAP strategy can be
expressed as

â = argmax
a

K−1∑
v=0

N−1∑
k=0

λk(ak, μk) (16)

where K is the number of OFDM symbols, N is the number
of carriers per OFDM symbol, and the branch metric is given
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by

λk(ak, μk) = log
{ N∑

�=0

(
N

�

)
p�(1 − p)N−�

·N (rk+vN ; ck+vN (ak, μk), σ2
Ω[�])

}
(17)

with σ2
Ω[�] defined as in (6). Defining

δ
(�)
k (ak, μk)

�
=

1

2σ2
Ω[�]

{|rk+vN − ck+vN (ak, μk)|2}

− ln

{(
N

�

)
p�(1 − p)N−�

}
+ ln

(
2πσ2

Ω[�]
)

where � = 0, 1, . . . , N , one can express (16) as

â = argmin
a

K−1∑
v=0

N−1∑
k=0

{
min[δ (0)

k (ak, μk), δ̄ (1)
k (ak, μk)]

− ln
(

1 + e−|Δ̄ (0)
k (ak, μk)|

)}
(18)

where the quantities δ̄
(�)
k (ak, μk) and Δ̄ (�)

k (ak, μk) are recur-
sively defined, for � = 1, . . . , N − 2 and � = 0, . . . , N − 2,
respectively, as

δ̄
(�)
k (ak, μk)

�
= min[δ (�)

k (ak, μk), δ̄ (�+1)
k (ak, μk)]

− ln
(

1 + e−|Δ̄ (�)
k (ak, μk)|

)

Δ̄ (�)
k (ak, μk)

�
= δ

(�)
k (ak, μk) − δ̄

(�+1)
k (ak, μk)

and, for � = N − 1, as

δ̄
(N−1)
k (ak, μk) �= min[δ (N−1)

k (ak, μk), δ (N)
k (ak, μk)]

− ln
(

1 + e−|Δ (N−1)
k (ak, μk)|

)

with Δ (N−1)
k (ak, μk)

�
= δ

(N−1)
k (ak, μk)−δ

(N)
k (ak, μk). Note

that (15) can be obtained from (18) for N = 1.
While the above branch metrics are optimal for a receiver in

an interleaved MC scheme, in the following the same metrics
and receiver will be used in standard (i.e., non-interleaved)
MC schemes, where they are suboptimal. In fact, they do not
account for the correlation between noise samples introduced
by the DFT block. As it will be shown in the following
subsection, the performance obtained using the interleaved
MC metric in a (non-interleaved) MC scheme is good and
in agreement with the information-theoretic results.

3) Numerical Results: The performance of SC and MC
TCM schemes is assessed in terms of BER versus the symbol
SNR Es/N0 for non-dispersive channels. The considered
values for the probability p of occurrence of a noise impulse
are 10−1 and 10−2.

In Fig. 8, the MC schemes make use of a number of
carriers N equal to either 64 or 1024. An eight-state four-
dimensional (4D) 64 QAM TCM scheme with rate η = 5.5/6
and four code bits per 4D symbol is considered [26], and
the VA computes the metrics (15) and (18) for SC and MC
schemes, respectively. The average power of the impulse noise
is kept equal to the power of the AWGN, i.e., σ2

w = p σ2
i . As

a reference, the theoretical limits for the considered spectral
efficiency of 5.5 bits/channel use are shown, for both AWGN
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Fig. 8. BER performance in the presence of impulse noise for a 4D-TCM
coded 64 QAM SC and MC systems (with N = 64 and N = 1024). In
particular, two possible values for the Bernoulli parameter p are considered.
For comparison, the performance in the absence of impulse noise is also
shown.

and interleaved MC channels, as vertical dotted lines (these
values are taken from Fig. 4). As to the BER performance
of the SC scheme, one can observe that the presence of a
sufficiently rare noise impulse causes an error floor at BER
values close to the Bernoulli parameter p, in good agreement
with the case of uncoded SC QAM schemes presented in [30].
These results show that TCM schemes are not suitable to cope
with impulse noise. This is due to the insufficient protection
of the uncoded bits, provided by “set partitioning,” against a
noise impulse. Moreover, the presence of impulse noise with
p = 10−1 leads to an SNR loss for MC with N = 64 and
N = 1024 subcarriers, with respect to the AWGN channel,
comparable to that predicted by the theoretical analysis. This
further confirms the validity of the presented theoretical anal-
ysis. However, there is no agreement between theoretical and
simulation results for p < 10−1 and N = 64. This behavior
is due to the fact that the average number of impulse noise
events, i.e., Np, is larger than 1 for p = 10−1, whereas
Np � 1 for p = 10−2. Therefore, for small values of p
the noise samples after the DFT block exhibit an impulsive
behavior, limiting the performance of TCM schemes. Note
that, by increasing the number of subcarriers N , the BER in
the MC case with p = 10−2 approaches the BER obtained with
p = 10−1, in good agreement with the IR results presented in
Fig. 4. This is due to the fact that, for a sufficient large value
of the number N of subcarriers, Np � 1.

In Fig. 9, the performance of a 16 QAM MC system with the
eight-state TCM scheme used in Fig. 8 is shown. The number
of sub-carriers is set to N = 1024. The BER performance in
the presence of Bernoulli-Gauss impulse noise, with parameter
p ∈ {10−1, 10−2, 10−3} and σ2

w = p σ2
i , is analyzed. For

comparison, the performance in the absence of impulse noise,
i.e., with AWGN, is investigated. In the figure, the theoretical
SNR limit predicted by the information-theoretic results for
N = 1024 and spectral efficiency equal to 3.5 bits/channel use
is also shown as vertical lines. Motivated by the theoretical
results in Section III, we also consider the use of simple time-
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Fig. 9. BER performance in the presence of impulse noise, for a 4D-
TCM 16 QAM MC system with N = 1024 sub-channels, with and without
zeroing of the samples affected by impulse noise. The variances of AWGN and
impulse noise are equal for all values of p, i.e., σ2

w = p σ2
i . For comparison,

the performance in the absence of impulse noise is also shown.

domain processing before the DFT. This processor simply
detects the presence of strong noise impulses and substitutes
them with zeros. A similar approach is considered in [18].
Since the focus of this paper is on a theoretic performance
analysis, we assume that the impulse noise detector is ideal,
i.e., the noise impulses are perfectly detected (genie-aided
detection).4 The corresponding BER curves are labeled as
“MC & Z.” Moreover, by considering the BER curves of
the system using the proposed time-domain processing, one
can conclude that a simple impulse cancellation algorithm can
prevent almost completely the loss due to impulse noise, as
long as the rate of occurrence of this noise is sufficiently low.
We remark that the error floor characterizing these BER curves
is due to the fact that signal zeroing does not completely
remove the impulse noise, i.e., there is a residual noise with
magnitude equal to that of the corresponding transmitted
signal sample. Note that the use of impulse noise cancellation
techniques has been used also in [49], [50].

B. LDPC-Coded Transmission

In this section, the performance of LDPC-coded modula-
tion with 16 QAM is investigated considering three different
transmission schemes over non-dispersive channels: (i) a SC
scheme with AWGN (and no impulse noise), (ii) a SC scheme
with Bernoulli-Gauss impulse noise, and (iii) a MC scheme
with Bernoulli-Gauss impulse noise. The transmitter collects
information bits into vectors of length k, which are LDPC-
encoded into a vector of binary symbols of length n (i.e., the
codeword). The codeword binary symbols are then grouped
into 4-tuples and fed to the modulator, which performs Gray
mapping of the bits into 16 QAM symbols. At the receiver, a
16 QAM soft demapper computes the a posteriori probability
(APP) of each component bit of the 16 QAM symbol on the
basis of the constellation structure and the noise PDF. The

4Detection of a bit interval affected by an impulse of noise can be easily
implemented in practice by means of a proper threshold detector.
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Fig. 10. BER performance, for an LDPC coded 16 QAM, both SC and
interleaved MC, over AWGN channel and Bernoulli-Gauss impulse noise
channel. The LDPC code is regular (3,6) with codeword length equal to 6000
bits. The Bernoulli parameter is p = 10−2 and the noise variances satisfy
σ2

w = p σ2
i .

APPs are fed to the LDPC decoder, which in turn decodes the
codeword by a Gallager soft-output algorithm [27], [51].

The scheme described in the previous paragraph can also be
interpreted as a particular instance of a BICM scheme [14],
where the interleaver has been omitted due to the random
structure of the LDPC code. The use of BICM techniques
allows to treat the modulator-channel-demodulator cascade as
a memoryless channel. Since the performance of LDPC-coded
schemes over memoryless channels depend almost only on the
IR of the channel [52], we expect that the performance of the
proposed LDPC-coded scheme over the considered channels
will behave as predicted by the IR results in Fig 4.

In Fig. 10, the performance of a regular (3,6) LDPC
code [28], mapped over a 16 QAM constellation and transmit-
ted over the three considered channels, is shown as a function
of the bit SNR Eb/N0, with Eb being the received energy per
information bit. The codeword length is 6000. The maximum
number of iterations is set to 100—if the decoder finds a
codeword before the 100-th iteration, it stops. The parameter
of the Bernoulli-Gauss impulse noise is p = 10−2, and the
power of the impulse noise equals the power of the AWGN,
i.e., σ2

w = p σ2
i . The MC schemes make use of a number

of carriers N equal to either 64 or 256. As a reference, the
theoretical SNR limits for a spectral efficiency of 2 bits per
channel use are shown as vertical lines for (i) the SC scheme
with AWGN, (ii) the SC scheme with impulse noise, and (iii)
the MC scheme with impulse noise. The performance gap, in
terms of SNR, between the SC scheme with AWGN and the
SC scheme with impulse noise is about 0.25 dB, whereas the
gap between the SC scheme with AWGN and the interleaved
MC scheme with impulse noise is approximately 3 dB. These
results are in excellent agreement with the theoretical limits
predicted in Fig. 4.

V. CONCLUDING REMARKS

In this paper, the ultimate performance limits of com-
munication schemes affected by impulse noise have been
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investigated. The presence of impulse noise has been taken
into account through a Bernoulli-Gauss noise model. The
analysis has been carried out from an information-theoretic
viewpoint, by evaluating the IR of SC and MC schemes. The
obtained information-theoretic results suggest that standard
MC schemes, operating at coding rates of practical interest,
“intrinsically” suffer from a degradation, in terms of maximum
achievable IR, with respect to SC schemes. In order to
validate these theoretical conclusions, we have evaluated the
BER performance of several coded-modulation schemes (both
TCM and LDPC-coded): the obtained results are in excellent
agreement with the theoretical predictions.
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