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Reviewed by Nathan Intrator

The subject of neural networks is cur-
rently drawing attention from di-

verse disciplines. Because neural-
network applications are under develop-
ment in various areas of pattern recog-
nition, the subject is being taught and
used in engineering schools. It is also
being studied theoretically by physi-
cists, mathematicians, and, more re-
cently, statisticians who are interested in
the mathematical properties of neural
networks, their connections to other pat-
tern-recognition and function-estima-
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tion techniques, and their connections to
physical models such as the spin glass.
Another expanding branch of study is
the relevance of neural networks to
computational neuroscience and related
brain models.

Given the vastly different research
areas related to neural networks, it is not
surprising that a single book cannot be
useful for a large majority of audiences.
Fundamentals of Artificial Neural Net-
works presents, for the most part, intro-
ductory-level material related to engin-
eering. It has little mathematical theory
and is thus accessible to students and
researchers with a limited mathematical
background.

Chapter 3 discusses network-leam-
ing rules. In fewer than 80 pages, the
author covers several methods in super-
vised and unsupervised leaming, as well
as reinforcement leaming, competitive
learning, and self-organizing maps.
This collection of topics could easily fill
an undergraduate course as well as a
graduate course on the subject. Chapter
4 provides some mathematical theory of
these learning mies. Unfortunately, one
of the main topics in neural networks—
the variance-bias dilemma—is not ad-
dressed. The variance-bias dilemma is

of utmost importance for designing and
using neural networks, as it deals with
the tradeoff between network-architec-
ture complexity and data overfitting.
More generally, the relevant statistical
leaming theory is not discussed, and
thus practical issues such as leaming
with a small training set, model selec-
tion, and confidence in the resulting
model are not addressed. Taken to-
gether, these chapters provide a brief
review on learning mies at an introduc-
tory level.

Applications are discussed through-
out the book, especially in Chapter 5.
They can be used to motivate students
to apply these methods to the real world.
There is some discussion on global op-
timization methods and a chapter on
associative memories that briefly dis-
cusses the Hopfield networks.

In summary, the book introduces
neural networks from an engineering
viewpoint without getting into the sta-
tistical-mechanics-related theory and
without discussing the relevant statisti-
cal learning theory. It is thus useful for
students with limited mathematical
background and to those who want to
get a quick idea about the field without
too many technical details.*
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