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The global financial crisis of 2007-09 has illustrated the
importance of including funding liquidity feedbacks in any model
of systemic risk. This paper illustrates how we have incorporated
such channels into a risk assessment model for systemic institutions
(RAMSI), and it outlines the Bank of England’s plans to use RAMSI
to sharpen its assessment of institution-specific and systemwide
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vulnerabilities. The model focuses on the health of core banks in
the U.K. financial system. For these banks, the model provides a
coherent quantitative framework for assessing how shocks transmit
through balance sheets, allowing for macro-credit risk, interest and
noninterest income risk, network interactions, and feedback effects
arising on both the asset and liability side of the balance sheet.
Systemic risks stem from the connectivity of bank balance sheets
via interbank exposures (counterparty risk); the interaction between
balance sheets and asset prices (fire-sale effects); and confidence
effects that may affect funding conditions.

Central banks and regulators are increasingly seeking to use
formal models to support their financial stability work, and various
approaches have emerged in recent years (Jenkinson, 2007). Senior
policymakers at the Bank of England have for some time expressed
a desire for an integrated approach to assessing systemic risk
(Gieve, 2006). Gai and Haldane (2007) provide motivation for a
new approach that emphasizes the importance of distinguishing
probability and impact when conducting risk assessment work,
and the Bank of England’s preliminary implementation of such a
framework is discussed by Haldane, Hall, and Pezzini (2007).

RAMSI aims to deliver a suite of models that should support
a substantial enhancement in the Bank of England’s ability to
conduct risk assessment in a rigorous and consistent quantitative
framework, thus helping to sharpen the analysis of key
vulnerabilities and to improve the Bank’s capability to influence and
strengthen the management of these risks. Internally, RAMSI will
support discussions of key risks on a bank-by-bank and systemwide
basis, and it will facilitate examining the impact of various policy
measures. Externally, the outputs from the suite of models will
be a source for communicating risk assessment messages to risk
managers in the financial sector, thereby helping shape their
attitudes toward risk.

The analytical foundations of RAMSI draw, in particular,
on two strands of literature. First, it employs elements of the
traditional stress-testing literature, which tend to focus on
credit risk on a bank’s balance sheet (see Foglia, 2009; Borio and
Drehmann, in this volume). Second, it draws on recent theoretical
work on modeling systemic financial crises. Allen and Gale
(2000) explore the spread of contagion in a banking network, and
Cifuentes, Ferrucci, and Shin (2005) examine how default across
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the network is amplified by asset price effects. Gai and Kapadia
(2010; 1n this volume) examine the nonlinearities implied by these
externalities and suggest that financial innovation may have
increased the severity of crises.!

The modular approach involves feeding shocks and scenarios
from a macroeconomic model through several distinct balance-sheet-
based models that describe how risk profiles evolve throughout
banks’ business operations. It is influenced by the framework
developed by the National Bank of Austria (Boss and others, 2006)
for the Austrian banking system (see also Elsinger, Lehar, and
Summer, 2006a), which integrates balance-sheet-based models
of credit and market risk with a network model to evaluate the
probability of bank default. In presenting a prototype version of
RAMSI, Alessandri and others (2009) extended and developed the
single-period Austrian model in a number of dimensions. In a multi-
period setting, they incorporated net interest income and feedback
effects associated with asset fire sales following bank default.

This paper extends the RAMSI prototype in several ways,
including the use of richer balance sheets, a more powerful
macroeconomic model, better modeling of credit risk, and a model
of noninterest (nontrading) income. The main innovation, however,
relates to the role of liability-side feedbacks. We develop a two-
pronged framework for modeling funding liquidity risk. In the
first stage, we apply an empirical model to project individual bank
ratings, and we then use the results to calibrate how funding costs
may rise as a bank’s position worsens. In the second stage, we
calibrate the onset of funding crises and outright closure of funding
markets to particular institutions based on a series of indicators.
To inform our analysis, we draw on theoretical models, information
from banks’ own liquidity policies, and evidence both from past
episodes of funding stress and from recent experience, including
the failure of Northern Rock.

RAMST’s framework is particularly attractive to central banks
because of its storytelling capacity. Alternative approaches to the
analysis of systemic risk offer particular strengths, either in terms
of micro-foundations or in terms of consistency with market-based

1. This result is reinforced by Gai and others (2008), who demonstrate how financial
innovation and macroeconomic stability may have intensified the robust-yet-fragile
nature of the banking system.
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pricing of risk.2 Although RAMSI’s framework relies on reduced-
form estimation and behavioral rules of thumb, it offers a flexible
and operational means of capturing a wide range of risks and
transmission channels, and it allows for a more articulated analysis
and interpretation of the outputs of stress-testing exercises.

The structure of the paper is as follows. Section 1 describes the
current components of RAMSI and explains how they fit together.
Section 2 discusses the aggregate distributions obtained from
stochastic simulation and conducts a detailed analysis of a particular
realization in which funding liquidity feedbacks contribute to
systemwide stress. Section 3 discusses how RAMSI will improve the
quality of risk assessment work, and section 4 concludes.

1. THE MODELING FRAMEWORK

Figure 1 illustrates the modular structure of RAMSI and the
mapping from shocks to systemic risk. The transmission dynamics
hinge crucially on two factors—the nature and scale of shocks and
the structural characteristics of the financial system. In such an
environment, balance sheet interdependencies and asset- and liability-
side feedbacks make for complex, nonlinear behavior. RAMSI produces
asset distributions for individual banks and for the aggregate banking
system by linking together the shaded modules presented in figure
1. The unshaded module (that is, feedbacks to the macroeconomy) is
mentioned briefly in the conclusion, but it is mainly left for future
work. In what follows, we discuss the overall modeling strategy in
RAMSI before briefly discussing each of its components.

At the core of RAMSI are detailed end-2007 balance sheets of the
ten largest U.K. banks.? These link the modules to the structure of

2. For example, Goodhart, Sunirand, and Tsomocos (2006) provide a general
equilibrium framework, but the model is stylized and difficult to operationalize. The
asset pricing approach, in turn, extracts risk from observed security prices. This
approach can be applied to individual banks (Segoviano and Padilla, 2006; Elsinger,
Lehar, and Summer, 2006b; Frisell and others, 2007) or to sectors of the economy
(Gray, Merton, and Bodie, 2007). These models provide timely updates to banks’ risk
profiles, albeit on the basis of strong assumptions on market completeness and efficiency.
Furthermore, market prices may embed the possibility of official support, so the asset
pricing approach may be unable to identify the extent to which intervention helps to
mitigate systemic risks (Birchler and Facchinetti, 2007).

3. Membership of the major U.K. banks group is based on the provision of customer
services in the United Kingdom, regardless of country of ownership. At year-end 2007,
the members were Alliance and Leicester, Banco Santander, Barclays, Bradford and
Bingley, Halifax Bank of Scotland, HSBC, Lloyds TSB, Nationwide, Northern Rock,
and Royal Bank of Scotland.
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Figure 1. RAMSI Framework
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individual U.K. banks. The balance sheets are highly disaggregated,
with approximately 650 balance sheet entries (including 400 asset
classes and 250 liability classes). Each of the asset and liability classes
are further disaggregated into five maturity buckets and six repricing
buckets.* Data are mainly extracted from regulatory accounts but are
supplemented from regulatory returns. This modeling of individual
bank balance sheets supports an analytically rich model and allows
us to examine, in detail, the likely sources of profits and losses on a
disaggregated and aggregated basis. Not all of the balance sheet entries
are available, so we use rules of thumb based on other information or
extrapolations on the basis of our knowledge of similarities between
banks to fill in the data gaps. Much of the granularity arises from
decomposition of the trading book and available for sale (AFS)
assets. Since the focus of this paper is on the role of funding liquidity
risk, we do not model these exposures here. However, this part of the
balance sheet has played an important role in the ongoing financial
crisis, and we believe that no systemic risk model can credibly ignore
it. Trading book and AFS models are currently under development
and will be introduced in the next version of RAMSI.

4. We do not have six repricing buckets for each of the five maturity buckets.
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The model is run over a three year horizon, which is sufficient
time for some adverse shocks to be reflected in credit losses (Bunn,
Cunningham, and Drehmann, 2005; DNB, 2006) and is consistent
with the horizon central banks often use when stress testing their
financial systems (Hagen and others, 2005; Bank of England, 2007;
Sveriges Riksbank, 2007). The sequence of events is illustrated
in figure 2. Outcomes from a macroeconomic model determine a
yield curve and probabilities of default and loss-given default on
banks’ credit exposures. For each combination of risk factors, we
model the first-round effects on each bank, with distinct modules
accounting for credit losses, net interest income, other income, and
operating expenses.

Figure 2. Model Dynamics?

Start of Next
period period
1 2 3 4 5 6 7 8 9
1 Macro/financial shocks 5 Rating model
2 PDs and yields 6 Funding liquidity / bank failure check
8 Balance sheet adjustment 7 Liquidity feedbacks
Trading book (AF'S) Asset fire sales
Loan book (credit losses) Funding (confidence)
4 Profit and loss 8 Network losses

Trading income

Net interest income .

Other income 9 Reinvestment
Operating costs

Tax and dividends

Source: Authors’ drawing.
a. The trading book and available-for-sale (AFS) assets are not included in this version of RAMSI.

If a bank’s fundamentals deteriorate, its rating may be
downgraded, increasing its future funding costs. In severe
circumstances, funding conditions may deteriorate to such an extent
that the bank is shut out of short-term funding markets. It then fails,
triggering a feedback loop. Because of bankruptcy costs, a fraction
of the failed bank’s assets are lost, reducing the amount available
to its creditors on the interbank network. Some of the bank’s assets
are sold at fire-sale prices, creating asset-side feedbacks that cause
remaining banks to suffer temporary (intraperiod) mark-to-market
losses. Funding markets suffer confidence contagion that makes
banks with similar characteristics to the failed bank more vulnerable
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to being shut out of funding markets. If a further bank fails after
we account for the second-round effects, then the loop repeats until
the default cascade ends.

In the absence of bank failures (or after the feedback loop has
completed), we update the balance sheets of surviving banks using a
rule of thumb for reinvestment behavior. Banks target prespecified
Tier 1 capital ratios, and they invest in assets and increase liabilities
in proportion to their shares on their initial balance sheet.

Throughout the paper, we assume that there is no regulatory
or other policy intervention, aside from the interest rate response
that is endogenous to the macroeconomic model. This is partly
because modeling the policy reaction to extreme events is inherently
difficult, especially given that there is no single, standard response
to financial crises. The model therefore provides an assessment of
how the financial system would fare without any policy response.
This allows for judgements to be drawn on the potential benefits
and costs of intervening.

1.1 The Macroeconomic Model

The link between the macroeconomy and the various risks on
banks’ balance sheets is central to RAMSI. We use a large-scale
Bayesian vector autoregression (BVAR) to capture the evolution of
macroeconomic and financial variables. The BVAR is the only source
of shocks in RAMSI, thereby preserving a one-for-one mapping from
macroeconomic variables to default risk, which is useful for story-
telling purposes.®

The BVAR is estimated on quarterly data over the sample period
from the second quarter of 1972 to the fourth quarter of 2007. The
model includes 24 domestic and foreign (U.S. and E.U.) variables
(see table 1) and has two lags. We use quarterly growth rates of all
variables, barring those denoted with an asterisk. The resulting
vector of time series variables to be modeled therefore contains a
mixture of levels and growth rates, including the quarterly growth of
gross domestic product (GDP), the level of the three-month Treasury
bill rate, and so on. Our prior treats every variable in the system as a
white noise process centered around a constant. This is a special case
of the Minnesota prior popularized by Litterman (1986): essentially,

5. Stress scenarios can be used to determine the impact of adjusting
nonmacroeconomic variables and model parameters.
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Table 1. List of BVAR Variables

Variable
Country In quarterly In levels
or region growth rates
United Kingdom Real GDP Three-month Treasury bill rate
CPI inflation Three-year government bond rate
£ERI Ten-year government bond rate

Real FTSE index, all shares Unemployment

Real house prices Income gearing

Real commercial prop. prices Corporate lending
Three-month LIBOR spread
Ten-year corporate spread

United States Real GDP Three-month Treasury bill rate
CPI Three-year government bond rate
Euro area Real GDP Three-month Treasury bill rate
CPI Three-year government bond rate
World Real oil prices

Real world equity prices

Source: Authors’ compilation.

we adapt the standard Minnesota prior to the case where all unit
roots have been eliminated by data transformations.5

The BVAR performs well according to the usual diagnostics.
First, it has reasonable in-sample fit, capturing much of the
variation over time in most series (the average R squared across
the 24 equations was 66 percent). The equations for asset prices had
the poorest fit, including equities, the sterling exchange rate index
(ERI), and particularly oil prices (R squared of 12 percent). Second,
the forecasts are, for the most part, reasonable: most variables are
projected to either regress back to their average historical growth
rates or to gradually converge on their sample means. Third, the
model also produces reasonable impulse responses following shocks
to U.K. GDP, U.K. three-month interest rates, U.K. house prices,
and real oil prices.

6. In a Bayesian context, all parameters are treated as random variables and the
data are used to estimate their probability distribution rather than to obtain point
estimates. We abstract from model uncertainty and use the means of the estimated
posterior parameter distributions.
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For simplicity, we approximate the yield curve by linearly
interpolating the short- and long-term interest rates implied by the
BVAR (two for the United Kingdom and one each for the euro area
and the United States). This is the source of all risk-free rates used
in the model. Finally, since the BVAR does not forecast the spread
on the London interbank offered rate (LIBOR) particularly well, we
currently assume that it evolves according to the path implied by
forward spreads.

1.2 First-Round Impact on Banks

In this section we assess the first-round impact of shocks on
banks, before the impact of any systemic interactions.

1.2.1 Credit risk

The credit risk module treats aggregate default probabilities (PDs)
and loss given default (LGD) as a function of the macroeconomic and
financial variables from the BVAR. Credit losses are derived as the
product of the relevant aggregate PD times LGD times each bank’s
total exposure to the sector.” We adjust the aggregate write-off rate
for each bank to account for heterogeneity in the riskiness of banks’
portfolios.® We model credit losses arising from exposure to U.K.
households (through mortgages, credit cards, and other unsecured
borrowing), U.K. corporates, plus households and corporates in the
United States, the euro area and the rest of the world.? For brevity,
we only report results for U.K. mortgages and corporate loans.

Basing the model on Whitley, Windram, and Cox (2004), we relate
the PD on a representative pool of mortgages to the unemployment
rate, the level of income gearing (that is, interest payments relative
to disposable income), and undrawn equity in housing stock (that
is, the residual proportion of housing wealth net of the stock of

7. That is, we model expected credit losses and trace out variation in expected
credit losses driven by macroeconomic fundamentals.

8. These adjustments are made on the basis of historical differences between the
write-off rates of individual banks and aggregate write-off rates. This implies that a
relatively safer bank continues to incur lower credit losses than the typical bank.

9. Data availability poses a major challenge. It would be desirable to capture sectoral
concentrations and lumpiness in corporate exposures by modeling a finer breakdown
of exposures (such as commercial property lending). Currently, our assumption is that
portfolios are infinitely granular.
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mortgage debt). Our dependent variable is the fraction of borrowers
who are three months or more in arrears. We model arrears as they
provide a forward-looking indicator of actual defaults. We estimate a
transition rate based on the average historical relationship between
these variables. The model is estimated on a sample running from
the early 1980s, reflecting the structural change in retail credit
markets following the removal of direct controls on bank lending in
1980 (the so-called corset). The LGD on this pool is assumed to be
driven by residential property prices.

Our preferred model of the corporate liquidations rate is driven by
real output growth, the real (ex post) cost of borrowing, commercial
property prices, and a measure of the cyclical variation in corporate
debt (based on Vlieghe, 2001). The LGD on a corporate loan is
assumed to depend on the value of commercial property prices.

The estimated coefficients in both equations are all signed
according to our priors. Both models capture the broad movements in
the data reasonably well, but there are clear areas for improvement.
The mortgage arrears equation, for instance, only accounts for around
half of the pick up in arrears in the early 1990s, and the performance
of the corporate PD equation deteriorates from 2002 onwards.!°

1.2.2 Net interest income

For most of the loan book, interest income 1s modeled
endogenously. Banks price their loans on the basis of the prevailing
yield curve and the perceived riskiness of their debtors: an increase
in actual or expected credit risk translates into a higher cost of
borrowing. However, banks’ repricing ability is constrained by the
maturity structure of their balance sheets. Since assets and liabilities
typically do not have matched maturities, these constraints generate
significant income risk. The possibility of shifts in the yield curve
intensifies this risk.

We use the risk-neutral asset pricing model of Drehmann,
Sorensen, and Stringa (2008) to consistently capture both sources
of income risk. Consider a risky asset, A, with a repricing maturity
equal to T, implying that the asset pays a fixed coupon C over the next

10. Possible explanations include the (until recently) prolonged stability of the
macroeconomy; the cleansing effect of earlier recessions; legislative changes (namely,
the 2000 Insolvency Act and the 2002 Enterprise Act); and (until recently) the easy
availability of credit.
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T periods. The economic value of the asset today is the risk-adjusted
discounted value of future coupon payments and the principal:

T
EV(A,) =) D,CA, + Dy A,, 1)

where the discount factors are given by

D, = ﬁ (1 + Rl—l,l )71 (2)
=1

and

_ R P'Dl—l,l * LGDH,[ ,
" 1-PD,_,,*LGD,,,

and where r,_,, PD,_,, and LGD, 1; represent, respectively, the
forward risk-free interest rate, expected PD, and expected LGD
between time [ — 1 and [.!! We can use the first equation to calculate
a fair time-zero coupon that guarantees that EV(4)) = A:

1-D,

C= .
T
=1 Dy

3

Whenever the bank can update C (that is, at time T, 2T,..),
it will do so using the equation above, so that expected interest
income covers expected losses and book and economic value coincide.
Between 0 and T, though, interest rates, PDs, and LGDs may change,
whereas the coupon is fixed: any change in discount factors that is
unexpected as of time zero will thus prevent the zero-profit condition
from holding. For each bank, we use balance sheet information to
determine the fraction of assets and liabilities that can be repriced
at any point in time. The model implies that the pricing structure
of the balance sheet—particularly the mismatch between assets
and liabilities—influences a bank’s vulnerability to interest rate
and PD shocks.

11. The risk-free yield curve is known at the time of pricing; we assume that banks
take future PDs and LGDs to be equal to the most recent observations.
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The model-implied coupons are calibrated to better accord
with actual observed spreads, as these may also partly reflect
compensation for fixed costs associated with arranging loans and
oligopolistic profits derived by banks. In particular, for household
and nonfinancial sector corporate assets, the model-implied coupon
is increased by 50 basis points.

For other parts of the balance sheet, including all of the liability
side, we simply calibrate spreads based on market rates and other
data. For example, we assume that interbank assets and liabilities
receive or pay the risk-free rate plus the LIBOR spread, while
banks pay negative spreads relative to the risk-free rate on some
household and corporate deposits (if the negative spread implies
a negative interest rate, the interest rate paid is assumed to be
zero). As discussed below, spreads on certain liability classes may
also depend on the rating of the bank in question.

1.2.3 Noninterest (nontrading) income and operating
expenses

Noninterest, nontrading income (henceforth noninterest income)
was just under half of U.K. banks’ operating income in 2007.12 It
includes fees and commissions (see table 2). Stiroh (2004) finds
noninterest income to be procyclical, which appears plausible
given that its components include securitizations. Bank-specific
and structural determinants may also be important. The rise in
the share of noninterest income may be seen in the context of new
technologies (such as internet fees), financial derivatives, loan
securitizations, and the sale of back-up lines of credit. Capital is
not required for many such fee-based activities, even though some,
such as derivatives and trust services, take place on balance sheet,
so increased reliance on noninterest income could be associated
with higher leverage (DeYoung and Rice, 2004).

12. One reason for separating the modeling of trading income from that of the
other components of noninterest income is that trading income is the most volatile. It
contributes to a large part of the variance of total noninterest income, which itself has
increasingly contributed to the variance of overall operating income growth. Stiroh
(2004) shows that for U.S. banks, the noninterest income contributed 80 percent of the
volatility of operating income in the 1990s.
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Table 2. U.S. and U.K. Noninterest Income and Expenses?
Ratio of operating income

United States 1984-89 1990-99 2000-07
Net interest income 0.72 0.64 0.57
Noninterest income 0.28 0.36 0.43
Fiduciary 0.05 0.05 0.05
Service charge 0.06 0.07 0.07
Trading 0.02 0.03 0.03
Other 0.15 0.21 0.27
Noninterest expenditure 0.68 0.64 0.59
Noninterest, nontrading income 0.26 0.33 0.40
United Kingdom® 1997-20038 2004-06 2007 interim
Net interest income 0.58 0.42 0.39
Noninterest income 0.43 0.58 0.61
Net fees and commissions 0.27 0.20 0.21
Dividend income 0.003 0.004 0.005
Dealing profits 0.05 0.11 0.13
Other 0.10 0.27 0.26
Noninterest expenditure 0.56 0.62 0.59
Noninterest, nontrading income 0.38 0.47 0.48

Source: Authors’ calculations.

a. The components of noninterest income are not directly comparable between the United States and the United
Kingdom. For example, fees and commissions are included in other noninterest income in the United States.
b. In the United Kingdom, the change to International Financial Reporting Standards (IFRS) in 2004 boosted
the share of insurance income. For example, Lloyds TSB’s noninterest income as a share of its operating income
jumped from 47 percent in 2003 to 74 percent in 2004.

Data paucity and inconsistencies rule out estimation based on
U.K. data, so we instead use U.S. data (see table 2). This seems
reasonable given the similarities between the United Kingdom
and the United States and, in particular, the similar shares of
noninterest income in operating income (around 42 percent for U.K.
banks and 38 percent for U.S. banks). As in Stiroh (2004), we use
aggregate quarterly U.S. data that covers over 7,000 FDIC-insured
commercial banks in the period from the first quarter of 1984 to the
third quarter of 2007. The use of aggregate data prohibits a search
for bank-specific effects.

The results for the favored equation are shown below. As in
Stiroh (2004), noninterest income is quite strongly procyclical. A
one percentage point increase in real GDP above baseline implies
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that real noninterest income rises by 2.7 percentage points initially
and 2.0 percentage points eventually.!® We find insufficiently strong
evidence for factors such as balance sheet asset growth, equity
returns, and equity volatility to include them in RAMSI. However,
some specifications (not shown) provided evidence that noninterest
income increases with leverage and decreases with the slope of the
yield curve.

Aln(Noninterest income,) = 0.003—0.338 Aln(Noninterest income,_;)
027 @94

—0.246 Aln(Noninterest income, )
2.06)

+0.027 Aln(Noninterest income;_4)
0.22)

—0.003 Aln(Noninterest income; )
©0.02)

+2.721 Aln(GDP,)+0.878 AIn(GDP,_;)
(3.44) (1.03)

—0.114AIn(GDP,_,)—-1.357AIn(GDP,_3)
(0.13) (1.61)

+1.003AIn(GDP,_,),
(1.19)

where the joint significance of GDP and lagged GDP (p value) is 0.004
and the adjusted R squared is 0.18, based on 90 observations.

We validate the U.S.-based model on U.K. data by checking its
forecasting performance. We generate noninterest income forecasts
for each U.K. bank based on its initial level and increase that with
the predicted values of real noninterest income growth from the
estimated equation. When calibrated to U.K. banks, the out-of-
sample forecasting performance is satisfactory. Between 2005 and
2007, the model predicts a 16.5 percent increase over the two years,
compared with an outturn of 16.2 percent.

For noninterest expenses (that is, operating expenses), we suppose
that banks target cost ratios. This is supported by empirical estimates
of an equation for noninterest costs based on the same aggregate
U.S. data that were used to estimate noninterest income. Costs are
found to be less procyclical than operating income, reflecting the
proposition that banks are unable to immediately adjust expenses.
The equation for operating expenses is

13. We also tried an error correction mechanism specification in an attempt to identify
a long-run relationship, but it did not forecast as well as the dynamic equation.
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Operating expense Operating expense

. = 0.053+ 0.920 —=
Operating income 2.16) @364) | Operating income
¢ t—1

~0.487d In(GDP,),
(.45)

where the adjusted R squared is 0.86, based on 94 observations.
1.2.4 Profits, Taxes, and Dividends

To generate plausible profit figures, we assume that each bank
earns a trading income that is proportional to the size of its portfolio,
using 2007 data to calibrate the ratio. This assumption will obviously
become redundant when we intr