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Abstract: This paper examines the lead-lag relationship between futures trad-
ing activity (volume and open interest) and cash price volatility for major
agricultural commodities. Granger causality tests and generalized forecast
error variance decompositions show that an unexpected increase in futures
trading volume unidirectionally causes an increase in cash price volatility for
most commodities. Likewise, there is a weak causal feedback between open
interest and cash price volatility. These findings are generally consistent with
the destabilizing effect of futures trading on agricultural commodity markets.
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1. INTRODUCTION

The effect of futures trading on cash price volatility has long
been discussed. As summarized in Kamara (1982), earlier
empirical studies found that the introduction of commodity
futures trading generally reduced or at least did not increase
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cash price volatility. Accounting for time-varying patterns of
price volatility (which is often modeled as a GARCH process),
more recent works (e.g., Antoniou and Foster, 1992; and Gulen
and Mayhew, 2000) generally did not alter this conclusion.
However, these studies usually compare cash market volatility
before and after the introduction of futures trading; thus, they
implicitly focus on the paradigm of introducing futures trading.
Recently, some researchers (Figlewski, 1981; Bessembinder

and Seguin, 1992; Darrat and Rahman, 1995; Chen, Cuny and
Haugen, 1995; Chatrath, Ramchander and Song, 1996;
Adrangi and Chatrath, 1998; and Gulen and Mayhew, 2000)
investigated a related but different question: how does the level
of futures trading activity (volume and/or open interest) affect
cash market volatility? These studies may provide a more
interesting perspective than earlier papers, as earlier studies
focused mostly on having or not having additional speculation
from the introduction of a futures market. However, according
to Stein (1987), the impact of more or less speculation from an
established futures trading on cash market volatility is far more
relevant to the real world than to the introduction of a futures
market. This hypothesis can be explored by examining the
relationship between the level of futures trading activity and
cash price volatility.
Specifically, Figlewski (1981) found a positive contempora-

neous association between GNMA cash price volatility and
futures trading activity (both trading volume and open interest).
Similarly, Chen, Cuny and Haugen (1995) and Bessembinder
and Seguin (1992) documented a positive contemporaneous
association between stock index volatility and unexpected
components of futures trading activity. Nevertheless, as pointed
out by Figlewski (1981, p. 455), the contemporaneous relation-
ship as evidence for a destabilizing effect of futures trading
should be interpreted with caution, as there exists the possibility
of reverse causation (i.e., cash price volatility induces futures
trading activity). More recently, researchers extended this line
of work to include causality analysis, and the findings are mixed.
Darrat and Rahman (1995) reported no evidence for the
causality running from the S&P 500 futures trading activity
(both volume and open interest) to cash price volatility. By
contrast, Chatrath, Ramchander and Song (1996) argued that
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currency futures trading activity (trading volume) had a signifi-
cant positive (i.e., destabilizing) causal impact on the cash price
volatility, with a weaker negative causal influence from the spot
exchange rate volatility on futures trading activity. Adrangi and
Chatrath (1998) reported that no causality existed between cash
market volatility and the open interest position of large hedgers.
They also found that an increase in the unexpected component
of open interest positions of large speculators and small traders
caused higher cash price volatility, which was interpreted as
evidence of a destabilizing effect.
The purpose of this paper is to empirically examine lead-lag

relationships between the level of futures trading activity and
cash price volatility in commodity futures markets. This study
contributes to the literature in three aspects. First, it documents
new empirical regularities on the causal relationship between
commodity futures trading activity and cash price volatility. As
reviewed above, previous works on this line of research focused
on financial futures markets and little work has been done on
commodity futures markets. The findings on financial futures
markets cannot automatically be applied to commodity markets,
as cash market characteristics for financial instruments and for
commodities may be quite different (see Figlewski, 1981, p. 450;
and Kamara, 1993). In particular, compared to commodity cash
markets, many financial cash markets are highly developed,
integrated, and already permit a significant amount of hedging
and risk transfer through forward contracts. Second, in addition
to Granger causality tests widely used in previous studies, fore-
cast error variance decompositions are conducted to shed more
light on the concerned causal relationship. Many researchers
(Sims, 1972, p. 545; Sims, 1980, p. 20; and Abdullah and
Rangazas, 1988, p. 682) argue that Granger causality tests only
allow for statistical significance of economic variables in explain-
ing a dependent variable, and such tests could yield misleading
inferences. Instead, forecast error variance decompositions
allow for the economic significance of the variables in explaining
a dependent variable. Also, instead of the traditional orthogo-
nalized forecast error variance decomposition (Sims, 1980), this
study employs generalized forecast error variance decomposi-
tion (Pesaran and Shin, 1998), which is able to circumvent the
problem of sensitivity of forecast error variance decompositions
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to the ordering of variables in the system and results in a unique
solution. The method has not been commonly applied in finan-
cial research, with the recent exceptions of Yang, Min and Li
(2003) and Wang, Kutan and Yang (2004). Finally, this study
extends the literature by examining both the lead-lag
relationship between cash price volatility and futures trading
volume and between cash price volatility and open interest.
Few of the previous studies examined both the lead-lag
relationship between cash price volatility and futures trading
volume and the relationship between cash price volatility and
open interest. Compared to previous works, this study creates a
more complete picture concerning the debate over the
stabilizing or destabilizing effects of futures trading.1

2. EMPIRICAL METHODOLOGY

Following the literature (Antoniou and Foster, 1992; andGulen and
Mayhew, 2000), cash price volatility is modeled as a GARCH (1,1)
process, which addresses the well-documented time-varying pattern
of commodity cash price volatility. Futures volume and open interest
should be decomposed into expected and unexpected components,
as pointed out by Bessembinder, Chan and Seguin (1996). Only the
unexpected components of futures trading activity are relevant to
the study. Based on the rational expectations theory, the informa-
tion embedded in the expected components of futures trading
activity should already be (to a great extent) reflected in the cash
price. Again, following the literature (Bessembinder and Seguin,
1992 and 1993; and Bessembinder, Chan and Seguin, 1996), this
study uses 100-day and 21-daymoving averages of volume (or open
interest) as the expected component and the difference between
actual volume (or open interest) and the expected component as
the unexpected component. However, if the effect of an economic
shock on these markets is highly persistent, expectations formed
on the 100-day or 21-day moving average may or may not be

1 Typically, trading volume is used as the indicator of futures trading activity, and
there is a large body of literature examining how futures trading volume as a proxy of
information is related to price volatility (see Karpoff, 1987). In contrast, relatively little
research has used the existence of open interest data (see Bessembinder and Seguin,
1993).
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able to ‘whiten’ the unexpected component. Thus, significant
autocorrelation might still exist in the daily series of unex-
pected futures trading activity because a large number of trad-
ing days (beyond the expected horizon of 100 or 21 trading
days) could be needed for full incorporation of the information
from an economic shock into these series. In fact, there is
prevalent evidence that these three variables (cash price vola-
tility, futures trading volume, and open interest) are highly
autocorrelated and may even contain a unit root (see, e.g.,
Bessembinder and Seguin, 1993). Allowance for the high auto-
correlation problem is important and is addressed in this study
(to be discussed below).
This study examines the lead-lag relationship between

(unexpected) futures trading activity and cash price volatility
using two econometric methods. The first method is the
Granger (1969) causality test. To test Granger causality running
from X to Y (i.e., X!Y), the following specification is used:

Yt ¼ �0 þ
Xp

i¼1

�iYt�i þ "0t; ð1Þ

Yt ¼ �1 þ
Xp

i¼1

�iYt�i þ
Xq

j¼1

�jXt�j þ "1t; ð2Þ

where "0t and "1t are white noise residuals. The lag p can be
chosen to be arbitrarily large so that only innovation in Y, which
cannot be explained by its own history, is relevant and there is
little remaining autocorrelation in equation (1). In this study,
the lag of p¼ 5 is used consistently in the context of equations
(1) and (2) when Y represents the (unexpected) trading volume
or open interest (based on the 100-day or 21-day moving
average). The lag of p¼ 10 is used when Y represents cash
price volatility. The lag structure in p is chosen to adequately
address any autocorrelation problems. Given the lag p, the lag q
is chosen by applying the rule of minimization of Schwarz
information criterion (SBC).
The direct Granger test based on equations (1) and (2) is

equivalent to testing the following null hypothesis:

�1 ¼ �2 ¼ . . . ¼ �q ¼ 0; ð3Þ
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which usually can be conducted using the F-statistic:

F ¼ ðSSE1 � SSE2Þ=q
SSE1=ðN � p� q� 1Þ ; ð4Þ

where SSE1 and SSE2 are the sum of squared errors from least
squares regressions on equations (1) and (2). Following
Bessembinder, Chan and Seguin (1996), the estimation with
the appropriate heteroscedasticity and autocorrelation-
consistent covariance matrix (Newey and West, 1987) is applied
to equations (1) and (2).2 This application can address any
possible (higher order) conditional heteroscedasticity (and
possibly remaining autocorrelation) problems of the three
concerned variables, particularly when Y represents cash
price volatility. Thus, the appropriate �2 statistic is used (instead
of the F statistic) to test the above null hypothesis in equation (3).
The second method used in this study is forecast error

variance decompositions. As emphasized in the literature
(Sims, 1972, p. 545; Sims, 1980, p. 20; and Abdullah and
Rangazas, 1988, p. 682), it may be misleading to rely solely on
the statistical significance of economic variables as determined
by the Granger causality tests. Specifically, some variables may
not be statistically significant in explaining a dependent variable
for various reasons (e.g., instability) but may be economically
significant (which may be captured by the magnitudes of
coefficient estimates). These variables, which may be statistically
insignificant but economically significant, should not be ignored
in the model specification. Based on this very consideration,
Sims (1980) recommends that forecast error variance
decomposition (or impulse response analysis) should be used
to model the relationship between economic variables, as it
allows for economic significance of the selected variables.
Thus, according to Sims (1980), forecast error variance
decomposition may produce some insights beyond the Granger
causality tests, such as the strength of a causal relationship
between economic variables in addition to the direction of such
a casual relationship.

2 See Booth et al. (1997, p. 1570) for more technical details on how the
heteroscedasticity and autocorrelation-consistent covariance matrix is estimated and
used to conduct hypothesis testing and inference in a similar setting.
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In this study, a relatively new econometric technique, general-
ized forecast error variance decomposition (Pesaran and Shin,
1998), is employed to better explore interrelationships between
economic variables. This decomposition is motivated by the
existence of strong contemporaneous correlations between the
three variables (Figlewski, 1981; Bessembinder and Seguin, 1992;
andChen, Cuny andHaugen, 1995). In such cases, it is well known
that the traditional orthogonalized forecast error variance
decomposition, based on the widely used Choleski decomposition,
is sensitive to the ordering of the variables. By contrast, generalized
forecast error variance decomposition is invariant to the ordering
of the variables, thus, it is uniquely determined.
Let Zt denote a vector that includes multiple economic
variables. The vector Zt¼ (Xt, Yt)’ can be modeled as an infinite
moving average process:

Zt ¼
X1

i¼0

Ci"t�i; t ¼ 1; 2; . . . ;T: ð5Þ

As demonstrated in Pesaran and Shin (1998), the generalized
forecast error variance decomposition for the vector Zt is given by:

�ijðnÞ ¼
��1
ii

Pn

l¼0

ðe0iCl�ejÞ2

Pn

l¼0

ðe0iCl�C0
leiÞ

; i; j ¼ 1; 2; . . . ;m; ð6Þ

where �jj is jj
th element of the residual variance-covariance matrix

S of the vector Zt, ej is a m� 1 vector with unity at the jth row and
zeros elsewhere, and n is the number of steps ahead. The general-
ized forecast error variance decomposition reveals to what extent
variation of a certain economic variable can be explained by
innovations from other economic variables in the system. It can
be used to measure the relative importance of other economic
variables in influencing a particular economic variable.

3. DATA

As described in Table 1, the data consist of daily cash closing prices,
daily futures settlement prices, total futures trading volume (TV),
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and total futures open interest (OI) for corn, soybean, wheat, cotton,
sugar (world), hogs, and live cattle futures.3 All data are provided by
Datastream.Thewhole sample period of January 1, 1992 toDecem-
ber 31, is divided into two subperiods: the first period of January 1,
1992 to December 31, 1995, and the second period of January 1,
1997 to December 31, 2001. Such a division is necessary to address
the structural change in the data. In particular, the 1996 Federal
Agricultural Improvement andReform (FAIR)Act (effectiveApril 4,
1996) was considered a watershed change in US agricultural policy
as it brought virtually full flexibility to US crop production for the
first time. By contrast, until 1990 there was very limited production
flexibility. Another reason for this division of the sample period is a
contract specification change of hog futures. Beginning with the
February 1997 contract, lean hog futures contracts replaced live
hog futures contracts, andanewcash settlementprocedure replaced
the previous physical delivery settlement procedure. If 1996 is
included in the sample, structural changes may force us to address
the problems of coefficient estimate instability. In general, the

Table 1

Description of Data

Commodity Cash Market Futures Market

Corn No. 2 yellow corn in Chicago CBT corn futures
Soybeans No. 1 yellow soybeans in Chicago CBT soybeans futures
Sugar Sugar, cane, raw, world, fob CSCE sugar (world) futures
Wheat Hard wheat in Kansas City KCBT wheat futures
Cotton 1 1/16 string low-middle cotton in

Memphis
NYCE cotton futures

Hog Hogs in Omaha/lean hog price
index

CME hogs futures

Cattle Steers in Omaha CME live cattle futures

3 As correctly pointed out by the referee, if the cash and futures data are not recorded
at the same time, this could affect the lead-lag relationship between them. The
information from Datastream shows that both cash and futures prices are recorded at
the end of the trading day. This question is also addressed by investigating the
relationships between the same set of variables at the weekly instead of the daily
frequency. When the data is sampled at the weekly frequency rather than the daily
frequency, the asynchronous trading problem is mitigated. The results based on the
weekly data (available upon request from the authors) are similar to what is reported in
the text based on the daily data.
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problem might be addressed by adding dummy variables for every
coefficient estimate in equations (1) and (2). However, this greatly
complicates the causality tests. By contrast, the division of the sample
period can serve as a robustness check on the causal patterns.

4. EMPIRICAL RESULTS

Similar to previous studies (e.g., Bessembinder and Seguin, 1992
and 1993; and Bessembinder, Chan and Seguin, 1996), the aug-
mented Dickey-Fuller tests (not reported here) show that both
expected and unexpected components of volume, open interest,
andcashpricevolatility forall commodities arestationary.Bivariate
causality analysis [based on equations (1), (2), (3) and (4)] is
conducted between both cash price volatility and futures trading
volume and cash price volatility and open interest to facilitate
comparison of results between this study and previous studies.
Most of the previous studies conducted analysis in similar bivari-
ate contexts. In addition, if there exists another important causal
variable that is not included in the analysis, bivariate causality
analysis might actually investigate prima facie causality as distinct
from a true causal relationship. The prima facie causality is a
necessary condition, although not a sufficient condition, for true
causality. Thus, testing for prima facie causality may be con-
sidered the first major step towards concluding causality between
two variables. In this study, further trivariate analysis, with
the added variable of futures price volatility, confirms that the
bivariate causality results provide reliable inferences in the
context of causal relationships between futures trading activity
and cash price volatility. The econometric analysis based on both
the 100-day and 21-day moving average is conducted. The results
based on the 21-day moving average strongly confirm the results
based on the 100-day moving average. Hence, only the results
based on the 100-day moving average are reported below.4

4 Following the existing literature (Bessembinder and Seguin, 1992 and 1993; and
Bessembinder, Chan and Seguin, 1996), the measurement of expectations as moving
averages in this study is calculated over 21-day and 100-day intervals. As pointed out by
the referee, such a way of measurement might be casual. Nevertheless, the results based
on two ad hoc periods of time (21-day and 100-day) are quite similar.
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The bivariate causality test results are reported in Table 2.
The lag length is determined according to the methodology set
forth in the empirical methodology section. Table 2 shows para-
meter estimates of lagged X’s [i.e., �j(j¼ 1,. . ., q) in equation (2)]
but not parameter estimates of lagged Y’s, which are not
informative for the purpose of Granger causality tests. Table 2
also shows standard errors and R-squareds for each regression,
as defined in equation (2). In most cases, R-squareds for these
regressions are reasonably high, suggesting a good fit for the
relevant regression. The statistical significance of individual
parameter estimates is also denoted based on heteroscedasticity
and autocorrelation-consistent t-ratios. In most cases where
Granger causality running from unexpected trading volume to
cash price volatility (UTV ! CV) is tested, at least one
parameter is statistically significant. This finding provides
preliminary evidence for such causality. By contrast, in most
cases where Granger causality in the other direction (CV !
UTV) is tested, there is no statistically significant parameter in
the relevant regression. In addition, the sign of statistically
significant parameters often determines the sign of such
Granger causality tests (to be discussed below), although it
may not be clear in the cases of multiple statistically significant
parameters with opposite signs.
More formally, Granger causality tests are conducted through

joint hypothesis testing on significance of all �j parameters, as
defined in equations (3) and (4). The joint testing is particularly
revealing in cases where multiple lags exist for X and collinear-
ity might lead to insignificance for all individual parameter
estimates (e.g., corn and hog in the test of CV ! UTV in the
period of 1992–1995 as shown in Table 2) or in cases where
there are multiple statistically significant parameters with oppo-
site signs. Recall that the heteroscedasticity and autocorrelation-
consistent covariance matrix (Newey and West, 1987) is applied
in estimation and inference; thus, the appropriate test statistics
for such joint hypothesis tests are �2 statistics. The p-values for
the corresponding �2 statistics are also reported in Table 2. If
the reported p-values are larger than the 0.05 significance level,
the null hypothesis of no causality with the projected direction
cannot be rejected. The sign of such Granger causality is only
reported if the joint hypothesis is significant at the 0.05
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significance level. In the literature of futures markets, futures
market participants are traditionally classified as either hedgers
or speculators. The following interpretation follows the conven-
tion that daily futures volume primarily reflects movements in
speculators’ activity while futures open interest primarily
reflects hedgers’ activity (Working, 1962; Peck, 1980; Leuthold,
1983; Bessembinder and Seguin, 1993; and Kamara, 1993).
With respect to the lead-lag relationship between cash price

volatility and futures trading volume, several points are readily
apparent from Table 2. First, at any conventional significance
level, unexpected futures trading volume causes cash price vola-
tility for all seven commodities in both subperiods, except for hogs
in the first subperiod and soybeans in the second subperiod. This
result is consistent with the findings of Chatrath, Ramchander and
Song (1996) on currency futures but contradictory to the findings
of Darrat and Rahman (1995) on S&P 500 index futures. By
contrast, cash price volatility causes unexpected futures trading
volume for four of the seven commodities in the first subperiod
but only one of the seven commodities in the second subperiod.
As mentioned previously, the second subperiod represents a more
market-oriented environment and should be given predominant
consideration. Thus, it is concluded that, for most commodities
(especially in the second subperiod), unexpected futures trading
volume unidirectionally causes cash price volatility. Only for a
storable commodity such as sugar do the results show different
Granger causality patterns. For sugar, bi-directional feedback
exists between cash price volatility and unexpected futures trading
volume. This result stands in sharp contrast to the recent evidence
that cash price volatility is a cause rather than an effect of futures
trading on the S&P 500 index market (Darrat, Rahman and
Zhong, 2002).
With respect to the lead-lag relationship between cash price

volatility and open interest, it is interesting to note that only a
unidirectional causality pattern exists for some commodities and
the direction of causality varies. In the first subperiod, unex-
pected open interest unidirectionally causes cash price volatility
for two commodities (corn and hogs), while cash price volatility
unidirectionally causes unexpected open interest for three
commodities (soybeans, sugar, and cotton). In the second
subperiod, unexpected open interest unidirectionally causes
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cash price volatility for two commodities (cotton and live cattle),
while cash price volatility unidirectionally causes unexpected
open interest for two commodities (soybeans and wheat). No
unidirectional or bi-directional causality exists for the three
remaining commodities in the second subperiod. In addition, as
shown in further results on generalized forecast error variance
decompositions, these statistically significant causal relationships
between open interest and cash price volatility (revealed in Gran-
ger causality tests) are not economically significant. The bivariate
results on the lead-lag relationship between cash price volatility
and open interest is largely consistent with Darrat and Rahman
(1995). However, these results do not provide much support for
the argument in Chen, Cuny and Haugen (1995) that a change
in S&P 500 cash price volatility may cause a change in futures
open interest.
The sign results on the maintained directions of causality,

as reported in Table 2, reveal further insight. An increase in
unexpected futures volume causes an increase in cash price
volatility for (almost) all commodities. Similarly, in the cases
where (unidirectional) causality runs from unexpected open
interest to cash price volatility, an increase in unexpected open
interest (unidirectionally) causes an increase in cash price
volatility. By contrast, in the cases where causality runs from
cash price volatility to either unexpected trading volume or
unexpected open interest, an increase in cash price volatility
usually causes a decrease in unexpected futures trading volume
or in unexpected open interest. This evidence is consistent with
Chatrath, Ramchander and Song (1996), as they observed a
negative lagged impact of spot exchange rate volatility on futures
trading volume. However, this evidence is largely contradictory to
the projection of Chen, Cuny and Haugen (1995) that an increase
in cash price volatility will cause an increase in futures open interest.
Based on estimated VARs in the two subperiods, the general-

ized forecast error variance decompositions are conducted for
bivariate cases between cash price volatility and unexpected
trading volume and between cash price volatility and unex-
pected open interest. Additionally, to check the robustness of
the causality results based on bivariate analysis, generalized
forecast error variance decompositions based on trivariate
analysis are conducted, which includes a third variable, futures
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price volatility. The generalized forecast error variance decom-
position results based on bivariate analysis yield similar inferences
to the results based on trivariate analysis. Hence, only the trivariate
analysis results are reported in Table 3. To conserve space,
the table only provides 21-day ahead forecast error variance
decompositions, which are representative of the results at other
days (available upon request from the authors).
Theresults for two trivariateVARmodels are reported inTable3.

One trivariteVARmodel includes cash price volatility (CV), futures
price volatility (FV), and unexpected futures trading volume
(UTV), while the other trivarite VAR model includes cash price
volatility, futures price volatility, and unexpected futures open
interest (UOI). As shown in Table 3, the percentage of variation in
cash price volatility explained by unexpected trading volume is
more than 5% for five of the seven commodities under consider-
ation in the first subperiod [i.e., corn (6%), soybeans (15%), sugar
(15%), wheat (9%) and cotton (7%)] and six of the seven commod-
ities in the second subperiod [i.e., corn (10%), soybeans (10%),
wheat (7%), cotton (10%), hog (6%) and live cattle (8%)].
Therefore, it is concluded that unexpected trading volume has an
appreciable influence on cash price volatility formost commodities,
which is consistent with Granger causality running from unex-
pected trading volume to cash price volatility found in Table 2.
Also, the evidence for the impact of unexpected trading volume is
robust against the potentially confounding influence of futures
price volatility on cash price volatility. The influence of futures
price volatility on cash price volatility is also noticeable for
most commodities and is particularly significant for commodities
such as corn (12% in the first subperiod and 11% in the second
subperiod), soybeans (25% in the first subperiod and 27% in the
second subperiod), andwheat (10% in the first subperiodand8% in
the second subperiod).
By contrast, cash price volatility and futures price volatility

account for little of the variation in the unexpected trading
volume for all commodities in both subperiods. The percentage
of variation in unexpected trading volume explained by cash
price volatility ranges from 1 to 3% for all commodities under
consideration in the first subperiod and from 0 to 1% in the
second subperiod. The lack of influence of cash price volatility
on unexpected trading volume is consistent with a lack of

FUTURES TRADING ACTIVITY AND CASH PRICE VOLATILITY 317

# Blackwell Publishing Ltd 2005



T
ab

le
3

G
en

er
al
iz
ed

F
o
re
ca
st

E
rr
o
r
V
ar
ia
n
ce

D
ec
o
m
p
o
si
ti
o
n
s
(2
1
-D

ay
)
–
T
ri
va
ri
at
e
A
n
al
ys
is

P
er
io
d
1
(1
9
9
2
–1

9
9
5
)

C
V
E
xp
la
in
ed

by
F
V
E
xp
la
in
ed

by
U
T
V
E
xp
la
in
ed

by

C
om

m
od
it
y

C
V

F
V

U
T
V

C
V

F
V

U
T
V

C
V

F
V

U
T
V

C
o
rn

0
.8
2

0
.1
2

0
.0
6

0
.0
9

0
.9
0

0
.0
1

0
.0
2

0
.0
2

0
.9
6

S
o
yb

ea
n
s

0
.6
1

0
.2
5

0
.1
5

0
.2
4

0
.7
0

0
.0
6

0
.0
1

0
.0
1

0
.9
8

S
u
g
ar

0
.7
7

0
.0
9

0
.1
5

0
.1
1

0
.8
0

0
.0
9

0
.0
3

0
.0
5

0
.9
2

W
h
ea
t

0
.8
2

0
.1
0

0
.0
9

0
.0
8

0
.7
6

0
.1
5

0
.0
1

0
.0
1

0
.9
9

C
o
tt
o
n

0
.9
0

0
.0
3

0
.0
7

0
.0
1

0
.9
9

0
.0
0

0
.0
1

0
.0
1

0
.9
9

H
o
g

0
.9
9

0
.0
0

0
.0
1

0
.0
0

0
.9
9

0
.0
1

0
.0
1

0
.0
0

0
.9
8

C
at
tl
e

0
.9
7

0
.0
0

0
.0
2

0
.0
1

0
.8
9

0
.0
9

0
.0
1

0
.0
1

0
.9
8

C
V
E
xp
la
in
ed

by
F
V
E
xp
la
in
ed

by
U
O
I
E
xp
la
in
ed

by

C
om

m
od
it
y

C
V

F
V

U
O
I

C
V

F
V

U
O
I

C
V

F
V

U
O
I

C
o
rn

0
.8
6

0
.1
3

0
.0
1

0
.0
9

0
.9
0

0
.0
1

0
.0
1

0
.0
1

0
.9
7

S
o
yb

ea
n
s

0
.7
0

0
.2
9

0
.0
1

0
.2
7

0
.7
3

0
.0
0

0
.0
1

0
.0
1

0
.9
8

S
u
g
ar

0
.8
5

0
.1
4

0
.0
0

0
.1
6

0
.8
3

0
.0
1

0
.0
5

0
.0
1

0
.9
4

W
h
ea
t

0
.8
5

0
.1
3

0
.0
2

0
.1
3

0
.8
6

0
.0
1

0
.0
0

0
.0
0

1
.0
0

C
o
tt
o
n

0
.9
7

0
.0
3

0
.0
0

0
.0
1

0
.9
7

0
.0
2

0
.0
0

0
.0
0

0
.9
9

H
o
g

1
.0
0

0
.0
0

0
.0
0

0
.0
0

1
.0
0

0
.0
0

0
.0
1

0
.0
1

0
.9
9

C
at
tl
e

1
.0
0

0
.0
0

0
.0
0

0
.0
2

0
.9
8

0
.0
1

0
.0
0

0
.0
3

0
.9
7

318 YANG, BALYEAT AND LEATHAM

# Blackwell Publishing Ltd 2005



P
er
io
d
1
(1
9
9
7
–2

0
0
1
)

C
V
E
xp
la
in
ed

by
F
V
E
xp
la
in
ed

by
U
T
V
E
xp
la
in
ed

by

C
om

m
od
it
y

C
V

F
V

U
T
V

C
V

F
V

U
T
V

C
V

F
V

U
T
V

C
o
rn

0
.7
8

0
.1
1

0
.1
0

0
.1
8

0
.5
4

0
.2
8

0
.0
0

0
.0
3

0
.9
7

S
o
yb

ea
n
s

0
.6
3

0
.2
7

0
.1
0

0
.2
4

0
.7
0

0
.0
5

0
.0
0

0
.0
1

0
.9
9

S
u
g
ar

0
.9
5

0
.0
3

0
.0
3

0
.0
1

0
.8
4

0
.1
5

0
.0
0

0
.0
2

0
.9
8

W
h
ea
t

0
.8
4

0
.0
8

0
.0
7

0
.0
6

0
.7
5

0
.1
9

0
.0
1

0
.0
5

0
.9
4

C
o
tt
o
n

0
.7
9

0
.1
1

0
.1
0

0
.1
5

0
.7
8

0
.0
7

0
.0
0

0
.0
2

0
.9
8

H
o
g

0
.8
8

0
.0
6

0
.0
6

0
.0
0

0
.9
8

0
.0
1

0
.0
0

0
.0
0

1
.0
0

C
at
tl
e

0
.9
2

0
.0
0

0
.0
8

0
.0
0

0
.9
1

0
.0
9

0
.0
0

0
.0
1

0
.9
9

C
V
E
xp
la
in
ed

by
F
V
E
xp
la
in
ed

by
U
O
I
E
xp
la
in
ed

by

C
om

m
od
it
y

C
V

F
V

U
O
I

C
V

F
V

U
O
I

C
V

F
V

U
O
I

C
o
rn

0
.8
3

0
.1
7

0
.0
0

0
.2
6

0
.7
4

0
.0
0

0
.0
1

0
.0
1

0
.9
9

S
o
yb

ea
n
s

0
.7
0

0
.3
0

0
.0
0

0
.2
7

0
.7
3

0
.0
0

0
.0
1

0
.0
1

0
.9
8

S
u
g
ar

0
.9
5

0
.0
4

0
.0
1

0
.0
2

0
.9
8

0
.0
0

0
.0
0

0
.0
2

0
.9
8

W
h
ea
t

0
.8
8

0
.1
1

0
.0
2

0
.1
0

0
.9
0

0
.0
0

0
.0
5

0
.0
0

0
.9
4

C
o
tt
o
n

0
.8
6

0
.1
4

0
.0
0

0
.1
9

0
.7
9

0
.0
2

0
.0
0

0
.0
0

0
.9
9

H
o
g

0
.9
3

0
.0
7

0
.0
0

0
.0
0

0
.9
9

0
.0
0

0
.0
1

0
.0
0

0
.9
9

C
at
tl
e

0
.9
8

0
.0
0

0
.0
2

0
.0
0

0
.9
8

0
.0
2

0
.0
0

0
.0
0

1
.0
0

N
ot
es
:

T
h
e
u
n
ex

p
ec
te
d
fu
tu
re
s
tr
ad

in
g
vo

lu
m
e
(U

T
V
)
an

d
u
n
ex

p
ec
te
d
o
p
en

in
te
re
st

(U
O
I)

ar
e
ca
lc
u
la
te
d
b
as
ed

o
n
th
e
u
se

o
f
th
e
1
0
0
-d
ay

m
o
vi
n
g

av
er
ag

e
as

an
es
ti
m
at
e
o
f
th
e
ex

p
ec
te
d
co
m
p
o
n
en

ts
o
f
fu
tu
re
s
tr
ad

in
g
vo

lu
m
e
an

d
o
p
en

in
te
re
st
.
C
V

st
an

d
s
fo
r
ca
sh

p
ri
ce

vo
la
ti
li
ty

an
d
F
V

in
d
ic
at
es

fu
tu
re
s
vo

la
ti
li
ty
.

FUTURES TRADING ACTIVITY AND CASH PRICE VOLATILITY 319

# Blackwell Publishing Ltd 2005



Granger causality running from cash price volatility to unex-
pected trading volume, as indicated in Table 2. In sum, the
combined evidence from the generalized forecast error variance
decompositions is supportive of unidirectional Granger causality
running from unexpected trading volume to cash price volatility,
as previously documented in the Granger causality tests.
The results in Table 3 also show that unexpected open interest

can explain little of the variation in cash price volatility for all
commodities in both subperiods. The percentage of variation in
cash price volatility explained by unexpected open interest ranges
from 0 to 2% for all commodities in both subperiods. The lack of
influence of unexpected open interest on cash price volatility
suggests that there is a lack of causality running from unexpected
open interest to cash price volatility. This result mirrors the results
for most of the commodities based on Granger causality tests.
However, it is contradictory to the evidence for causality running
from unexpected open interest to cash price volatility for a few
commodities in Table 2 (i.e., corn and hogs in the first period and
cotton and live cattle in the second period).
In addition, cash price volatility also accounts for little of the

variations in unexpected open interest for all commodities in
both subperiods, as it typically explains 0 to 1% of the variation
in unexpected open interest with the highest explanatory power
of 5% for sugar in the first subperiod and 5% for wheat in the
second subperiod. Again, this result indicates that the evidence
for causality running from cash price volatility to unexpected
open interest (as found for four of the seven commodities in
Table 2) may be fragile due to lack of economic significance of
the causal relationships. In conclusion, the generalized forecast
error variance decomposition results generally suggest that
there is little causal influence between open interest and cash
price volatility, which is largely consistent with Table 2.

5. CONCLUSIONS

This study examines the lead-lag relationships between futures
trading activity (volume and open interest) and cash price vola-
tility for major agricultural commodities. Specifically, this study
finds that unexpected futures trading volume causes cash price
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volatility for most commodities, which is confirmed both by
Granger causality tests and forecast error variance decomposi-
tions. The sign of the causality running from unexpected
futures trading volume to cash price volatility is typically posi-
tive, which suggests that an increase in unexpected trading
volume causes an increase in cash price volatility. Moreover,
although Granger causality tests show that cash price volatility
may cause unexpected trading volume or unexpected open
interest for a few commodities and unexpected open interest
may cause cash price volatility for other commodities, these
causal patterns are not confirmed by forecast error variance
decompositions. Thus, combining the evidence from both
tests, it can be concluded that an unexpected increase in futures
trading volume unidirectionally causes an increase in cash price
volatility for most commodities, while there is weak causal
feedback between open interest and cash price volatility.
These findings are generally consistent with the destabilizing

effect of futures trading on agricultural commodity markets.
This may (at least partly) explain why the criticisms of futures
markets have been historically most virulent for agricultural
commodities, as observed in Pashigian (1986) and Weaver and
Banerjee (1990). Interestingly, the results in this paper are
quite consistent with recent similar studies conducted on
currency futures (Chatrath, Ramchander and Song, 1996;
and Adrangi and Chatrath, 1998) but contradictory to
several studies conducted on stock index futures markets
(Chen, Cuny and Haugen, 1995; Darrat and Rahman 1995;
and Darrat, Rahman and Zhong, 2002). Areas of interest
for further research would include determining whether and
how the causal relationship between futures trading activity and
cash price volatility depends on different types of underlying
assets or market structures. This research could also be extended
to include futures markets in other developed or emerging
markets.
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