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Abstract In this paper, we propose an image filtering technique based on fuzzy logic

control to remove impulse noise for low as well as highly corrupted images. The proposed

method is based on noise detection, noise removal and edge preservation modules. The

main advantage of the proposed technique over the other filtering techniques is its superior

noise removal as well as detail preserving capability. Based on the criteria of peak-signal-to-

noise-ratio (PSNR), mean square error (MSE), structural similarity index measure (SSIM)

and subjective evaluation measure we have found experimentally that the proposed method

provides much better performance than the state-of-the-art filters. To analyze the detail

preservation capability of the proposed filter sensitivity analysis is performed by changing

the detail preservation module to see its effects on the details (texture and edge information)

of resultant image. This sensitivity analysis proves experimentally that significant image

details have been preserved by the proposed method.

Keywords Image restoration . Impulse noise . Fuzzy filter . Fuzzy logic control . Structure

similarity index . Fuzzy decision

1 Introduction

Image restoration is an important branch of image processing, which deals with the

reconstruction of images by removing noise and blurriness and making them suitable for
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human perception [12]. Images can become corrupted during any of the acquisition, pre-

processing, compression, transmission, storage and/or reproduction phases of the process-

ing [5]. Liu and Li, in their reviews [11], have divided spatial image restoration techniques

into two main categories namely conventional and blind image restoration. In the first

category are the methods in which the information about the degradation process is

generally known. This known information can be used to develop a model to restore the

corrupted image back to its original form. Such techniques are used to solve motion blur,

system distortions, geometrical degradations and additive noise problems. Unfortunately, in

most of the cases, details about the degradation process are either partially or completely

unknown, which make the image restoration process much more difficult. In the second

category of image restoration [11], the image has to be restored directly from the degraded

image without any prior information about the degradation process. Recently more focus

has been placed on this category. One of the main tasks in developing such image

restoration techniques is noise removal without destroying the image details. Noise

smoothing and detail preservation are generally considered as conflicting tasks, because

smoothing a region of the degraded image can potentially destroy an edge while sharpening

edges may lead to the amplification of noise [6]. In the sequel, we present a new spatial

filtering technique, based on fuzzy logic control that removes noise as well as preserves

image details.

A number of approaches have been proposed for the impulse noise removal. Tukey

[20], Astola et al. [2], and Pitas et al. [14] have utilized median filtering to remove

impulse noise from the corrupted images. The median filter [1] can achieve reasonably

good performance for images corrupted with low noise, but it does not work efficiently

when the noise rate is above 0.5. Similarly image details such as sharp corners and thin

lines are lost during the median filtering process. In addition, the median filter has been

intensively studied and used in promising approaches such as weighted median (WM) [3]

and center weighted median (CWM) [8] filters. The WM filter uses a set of weighting

parameters to control the filter performance in order to preserve the image details. The

CWM filter is a special case of the WM filter, where only the center pixel of the filtering

window has a weighting factor. Eng et al. [4] present a noise adaptive soft-switching

median (NASM) filter to achieve a much-improved filtering. Experimental results show

that the NASM filter impressively outperforms other techniques. Still, performance

advantages of these approaches can be achieved only when the noise probability is low.

Furthermore, there are many other filters proposed for removing impulse noise based on

machine learning techniques [13, 15, 16, 19]. For instance, the histogram based fuzzy

filter (HFF) [22], Lee et-al.’s novel fuzzy filter (NFF) [9], genetic based fuzzy image filter

(GFIF) [10], fuzzy impulse noise detection and reduction method (FIDRM) [18], fuzzy

random impulse noise reduction method (FRINR) [17], detail preserving fuzzy filter

(DPFF) [6] and modified histogram based fuzzy filter (MHFF) [7] are the examples of the

most recent filters. HFF is able to outperform all the varieties of rank-order filters (such as

the median filter) for the whole range (0.1–0.9) of the corruption rate without any

training. HFF filter however, also smoothes out some details because it replaces the noisy

pixel by the closest fuzzy weighted mean value with respect to the predicted intensity

value (which is the average of non-noisy pixels in 3×3 window). NFF also outperform the

median filter for highly corrupted images, however it does not preserve the image details

well. It uses histogram of the original image or image database to find the fuzzy

parameters, which indicate that it is not a pure blind technique. The major drawback of

GFIF is its lengthy training process and also the original image or image database is

required to calculate the fuzzy sets. FIDRM and FRINR are recently proposed methods
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for impulse noise reduction, however, they employ only random valued impulse noise.

DPFF and MHFF removes salt & pepper and additive long tailed impulse noise

respectively however the proposed technique removes both salt & pepper and additive

long tailed impulse noise efficiently while keeping image details such as sharp corners,

thin lines, texture and edges information intact. In the proposed technique we have

performed the sensitivity analysis to test the goodness of the detail preserving capability

of the proposed approach.

In order to preserve image details and avoid lengthy training process without having

prior knowledge about the original image, we propose a Fuzzy Based Impulse Noise

Reduction (FBINR) method which is more superior in filtering out impulse noise from

digital gray scale images corrupted with salt & pepper and long tailed impulse noise. In

FBINR, we combine some of the good features from the state-of-the-art techniques such as

histogram estimation process from HFF [22] and fuzzy number construction process from

NFF [9] to calculate the fuzzy sets. Furthermore, the proposed technique consists of noise

detection, intelligent fuzzy controller for impulse noise removal and detail preservation

module for preserving the image details while smoothing out the noise. All the experiments

are performed on standard images of size 256×256 with gray level values between 0 and

255. Two types of noise is considered in this paper as described in section 2. Main

contributions of the proposed technique includes

& It combines histogram estimation and fuzzy number construction process, which makes

proposed filter a pure blind technique as compare to NFF [9], which uses original

image/image database.

& Proposed technique has two separate modules for the noise removal and detail

preservations so that most of the image details can be preserved in the restored image.

& Sensitivity analysis of the proposed technique is also performed to test the goodness of

detail preservation capability of the proposed technique.

& Proposed technique performs noise removal and detail preservation without any training

as well as any knowledge about the original image or degradation process.

The rest of the paper is organized as follows: impulse noise model is elaborated in

section 2. In section 3 we explain noise detection module to identify the set of noisy

pixels present in a corrupted image. Noise removal module is discussed in Section 4. In

Section 5 detail preservation module is presented. In Section 6 we present several

experimental results along with sensitivity analysis of the proposed approach. These

results are discussed in detail, and are compared to those obtained by other filters.

Conclusions drawn from the present work and recommendations for the future work are

given in section 7.

2 Impulse noise models

In this paper, we consider two slightly different impulse noise models which includes

& Salt and pepper noise

& Additive noise having long tailed impulses

Salt and pepper noise model is the most frequently used and relatively simple

impulse noise model, in which the corrupted pixels are replaced with values equal to

the maximum or minimum intensity values of the allowable dynamic range of the
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image. For 8-bit images, corrupted pixel values typically correspond to fixed values

near 0 or 255. Let o(i, j) and x(i, j) be the pixel values at position (i, j) of the original and

noisy image respectively. The impulse noise model having error probability p can be

described as follows

xði; jÞ ¼
oði; jÞ 1� p

hði; jÞ p

�

ð1Þ

where η(i, j) indicates the noisy pixel at position (i, j) having values near 0 or 255 for 8-bit

images.

In additive impulse noise model, noise free image is corrupted by additive long tailed

impulses with error probability p and the impulses takes on positive or negative values with

an equal error probability (p/2). In this case the impulse noise model can be described as

follows:

xði; jÞ ¼
oði; jÞ 1� p

oði; jÞ þ nði; jÞ p

�

ð2Þ

where n(i, j) is the additive impulse noise at position (i, j) and these impulses are calculated

using the following equation.

nði; jÞ ¼
bj jm ðp=2Þ

� bj jm ðp=2Þ

�

ð3Þ

where m is the mean intensity of the pixels of the running window having size 3×3 and bj j
is a constant greater than one. In experiments we have set the value of bj j=2. Additive long
tailed impulse noise approaches to the salt & pepper impulse noise as we keep on

increasing the value of bj j. Based on probability p, there is 50% probability that the noisy

pixel will get the value bj jm or - bj jm.

3 Noise detection module

In this section we explain the noise detection module of the proposed system. The purpose

of noise detection process is to correctly identify the set of noisy pixels, which are then

used by the noise removal as well as detail preservation module. For this purpose an image

of size 256x256 with gray level values between 0 and 255 is considered. A window of size

3×3 is used to scan the entire image to detect the noisy pixels. The algorithm of the noise

detection module is given in Fig. 1.

4 Noise removal module

In this section, architecture and working of the noise removal module is presented. Noise

removal module includes intelligent fuzzy controller, fuzzy mean, histogram estimation and

fuzzy number construction process as shown in the Fig. 2. Histogram estimation is used in

fuzzy number construction process to calculate parameters for fuzzy controller. Fuzzy

controller uses these parameters in fuzzification and fuzzy weighted mean process. The

value of fuzzy weighted mean for all fuzzy sets is compared with fuzzy mean and the

closest value is output of this module.

Now we explain these processes in the following subsections one by one.
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4.1 Intelligent fuzzy controller

Intelligent fuzzy controller forms the major component of the noise removal module.

Fuzzy logic is very useful when a crisp decision is not possible due to high level of

uncertainty. Since a corrupted image inherently contains a high level of uncertainty, so

the image can be considered as an array of fuzzy variables. Fuzzy controller is designed

to create five fuzzy membership functions for five fuzzy sets, namely, VDK (Very Dark),

DK (Dark), MD(Medium), BR(Bright) and VBR(Very Bright). Therefore, each input pixel

intensity p(k,l) is considered as a fuzzy variable, and the degrees of membership for this

pixel are calculated for the five fuzzy sets VDK, DK, MD, BR and VBR. A 3×3 window is

used to scan the entire image from left to right and top to bottom. Each element is

considered as a fuzzy variable and their membership degrees are calculated. These

memberships represent the degree of brightness for each input pixel. Equation 4 defines

the trapezoidal membership

Function fA (x) for a fuzzy set A [10].

fAðxÞ ¼

0;
ðx�aAÞ
ðbA�aAÞ

;
1;

ðdA�xÞ
ðdA�cAÞ

;
0;

x < aA
aA � x < bA
bA � x < cA
cA � x < dA

x � dA

8

>

>

>

>

<

>

>

>

>

:

ð4Þ

Input: Noisy Image
Output: Set of Noisy Pixels
Procedure 

φ=pixelsN

 while (all the pixels are not processed) 
begin 

Step 1: Take 3x3 window 
Step 2: max_val = Max (window) 
Step 3: min_val = Min (window) 
Step 4:

if ( 5x =min_val OR 5x =max_val OR 5x  T OR 5x  (1-T)) 

begin 

add 5x  in pixelsN

Set corresponding value of mapN  to 1. 

endif 
Step 5: Slide the window to the next position 

endwhile 
Step 6: Exit 

where 

pixelsN  is the set of noisy pixels 

mapN is the noisy pixel’s map, whose entry is one if the corresponding pixel in 

the image is noisy. 

max_val  is the maximum intensity value in the window of size 3x3. 

min_val  is the minimum intensity value in the window of size 3x3. 

5x is the middle pixel intensity value in the window of size 3x3.  

T is the threshold, which is set experimentally to 0.1. 

Fig. 1 Noise detection algorithm
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The parameters of the fuzzy set A are denoted by [aA bA cA dA], which are calculated

using fuzzy number construction process discussed in section 4.4.

Histogram Estimation 

and Fuzzy Number 

Construction

Fuzzy Mean Process

Filtered Output

vdk dk br vbr

Fuzzy Weighted Means

Very Dark

= 0.0

Medium

= 0.0

Bright

= 227.74

Dark

= 0.0

Very Bright

= 245.48

Choose the one that is closest to the fuzzy mean process

vdk dk md br vbr

Fuzzification

md

0.0   0.0   1.0

0.0   1.0   0.0

1.0   0.0   0.0

0.0   0.0   0.0

0.0   0.0   0.0

0.0   0.0   0.0

1.0  0.23  0.0

0.74 0.0  0.74

0.0  0.0  0.74

0.0   0.0   0.0

0.0   0.0   0.0

0.0   0.0   0.0

0.0  0.77 0.0

0.26 0.0  0.26

0.0  1.0  0.26

255   227   0.0

228   0.0   228

0.0   255   228

Intelligent Fuzzy Controller

Fig. 2 Schematic diagram of intelligent filtering controller
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Furthermore, all the membership degrees belonging to each membership function are

separately used to calculate fuzzy weighted means. Consequently, the outputs will be five

crisp values calculated using the following equation.

OutputA ¼

P

9

i¼1

fAðxiÞ»xi

P

9

i¼1

fAðxiÞ

if
P

9

i¼1

fAðxiÞ > 0

0 otherwise

8

>

>

>

<

>

>

>

:

ð5Þ

Where OuputA represents output associated with fuzzy membership function having

fuzzy set A, A∈ VDK, DK, MD, BR and VBR whereas xi denotes the corresponding pixels

value for i ¼ 1; 2; . . . ; 9 and fA(xi) represents the membership degree of xi in fuzzy set A.

4.2 Fuzzy mean process

Fuzzy mean process is designed to create fuzzy membership function using fuzzy set A

having parameters A ¼ 0 Bmean Cmean 255½ �.
Equation 5 is used in the fuzzy mean process to calculate the fuzzy mean value of the

input variables for the window. Fuzzy mean membership function having parameters A ¼
0 Bmean Cmean 255½ � is shown in the Fig. 3. Fuzzy mean process is used to find the

closest fuzzy weighted mean calculated through fuzzy controller, which is considered as the

final output of the noise removal.

4.3 Histogram estimation process

The proposed technique relies on the histogram statistics of the uncorrupted image for

obtaining the membership functions. For this purpose histogram estimation technique [22]

is used to obtain the histogram of the uncorrupted image.

Histogram estimation algorithm takes histogram of the corrupted image and the noisy

pixels detected in the noise detection module as input. The algorithm then estimates the

number of pixels present in each gray level, which are further used in the fuzzy number

construction process to obtain the membership functions.

To proceed, we first define the intensity histogram Hcorr (g) of the corrupted input image

with gray levels in the range 0–255. That is, Hcorr (g) denotes the number of pixels having

gray level g; g ¼ 0; 1; 2; . . . ; 255. Let Hnoisy be defined as the intensity histogram of the

pixels belonging to the set Npixels. Furthermore let Hest(g) denote the estimated histogram of

255

Gray level

0
meanB

meanC

1

M
em

b
er

sh
ip

 

d
eg

re
e

Fuzzy Mean

Fig. 3 Fuzzy mean membership

function
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the uncorrupted image. Figure 4 shows the comparison of the original and estimated

histograms calculated using histogram estimation algorithm given in Fig. 5.

4.4 Fuzzy number construction process

Fuzzy number construction process uses the estimated histogram to obtain the parameters

of the five fuzzy membership functions used in fuzzy controller instead of using the original

image histogram or image database used. Complete algorithm of the fuzzy number

construction process is given in [10]. Parameters of the five fuzzy sets discussed in fuzzy

controller are given in the following equation.

vdk ¼ avdk bvdk cvdk dvdk½ �
dk ¼ adk bdk cdk ddk½ �
md ¼ amd bmd cmd dmd½ �
br ¼ abr bbr cbr dbr½ �
vbr ¼ avbr bvbr cvbr dvbr½ �

9

>

>

>

=

>

>

>

;

ð6Þ

0 50 100 150 200 250 300
0

200

400

600

800

1000

1200

Gray Level

n
o

 o
f 

p
ix

e
ls

Original Image Histogram

Estimated Histogram

0 50 100 150 200 250 300
0

200

400

600

800

1000

1200

Gray Level

n
o

 o
f 

p
ix

e
ls

Original Image Histogram

Estimated Histogram

a b

c d

Fig. 4 Original and estimated histograms of Lena image corrupted with salt and pepper impulse noise a.

Lena image with noise corruption rate = 0.1 b. Comparison of estimated histogram of (a) with the original

histogram (c) Lena image with noise corruption rate = 0.5 (d) Comparison of estimated histogram of (c) with

the original histogram
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Using the fuzzy number construction process, the fuzzy sets constructed for test images

Lena, Cameraman, Baboon and Albert are shown in Fig. 6. In Fig. 6, the five fuzzy sets

vdk, dk, md, br, and vbr are drawn in different colors. Each fuzzy set is represented by four

parameters a, b, c, and d. These parameters define the area of each fuzzy set.

Furthermore fuzzy mean process sets the membership function parameters to be

A ¼ 0 Bmean Cmean 255½ �, where the values of Bmean and Cmean are experimentally

chosen to be bDK and cBR respectively.

Fig. 5 Histogram estimation algorithm

0 50 100 150 200 250 300
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Gray Level

M
e

m
b

e
rs

h
ip

 D
e

g
re

e

Luminance Fuzzy variable with five Linguistic Terms

VDK

DK

MD

BR

VBR

0 50 100 150 200 250 300
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Gray Level

M
e
m

b
e
rs

h
ip

 D
e
g

re
e

Luminance Fuzzy variable with five Linguistic Terms

VDK

DK

MD

BR

VBR

0 50 100 150 200 250 300
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Gray Level

M
e
m

b
e
rs

h
ip

 D
e
g

re
e

Luminance Fuzzy variable with five Linguistic Terms

VDK

DK

MD

BR

VBR

0 50 100 150 200 250 300
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Gray Level

M
e
m

b
e
rs

h
ip

 D
e
g

re
e

Luminance Fuzzy variable with five Linguistic Terms

VDK

DK

MD

BR

VBR

a b

c d

Fig. 6 Membership functions obtained for the a Lena b Cameraman c Baboon d Albert images
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5 Detail preservation module

Noise smoothing during noise removal module can potentially destroy some of the edge

information from the corrupted image. Main aim of detail preservation module is to

preserve the image details which can be damaged during the noise removal process.

Detail preservation module is based on intensity estimation and fuzzy decision

processes. These processes are discussed in the following subsection.

5.1 Intensity estimation process

Intensity estimation process is performed on the input variables and is the main contributing

factor for preserving the image details along with fuzzy decision process. Mean of the non-

noisy pixels of the running window of size 3×3 is considered as the output of this process

as shown in the following equation.

IP ¼

P

xi

n
ð7Þ

Where Ip is the predicted intensity, xi is the ith non-noisy pixel value in the 8-

neigbourhood sub-image, which does not belong to the set of noisy pixels detected in the

noise detection module and n is the number of non-noisy pixels in the considered window.

Fig. 7 Schematic diagram of detail preservation module
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5.2 Fuzzy decision process

Fuzzy decision process requires the computation of four functions which are fdiff, fx1, fx2 and

fplus in addition to two fuzzy membership functions flarge and fsmall. Outputs of the noise

removal module and intensity estimation process are used in the fuzzy decision process as

shown in Fig. 7. Function fdiff is used to compute the difference between the outputs of the

noise removal module and intensity estimation process. Difference computed at this stage is

then used to decide the weights given to the output of noise removal module and intensity

estimation process using the fuzzy membership functions flarge and fsmall. Figure 8 shows

the fuzzy sets small ðfsmallÞ ¼ 0 0 s l½ � and large ðfl arg eÞ ¼ s l 255 255½ �. The

smallf
elf arg

255gray levels0

1

M
em

b
er

sh
ip

 

d
eg

re
e

s l

Fig. 8 Membership functions

flarge and fsmall

Table 1 Comparison of de-noising methods for Lena image degraded with salt and pepper impulse noise

having corruption rate ρ, where ρ=0.1 to 0.9

Method Quality Measure Noise Corruption Rate ρ

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

NFF MSE 11.177 21.976 32.803 43.381 53.995 64.264 71.871 72.55 55.93

PSNR 37.648 34.712 32.972 31.758 30.807 30.051 29.565 29.525 30.655

SSIM 0.874 0.786 0.718 0.660 0.594 0.489 0.331 0.159 0.055

HFF MSE 25.287 25.205 25.515 25.845 26.404 27.89 30.669 36.182 50.999

PSNR 34.102 34.116 34.063 34.007 33.914 33.677 33.267 32.566 31.136

SSIM 0.838 0.835 0.828 0.814 0.774 0.665 0.451 0.207 0.068

MF MSE 17.865 20.529 24.1 29.305 37.103 48.523 63.074 81.503 102.8

PSNR 35.611 35.008 34.311 33.463 32.437 31.272 30.133 29.02 28.012

SSIM 0.864 0.818 0.693 0.493 0.294 0.157 0.082 0.039 0.017

MHFF MSE 21.170 21.950 22.315 22.845 24.324 25.971 27.109 30.912 37.193

PSNR 34.874 34.716 34.645 34.543 34.270 33.986 33.800 33.230 32.426

SSIM 0.911 0.892 0.882 0.843 0.814 0.713 0.471 0.227 0.102

DPFF MSE 9.231 10.153 11.563 14.231 18.735 22.954 26.251 30.005 36.986

PSNR 38.478 38.065 37.5 36.598 35.404 34.522 33.939 33.359 32.45

SSIM 0.923 0.914 0.908 0.891 0.852 0.719 0.476 0.214 0.103

FBINR MSE 7.5125 8.6191 10.676 13.003 16.083 19.425 22.952 26.068 26.816

PSNR 39.374 38.777 37.848 36.991 36.068 35.248 34.523 33.97 33.848

SSIM 0.942 0.939 0.929 0.910 0.863 0.743 0.525 0.275 0.110
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parameter l has been found empirically and is set to 72, whereas the value of s is calculated

using the following equation

s ¼ l»fmeanðIeÞ ð8Þ

i.e. l times the degree of predicted intensity in the fuzzy mean membership function is

considered as the value of s.

6 Experimental results

In this section, the performance of the proposed method (FBINR) has been compared

with some of the state-of-the-art methods used to reduce impulse noise from digital

grayscale images. The experiments were carried out on the well-known test images:

“Lena”, “Cameraman”, “Baboon” and “Albert”. These images were of 256×256 pixels

in size. The capability of the proposed approach has been tested using the well known

image quality measures. Image processing applications developed over the years have

mostly used error measures based on difference or structural properties of an image.

Peak-signal-to-noise ratio (PSNR) and mean square error (MSE) are global error

measures based on the differences between the original and the filtered images without

considering the structural information. These measures do not carry any information

about how well the structural information is preserved during the filtration process.

Table 2 Comparison of de-noising methods for Lena image degraded with additive long tailed impulse noise

having corruption rate ρ, where ρ=0.1 to 0.9

Method Quality Measure Noise Corruption Rate ρ

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

NFF MSE 9.1751 17.288 25.46 33.41 41.435 49.335 55.639 57.143 46.621

PSNR 38.506 35.754 34.073 32.892 31.957 31.199 30.677 30.561 31.445

SSIM 0.927 0.875 0.827 0.779 0.710 0.574 0.363 0.153 0.035

HFF MSE 25.118 24.934 25.066 25.346 25.95 27.025 29.688 35.133 45.612

PSNR 34.131 34.163 34.14 34.092 33.99 33.814 33.408 32.689 31.582

SSIM 0.838 0.835 0.828 0.814 0.773 0.659 0.448 0.208 0.068

MF MSE 17.704 20.575 24.001 29.154 37.245 47.883 62.333 80.435 101.36

PSNR 35.65 34.998 34.329 33.484 32.421 31.33 30.184 29.077 28.073

SSIM 0.865 0.819 0.700 0.492 0.293 0.155 0.081 0.041 0.017

MHFF MSE 21.032 21.750 22.129 22.631 24.718 26.175 27.012 30.527 36.953

PSNR 34.902 34.756 34.681 34.584 34.201 33.952 33.815 33.284 32.454

SSIM 0.893 0.871 0.848 0.821 0.790 0.673 0.453 0.225 0.093

DPFF MSE 9.125 10.010 11.316 14.013 18.357 22.648 26.019 29.925 36.756

PSNR 38.528 38.126 37.594 36.665 35.493 34.581 33.978 33.37 32.478

SSIM 0.916 0.907 0.892 0.887 0.815 0.662 0.402 0.144 0.027

FBINR MSE 7.4382 8.69 10.733 13.41 16.301 19.889 22.982 24.67 21.466

PSNR 39.417 38.742 37.824 36.857 36.01 35.146 34.518 34.21 34.814

SSIM 0.940 0.934 0.919 0.892 0.829 0.670 0.409 0.162 0.038
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Whereas the structural similarity index measure (SSIM), proposed by Wang et al [21] is

based on the hypothesis that the human visual system is highly adaptive for extracting

structural information. The objective quantitative measures that have been used in the

present studies are the mean square error (MSE), the peak signal-to-noise ratio (PSNR)

and the structural similarity index measure (SSIM). The MSE and PSNR quantitative

measures are defined by the following equations

MSEðF;OÞ ¼
1

MN

X

M

i¼1

X

N

j¼1

Oði; jÞ � Fði; jÞð Þ2 ð9Þ

PSNRðF;OÞ ¼ 10log10
S2

MSEðF;OÞ
ð10Þ

Fig. 9 a Original Cameraman image b Image corrupted with 20% additive long tailed impulse noise c After

the HFF method (PSNR=33.71) d After NFF method (PSNR=34.99) e After MF method (PSNR=35.59) f

After MHFF method (PSNR=33.79) g After DPFF method (PSNR=36.85) h After the proposed FBINR

method (PSNR=37.29)
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where O is the original image, F is the restored image of size NM, and S is the maximum

possible intensity value (for 8-bit images the maximum is 255).

The comparison of FBINR has been performed with the median filter (MF), histogram

based fuzzy filter (HFF) [22] and Lee et al’s novel fuzzy filter (NFF) [9], detail preserving

fuzzy filter (DPFF) [6] and modified histogram based fuzzy filter (MHFF) [7].

We have tested the performance of our approach by considering four scenarios. Firstly

the performance of the proposed method has been tested for the test images corrupted with

impulse noise having different corruption rate. Secondly the performance is tested for

different images corrupted with impulse noise having same corruption rate. Thirdly the

performance based on detail preservation is tested for different images corrupted with

different impulse noise rates. Fourthly the sensitivity analysis is performed by using

Fig. 10 a Original Lena image b Image corrupted with 30% salt and pepper impulse noise c After the HFF

method (PSNR=34.063) d After NFF method (PSNR=32.972) e After MF method (PSNR=34.311) f After

MHFF method (PSNR=34.645) g After DPFF method (PSNR=37.5) h After the proposed FBINR method

(PSNR=37.848)
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different intensity estimation processes. The results indicate that the proposed technique

outperforms the other competitive approaches.

6.1 Scenario 1

In this scenario we have considered “Albert” and “Lena” as the test images. The test images

are degraded with long tailed and salt & peppers impulse noise having corruption rate

between 0.1 and 0.9. For each technique results were averaged over 20 experiments. Table 1

gives the quantitative comparison between different methods based on MSE, PSNR and

SSIM, where the “Lena” image is corrupted with salt and pepper impulse noise. It can be

observed that the proposed approach gives superior performance against the impulse noise

(within 0.1–0.9 range) as compared to the rest of the methods. Proposed method gives

much better results in case of additive long tailed impulse noise as shown in Table 2. It can

also be observed visually from Figs. 9 and 10, that the proposed technique removes the

noise and preserves the image details better than the other competitive techniques.

Table 3 Comparison of de-noising methods for different test images degraded with salt and pepper impulse

noise having corruption rate ρ=0.3

Image Method Quality Measures

MSE PSNR SSIM

Lena NFF 32.803 32.972 0.7177

HFF 25.515 34.063 0.8279

MF 24.1 34.311 0.69343

MHFF 22.315 34.645 0.88261

DPFF 9.231 34.478 0.92317

FBINR 10.676 37.848 0.92944

Cameraman NFF 32.689 32.987 0.57503

HFF 28.149 33.636 0.80948

MF 22.621 34.587 0.65918

MHFF 25.371 34.087 0.61871

DPFF 13.179 36.932 0.90247

FBINR 11.575 37.496 0.9195

Albert NFF 12.09 37.307 0.75057

HFF 21.36 34.835 0.78202

MF 24.211 34.291 0.63484

MHFF 19.194 35.299 0.81375

DPFF 12.572 37.137 0.89781

FBINR 10.456 37.939 0.90877

Baboon NFF 24.653 34.213 0.75926

HFF 44.406 31.656 0.71418

MF 40.824 32.022 0.59107

MHFF 37.295 32.414 0.75810

DPFF 20.291 35.058 0.86913

FBINR 18.31 35.505 0.88444
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6.2 Scenario 2

In this case we considered different images as test data. Four different images Lena,

Cameraman, Albert and Baboon are considered. These images are then corrupted with 30%

impulse noise. Performance analysis of the proposed approach with different approaches is

carried out in terms of MSE, PSNR and SSIM as shown in Table 3.

Restoration results show that the proposed technique works consistently well for the

entire test images that were degraded with salt and pepper impulse noise. The results

showed that proposed technique provides substantial improvement over the other filters.

6.3 Scenario 3

In this case, we have also considered all the images as test data which includes Lena,

Cameraman, Albert and Baboon. These images are then corrupted through salt and pepper

impulse noise with noise rate ranging from 0.1–0.9. The structured similarity index measure

is used to show that the proposed technique preserve the image details much better than the

other filtering methods. As shown in the Fig. 11, the proposed method outperforms the

other methods in terms of structural similarly index measure.
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Fig. 11 SSIM of the compared approaches, images are corrupted with salt and pepper impulse noise p,

where p=0.1 to 0.9 a Lena b Cameraman c Baboon d Albert
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6.4 Scenario 4

In this scenario, we performed the sensitivity analysis. Analysis is performed on all the

test images. In this case, we tested our technique by changing the intensity estimation

process, which plays the key role in preserving image details, in our proposed model.

The intensity estimation process was changed in three different ways, as explained in

the sequel.

6.5 Case 1

Intensity estimation is performed by taking the simple averaging of the 3×3 window and

SSIM is calculated for the whole range of corruption rate. Figure 12 shows that even at

lower noise rates, the intensity estimation process used in our technique produces much

better results in terms of detail preservation.

6.6 Case 2

In this case the intensity estimation process is performed by taking the median of non-noisy

pixels. The comparison based on SSIM for all the test images is shown in Fig. 13. The
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Fig. 12 Sensitivity Analysis of the proposed approach with averaged intensity estimation a Lena b

Cameraman c Baboon d Albert
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estimation using median of non-noisy pixels performs equally good for low noise rates, but

as we increase the noise rate, the detail preserving capability of the proposed approach

shows a better performance for all the test images.

6.7 Case 3

Here the median of the whole window is considered as the intensity estimation process.

SSIM based comparison is shown in Fig. 14, which indicates that the median as the

intensity estimation process works equally well as the proposed technique at low noise rates

but at higher noise rates, for most of the test images the proposed techniques preserve much

more image details.

7 Conclusion

In this paper, a fuzzy based impulse noise reduction (FBINR) method is introduced. FBINR

includes noise detection, noise removal and detail preservation modules to perform impulse

noise removal along with details preservation in an efficient and effective manner. From the
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Fig. 13 Sensitivity analysis of the proposed approach with non-noisy median intensity estimation a Lena b

Cameraman c Baboon d Albert
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experimental results, we found that the proposed technique provides much better performance

than the other state-of-the-art filters in terms of local as well as global error measures.

Sensitivity analysis for the proposed technique is performed by changing the intensity

estimation process in three different ways. This analysis proves that the intensity estimation

process used in the proposed technique is the main contributing factor in fuzzy decision process

to preserve image details. Quantitative evaluation of the FBINR technique shows the superior

noise removal and edge preservation capability in comparison to other techniques. In addition

to noise removal, use of separate detail preservation module in proposed technique maintains

image details while removing noise in better way. This makes the proposed method to be more

efficient than other techniques.Work is already in progress to extend the capability of FBINR to

process color image and to filter different types of noise.
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Fig. 14 Sensitivity analysis of the proposed approach with median intensity estimation a Lena image b

Cameraman image c Baboon image d Albert image
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