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Abstract—Synthetic aperture radar (SAR) features have 2 
been demonstrated that they have the potentiality to improve 3 
forest above ground biomass (AGB) estimation accuracy, 4 
especially including polarimetric information. Genetic 5 
algorithms (GAs) have been successfully implemented in optimal 6 
feature identification, while support vector regression (SVR) has 7 
great robustness in parameter estimation. The use of combined 8 
GAs and SVR can improve the accuracy of forest AGB 9 
estimation through simultaneously identifying the optimal SAR 10 
features and selecting the SVR model parameters. In this paper, 11 
14 SAR polarimetric features were extracted from C-band and 12 
L-band full-polarization SAR images and worked as input SAR 13 
features, respectively. C-band data was acquired on GaoFen-3 14 
mission, we also call it GF-3 image. L-band data was ALOS-2 15 
PALSAR-2 data. Both feature subsets from GF-3 and ALOS-2 16 
PALSAR-2 and SVR hyper parameters used in the forest AGB 17 
estimation were optimized by a GA processing, where 8 different 18 
settings of 3 kinds of parameters, as 512 kind of different 19 
combinations were applied for SVR hyper parameters searching 20 
field. The results of GA-SVR performance using  the two datasets 21 
were presented and compared with two traditional methods: the 22 
algorithm of GA feature selection companied with default SVR 23 
parameters (GA +Default SVR), and the algorithm of GA feature 24 
selection companied with grid searching for SVR parameter 25 
selection (GA+Grid SVR). The results showed that the proposed 26 
GA-SVR algorithm improved the forest AGB estimation 27 
accuracy with cross-validation coefficient (CVC) of 80.21% for 28 
GF-3 and 71.41% for ALOS-2 PALSAR-2 data. 29 
 30 

Index Terms—Genetic algorithms (GAs), Forest above ground 31 
biomass (AGB), Support vector regression (SVR), Synthetic 32 
aperture radar (SAR) 33 

I. INTRODUCTION 34 

OREST above ground biomass (AGB) estimation plays an 35 

important role in research on global carbon cycle and 36 

climate change. Synthetic aperture radar (SAR) data, 37 

especially with polarimetric and interferometric information 38 

seems particularly useful for forest AGB estimation [1]. 39 

However, as the SAR data begins to mature and abundance, a 40 

large SAR feature sets can be generated, one key point for 41 

accurate forest biomass estimation using SAR data is to select 42 

the optimal discriminative features from the large feature sets, 43 
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the other is to select the suitable retrieval models [2].By far, 44 

different methods including manual and automatic ways have 45 

been used to explore suitable SAR features and algorithms for 46 

forest AGB estimation [3-5]. The selected feature subsets 47 

combined with non-parametric-based algorithms like 48 

K-nearest neighbor (K-NN), random forest (RF) and support 49 

vector regress (SVR) showed better performance in forest 50 

AGB estimation [3,5]. 51 

SVR is the SVM implementation for regression and has the 52 

similar advantages of support vector machine (SVM). As the 53 

advantages including its structural risk minimization and 54 

leading to a convex quadratic programming problem during 55 

the training procedure, SVM algorithm always converges to 56 

the global solution for a given dataset regardless of initial 57 

conditions and has great ability to control overfitting problems 58 

and thereby good generalization [6, 7]. Therefore, SVR, taking 59 

the advantage of its ability to use small training sample data to 60 

produce relatively higher estimation accuracy than other 61 

approaches and to solve both linear and non-linear problems, 62 

becomes an important method to estimate forest AGB and 63 

other biophysical parameters using remote sensing data [3, 5, 64 

8]. However, the impacts of forest AGB on scattering, 65 

attenuation, and emission of electromagnetic energy are 66 

complex and varying with forest horizontal and vertical 67 

structure and also the environment issues. Thanks for the 68 

abundance of SAR data and their special capability in 69 

measuring the structural and dielectric properties of the target, 70 

more and more features, which can response for different 71 

characterization of forest, were extracted from SAR data and 72 

applied in forest AGB estimation to improve the estimation 73 

accuracy. SVR, developed with the capacity of none linear 74 

fitting and used kernel trick to solve over-fitting problems in 75 

high-dimensional feature spaces, shows great potentiality in 76 

forest AGB estimation using abundant SAR features.    77 

Despite the good performance shown by SVR, the 78 

robustness of SVR is limited by the suitable model parameters 79 

selection. Genetic algorithms (GAs) were reported to optimize 80 

the model parameters and feature selections in several 81 

previous studies. The results showed that GAs were capable of 82 

providing an efficient optimal feature subset and also the 83 

retrieval model parameters, respectively [9-11]. However, 84 

these studies did not address the synergy performance of 85 

selecting features and SVR model parameters simultaneously, 86 

like a GA-SVR algorithm proposed in this study, especially 87 

applied in the field of forest AGB estimation. 88 

 By far, GA-SVR algorithms have been widely employed in 89 

medical studies [12], traffic data analyses [13, 14], and 90 
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industry studies [15]. However, most of the above-mentioned 91 

GA-SVR applications focused more on SVR model 92 

parameters optimization with GA but not considered 93 

identifying the optimal input feature subsets and the SVR 94 

model parameters simultaneously. Sukawattanavijit et al 95 

(2017) demonstrated the advantages of using GA-SVM 96 

algorithm in land-cover classification by performing the 97 

feature and SVM parameter optimization simultaneously. The 98 

results showed that the GA-SVM algorithm shows better 99 

performance on SVM parameter optimization and feature 100 

selection than the grid search algorithm. The average run time 101 

of GA-SVM is less than that of the grid search algorithm, the 102 

accuracy of classification using GA-SVM is also greater than 103 

that of the grid search algorithm [16]. SVM and SVR methods 104 

are used for different applications, the main aim of this study is 105 

to explore GA-SVR algorithm applied in forest AGB 106 

estimation with SAR data. Therefore, the study focusses on 107 

determining whether the GA-SVR algorithm, which optimize 108 

the input features and SVR model parameters simultaneously, 109 

can improve the accuracy of forest AGB estimation. 110 

In section II, the theories of GA-SVR are introduced first. 111 

Then, in section III, the study area and datasets used in this 112 

paper are introduced. Methodologies of GA-SVR used for 113 

forest AGB estimation are presented in section IV. Results, 114 

discussion, and conclusions are shown and exposed in section 115 

V, VI, and VII  respectively. 116 

II. THEORY OF GA-SVR 117 

A. Support vector regression 118 

SVM, which was proposed by Vapnik in 1995, is a powerful 119 

and robust approach for information categorization and dataset 120 

classification. Its robustness includes the ability of structural 121 

risk minimization and the ability to solve both linear and 122 

nonlinear problems [14, 17]. The SVM classifier separates 123 

classes using an optimal hyperplane 0w x b   , which 124 

maximize the margin between two groups. In order to achieve 125 

the maximum margin between the two classes, the largest 126 

margin is calculated with the summation of the shortest 127 

distance from the separating hyperplane to the nearest data 128 

point of both categories.  The nearest data points are the 129 

so-called support vectors, which are also important features of 130 

the training samples. SVM using kernel trick maps input 131 

parameters into a high dimensional feature space to solve 132 

nonlinear problems. The nonlinear transformation defined by 133 

kernel function makes a linear classification in the new feature 134 

space (or the high dimensional feature space) equivalent to 135 

nonlinear classification in the original space (or the input 136 

space). Different kernel functions, such as linear functions, 137 

polynomial functions, sigmoid functions and radial basis 138 

functions (Radical Basis Function kernel, RBFs) have been 139 

widely used in SVM problems [18].  140 

SVR, as an extension of SVM regression, is an approach to 141 

estimate a function that maps from input features to an 142 

unknown output based on training data. Similar to the SVM 143 

classifier, SVR has the same properties of the margin 144 

maximation and kernel trick for nonlinear problems. The SVR 145 

model is composed of a training model and a predicting model. 146 

At first, the training model is used to learn the relationship 147 

between input training fractional SAR polarimetric features 148 

and corresponding forest biomass, and then the learned 149 

relationship is applied in the predicting model of SVR to get 150 

the regression value for each inputted testing samples [17, 18].   151 

Suppose the training set for regression is given 152 

as       1 1 2 2= , , ,m mx y x y x y ， ，， , where 
ix is the 153 

n-dimensional input feature vector, 
iy is the corresponding 154 

output regression value for each
ix . Then the SVR 155 

approximates all pairs  ,i ix y while finds the minimum error 156 

or deviation,  , and maps an input
ix  to the target

iy  by 157 

function  f x w x b   . That is, for every input vector 158 

ix in  ,
i iw x b y      and the margin is

1
argm in

w
 . In 159 

regression problems,  is the difference between estimated 160 

values and real values, w is known as the weight vector and 161 

b is the bias. The SVR training becomes a constrained 162 

optimization problem by minimizing 
2

w to maximize the 163 

margin. With allowing some errors to deal with noise in the 164 

training data, the slack variables
i and *

i  are introduced in the 165 

constrained optimization problem, that is, 166 

Minimize:   
2 *

1

1
0

2

n

i i
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
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       The constant C is the trade-off parameter which 169 

determines the trade-off between the weight factor and 170 

approximation error. 
i and *

i impose a penalty on excess 171 

deviation larger than  to deal with the infeasible constrains 172 

of the optimization problem. 173 

      The optimization problem can be solved by construct a 174 

Lagrange function by introducing Lagrange multipliers and 175 

then transformed a dual optimization problem, that is, 176 

Maximize: 
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                                        (2) 178 

where
i and *

i are Lagrange multipliers and 179 

 *,i iL   represents the Lagrange function. 180 

After we solved the dual optimization problems, the 181 

linear SVR function  f x  becomes the following function, 182 

                           *

1

n

i i i
i

f x x x b 


                               (3) 183 

Where  * 0i i   ,
i and *

i  are support vectors and n is the 184 

number of support vectors. 185 
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For non-linear regression, the same kernel trick in SVM 186 

can be applied by replacing the inner product of two 187 

vectors
ix ,

jx with a kernel function  ,i jK x x . Then the 188 

non-linear problem can be solved as a linear regression. That 189 

is, 190 

     
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                           (4) 192 

The non-linear SVR function  f x  becomes the following 193 

function, 194 

     *

1

n

i i i
i

f x K x x b 


           (5) 195 

Since RBF kernel has been widely used in different studies and 196 

performs better in problems that there is no prior knowledge, 197 

in this paper, RBF defined by 
ix and jx is used in the 198 

GA-SVR models. It is defined as: 199 

 
2

, exp( , )i j i jK x x x x             (6) 200 

where  is the parameter set the width of the Gassian 201 

kernel. 202 

B. Genetic algorithm 203 

GAs, which are adapted from the Darwinian principle of 204 

natural selection, have been successfully used in generating 205 

global solutions for optimization problems. They are inspired 206 

by the biological evolution process that survival of the fittest 207 

resulting from natural genetic variation [13, 16]. Such 208 

variation includes selection, crossover and mutation. The 209 

selection operator is used for next generation parents selecting. 210 

Part of the previous generated population is selected according 211 

to an elitism percentage and works as parents for the next 212 

generation. In this procedure, most fitted members survive 213 

while the least fitted members are eliminated. Several 214 

selection operators such as random uniform, roulette wheel 215 

and tournament are available in GAs for selection operation. 216 

Crossover operator inspired by DNA strand crossover in 217 

biological organism reproduction combines two parents to 218 

create new generation from current population.  The crossover 219 

operator can be performed by using a strategy like single-point 220 

crossover, multi-points crossover, or homologous crossover. 221 

The mutation operator maintains the diversity of the 222 

population and avoids local optimal solution by randomly 223 

changes a parent to create new children. 224 

 The process of GAs is described as follows: first, the initial 225 

population is generated. Each individual member in the 226 

generated population is defined by a chromosome consisted by 227 

a set of binary bits representing the selected input features and 228 

the model parameters. Each chromosome is represented by a 229 

binary-coded one-dimensional array. Then the fitness function 230 

of each chromosome is evaluated based on SVR model 231 

cross-validation using certain features subset and hyper 232 

parameters setting that the chromosome represents as. Next, 233 

the evolutionary process of selection, cross-over, and mutation 234 

is implemented to evolve towards better solutions by creating 235 

the new generation. New generation is then used for further 236 

iteration. Finally, when the maximum number of generations 237 

or a minimum threshold is reached the GAs process stops and 238 

the best configuration for the estimation model is outputted. 239 

C. GA-SVR model 240 

Fig.1 represents the flowchart of GA-SVR for forest 241 

biomass estimation procedure with GF-3 and ALOS-2 242 

PALSAR-2 polarimetric Data.  243 

 244 

 245 
Fig.2. Design of the chromosome for GA-SVR. 246 

The GA-based optimization is used to find the best input 247 

feature and SVR parameter values. Thus, the chromosome of 248 

the GA contained a set of bits (Fig.2) [15, 16]. The first part 249 

“Feature Selection” or 1st segment of chromosome represents 250 

the particular input features selected. This part includes f bits, 251 

which equals to the number of original features set. In this 252 

paper, original feature set is the features extracted from the 253 

SAR image by polarimetric decomposition algorithms. The 254 

second part “SVR settings” or the last two segments represent 255 

two SVR parameters like the trade-off parameter C , and the γ 256 

of the width of the RBF kernel. In Fig.2, Fb1~Fbn represent the 257 

 
Fig.1. The flowchart of GA-SVR algorithm 
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input features, when Fbi = 1, then corresponding feature is 258 

selected. Otherwise, Fbi = 0, which means the feature is not 259 

selected. n is the number of bits representing the input features. 260 

Cb1~Cb3 is the binary code that indexes the value of C and 261 

γb1~γb3 is the binary code that indexes the value of γ, Table.1 262 

details the searching range of two SVR parameters.  263 
 264 

TABLE I 265 
SEARCHING RANGE  OF SVR PARAMETERS 266 

Hyperparameter Values 

C  50, 100, 150, 200, 500, 1000, 1500, 2000 

  0.01, 0.02, 0.05, 0.1, 0.15, 0.2, 0.5, 1.0 

 267 
i
g  is the i  chromosome of the g generation, P is the 268 

number of individuals, G is the number of generations. As the 269 

chromosomes are designed, the population size is set by the 270 

user and then the initial population is generated. In Fig.1, the 271 

chromosomes are  0 , 1,...,i i P , where 0
i

  is the i  272 

chromosome of the first generation. 273 

After generating of the initial population, a typical SVR 274 

process is performed by using the assigned parameter values 275 

and input training data-set. The performance of each solution 276 

is validated by the fitness function. In this letter, we define the 277 

fitness function with a m  repeated K-fold cross validation 278 

(K-CV) method. The fitness function is shown in (7)[15] 279 

Fitness = (1 - 1

K m

i

error

K m








/AGBmean)*100           (7) 280 

where error depicts roots mean squared error at each 281 

procedure, K is the number of folds, and m is the number of 282 

repetitions and AGBmean is mean value of the field measured 283 

forest AGB. 284 

Then the individual with highest fitness is recorded and if 285 

the termination criterion is satisfied, the optimal values of 286 

input features and SVR parameters are the GA-SVR output. If 287 

the termination criterion is not satisfied, the evolution 288 

procedure including selection, crossover and mutation are 289 

applied for the next generation until the termination criterion is 290 

satisfied. Since the average fitness of the population will 291 

increase each evolution cycle, the desired results are obtained 292 

with the iteration. 293 

III. STUDY AREA, SAR DATA AND FIELD DATA 294 

A. Study Area 295 

The study area, approximately 44 km2 in size, is located in 296 

the Yunnan province of southwest of China. The work was 297 

carried out at the Xiaoshao timberland in Yiliang county (24°298 

04′ to 24°39′ N, 103°02′ to 103°12′ E, Fig.3). The 299 

topography ranges from 1300 to 2500 m. The slopes varies 300 

between 0～30°. The climate type is a Subtropical Monsoon 301 

Climate. The annual mean temperate is around16.3℃. The 302 

average annual precipitation is around 898.9 millimeters. The 303 

dominated tree species include Pinus yunnanensis and Pinus 304 

armandii Franch. The average height ranges from 5m～20m, 305 

the average biomass value is around 60 Mg/ha and the 306 

maximum biomass here is no more than 200 Mg/ha. 307 

 308 

B. Aboveground Biomass Data 309 

68 forest plots were surveyed in 2019 with the angle count 310 

method. At each sampling plot, all trees with a diameter at the 311 

breast height (DBH at 1.3 m height) great than or equal to 5 m 312 

were measured. The height, tree species, number of stems and 313 

DBH of these trees within the limited plot radius were 314 

gathered. The location of each sampling plot was located using 315 

a differential GPS (global position system) equipped with 316 

Leica Viva GS14-GNSS antenna base-station and CS15 317 

receiver. The AGB was calculated for 1 ha using equation (8) 318 

developed by Huang et al [19]. 319 
bw av                                           (8) 320 

where w (in Mg/ha) is the biomass, a  is the scaling factor 321 

between allometric exponent b  and the stem volume and v . 322 

For Pinus yunnanensis 0.8569a  , 0.8564b  . 323 

The stem volume v was calculated by equation (9) 324 

according to [20]. 325 

1

( ) ( )
k

g i i i i i

i

v F Z fh fh V g


           (9) 326 

where gF is the basal area factor, in this study, 1gF  . k is 327 

the number of diameter class at each measured sampling plot. 328 

iZ is the number of trees at diameter class of i . ( )ifh  is the 329 

Form-height at diameter class of i , it is calculated by the stem 330 

volume 
iV checked in the Single Volume Table and the basal 331 

area 
ig at diameter class of i . 332 

All the measured samples are located in the study area and 333 

are shown in Fig.3 as yellow points. In this study, the samples 334 

were averaged with biomass difference no more than 3 Mg/ha 335 

to reduce the random effects resulted from forest structure or 336 

terrain effects.  The samples with different biomass values are 337 

shown in Table 2. 338 

 
Fig.3.The test site at Xiaoshao timberland in Yiliang county, Yunnan 

province, China. The yellow points show the location of the collected 

samples, the red line shows the boundary of the samples distribution. The 

background is a Pauli RGB image of GF-3, acquired on May 18, 2018. 
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 339 

C. SAR Data 340 

 A scene of GF-3 (Fig.4 a) and a scene of ALOS-2 341 

PALSAR-2 (Fig.4 b) full-polarimetric images were collected 342 

to analyze the performance of proposed method in forest AGB 343 

estimation. Table.3 lists the detail information of the two 344 

investigated SAR images.  345 
TABLE III 346 

DETAIL INFORMATION OF THE ACQUIRED GF-3 DATA 347 

Parameters GF-3  ALOS-2 PALSAR-2 

Collected Date  2018-05-18 2016-04-02 

Polarization  HH, HV, VH, VV HH, HV, VH, VV 

Wavelength 5.55cm 24.25cm 

Incidence Angle 39.104° 33.865° 

Range pixel spacing 2.248 m 2.86m 

Azimuth pixel spacing 5.120 m 3.21m 

Orbit direction Ascending Ascending 

Observation Mode Full-pol stripmap High sensitive 

Swath (km) 30 40 

 348 

 349 
 350 

IV. METHODOLOGY 351 

A. SAR data preprocessing  352 

The preprocessing of GF-3 and ALOS-2 PALSAR-2 data 353 

includes radiometric calibration, geo-referencing and speckle 354 

reduction. The radiometric calibration consists of converting 355 

digital numbers to backscatter coefficient in the four 356 

polarizations, and was done on the basis of following 357 

equations. (10) is for GF-3 and (11) is for ALOS-2 358 

PALSAR-2. 359 

  20

1010log * 32767I

dBdB
P QualifyValue Kσ   (10) 360 

where 2 2IP I Q  , I  and Q  are real in-phase component 361 

and the imaginary quadrature component, respectively. 362 

QualifyValue  is the maximum value of the scene image before 363 

its quantification. 
dBK  is the calibration constant for GF-3 364 

products, it varied with different product type, here its value is 365 

-19dB, the information for GF-3 calibration comes from GF-3 366 

user handbook. 367 

 0 2 2

1010log
dB

I Q CFσ               (11) 368 

where I and Q  are real in-phase component and the 369 

imaginary quadrature component, respectively. CF is the 370 

calibration coefficient factor for ALOS-2 PALSAR-2 data,  371 

83 0.406CF dB dB  [21]. 372 

GF-3 and ALOS-2 PALSAR-2 data were read and 373 

calibrated using an interactive data language (IDL) application, 374 

then the decomposition parameters and backscattering 375 

intensity features were achieved by IDL script through 376 

transferring functions in PolSARpro 4.2, finally these feature 377 

channels were geo-coded also by IDL script through 378 

transferring functions from radar software. In this procedure, a 379 

5  5 refined Lee filter was applied to the GF-3 and ALOS-2 380 

PALSAR-2 data to reduce speckle noise. 381 

B. SAR polarimetric processing and polarimetric features 382 

extraction 383 

At the forest covered areas, we often assume the reciprocity 384 

theorem holds (the backscatter from HV = the backscatter 385 

from VH), especially when higher frequency (X- or C-band) 386 

images are used in remote sensing radar imaging for forest 387 

inventory. However, for lower frequencies, we should 388 

consider the Faraday rotation which destroyed the reciprocity 389 

assumption. To reduce the reciprocity phenomenon effects, in 390 

this study, we extracted polarimetric decomposition 391 

parameters not only from Freeman-Durden decomposition, but 392 

also from Yamaguchi decomposition, because 393 

Freeman-Durden decomposition algorithm assumes 394 

reciprocity theorem holds, while the Yamaguchi 395 

decomposition deals with the non-reciprocity scattering cases. 396 

In this paper, we selected linear backscatter intensity 397 

features like HH, HV, VH and VV as four basic polarimetric 398 

features. Except them, 10 polarimetric decomposition features 399 

were extracted using 3 polarimetric decomposition methods. 400 

The selected polarimetric decomposition methods include 401 

above mentioned Freeman-Durden, Yamaguchi algorithms 402 

and also the popular used Cloude-Pottier decomposition 403 

method [22]. Among them, Freeman-Durden and Yamaguchi 404 

methods are model-based decomposition methods, they model 405 

the covariance matrix as the contribution of several scattering 406 

mechanisms. For Freeman-Durden method, three scattering 407 

mechanisms, such as surface, double bounce and volume are 408 

extracted from the covariance matrix and work as three 409 

features in this study. Yamaguchi et al added a Helix scattering 410 

TABLE II 

FOREST BIOMASS DISTRIBUTION OF THE SAMPLES 

No Values(Mg/ha) No Values(Mg/ha) No Values(Mg/ha) 

1 9.34 11 38.08 21 67.2 

2 13.67 12 40.28 22 76.36 

3 15.94 13 42.52 23 82.4 
4 18.87 14 46.36 24 86.18 

5 21.87 15 49.27 25 91.06 

6 25.54 16 52.54 26 95.22 
7 28.80 17 54.57 27 106.47 

8 31.66 18 58.95 28 119.32 

9 35.18 19 61.02 29 121.68 
10 9.34 20 63.55 30 131.17 

 

 

 
 

 

 

 

 
 

Fig.4.The acquired GF-3 and ALOS-2 PALSAR-2 images in the test site. 

The geocoded HV channel is showed here as an example for both of them, 

respectively. 
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mechanism as the fourth component to develop the 411 

Freeman-Durden decomposition algorithm. Cloude-Pottier 412 

decomposition is an Eigenvector-Eigenvalue based 413 

decomposition method, it uses eigenvalues and eigenvectors 414 

of the coherency to compute entropy (H), which indicates the 415 

degree of scattering mechanisms randomness, Alpha angle 416 

( α ), which measures the average or dominant scattering 417 

mechanisms, and anisotropy (A), describes the intensity 418 

disparity between the second and the third scattering 419 

mechanisms. For the theory details of target decomposition 420 

method mentioned here, the readers are referred to literatures 421 

[23-26]. 422 

In this study, a total of 14 polarimetric SAR parameters 423 

were extracted from GF-3 and ALOS-2 PALSAR-2 images, 424 

respectively. Parameters generated from four linear 425 

backscatter intensities were named as HH, HV, VH, and VV, 426 

they measure the backscattering power of the scattering object 427 

from each channel. In this study, the parameters coming from 428 

Freeman-Durden decomposition were defined as F-Vol, F-Dbl, 429 

and F-Odd. The parameters extracted from Yamaguchi 430 

decomposition were defined as Y-Vol, Y-Dbl, Y-Odd, and 431 

Y-Hlx. F-Vol and Y-Vol describe the scattering mechanism of 432 

vegetation scatter from randomly oriented dipoles. F-Dbl and 433 

Y-Dbl measure scattering mechanism like dihedral corner 434 

reflector. F-Odd and Y-Odd depict scattering mechanism 435 

similar with first-order Bragg surface scattering. Y-Hlx detects 436 

scattering mechanism from complicated man-made objects. 437 

The parameters calculated from Cloude-Pottier decomposition 438 

were defined as Entropy-H, Anisotropy, and Alpha. 439 

Entropy-H indicates the level of randomness found from each 440 

target, Anisotropy measures the amount of mixing between the 441 

second and third scattering mechanisms, Alpha describes the 442 

scattering source for a given scattering mechanism described 443 

by an eigenvector [27]. For the parameters measuring the 444 

power of scattering, we kept both their descriptions with 445 

power state and their transformation into dBs and named their 446 

dB forms with their original name adding ‘-dB’. 447 

C. Feature selection and SVR parameter optimization Using 448 

GA-SVR algorithm 449 

  The proposed GA-SVR algorithm was executed in the 450 

PYTHON 2.7 development environment. GA and SVR have 451 

separate roles in the forest biomass estimation procedure by 452 

the proposed GA-SVR algorithm. The SVR is trained by input 453 

training data-set and predicted forest AGB, while GA is used 454 

to optimize SVR to the best prediction based on SVR accuracy. 455 

It leads SVR to the best prediction by selecting optimal input 456 

feature subset and finding optimal SVR parameters. The main 457 

steps of proposed GA-SVR are as follows. 458 

Step1. Create the training samples and validation samples: 459 

The training samples and validation samples were collected 460 

during field work. Then their related 14 features were 461 

extracted using PolSARpro program. In this study, 30 samples 462 

were used for the both training and validation samples, 15 463 

folds cross validation were used to avoid the over-fitting.  464 

Step2. The procedure of GA-SVR algorithm performance: it 465 

included the design of chromosome, the calculation of the 466 

fitness function and inputting of the SAR parameters. The 467 

chromosomes descried in Fig.2 are coded in binary form. The 468 

first 14 bits record feature combination, the bit with value of 1 469 

means the corresponding feature is selected, while the value is 470 

0, it means that the feature is not selected. The last 6 bits store 471 

the SVR parameters, the first three bits depict eight different 472 

values of C in binary code, the followed three bits represent 473 

the eight different values of  in binary code. To improve the 474 

efficiency of the algorithm, we set the value of   as 1 475 

according to previous studies [8, 11, 28]. In this paper, K=15 476 

and m=1 were applied for the fitness function. Other 477 

parameters were set as follows: tournament selection, initial 478 

population number = 35; number of generations = 200; 479 

crossover rate = 0.9 with single-point crossover; mutation rate 480 

= 0.1 with random mutation. 481 

Step3. Run the SVR algorithm for forest AGB estimation. 482 

Based on the optimized features subset and SVR parameters of 483 

GA, the forest biomass values were calculated using the SVR 484 

model. For further analysis, the forest biomass estimation 485 

results of GA-based feature selection with default SVR 486 

parameters and the results of SVR parameters optimized with 487 

traditional grid search method after GA-based feature 488 

selection were compared with the results obtained using the 489 

proposed GA-SVR algorithm. Their performances were 490 

assessed by evaluating the scatter plots between the predicted 491 

and observed results. Determination coefficient (R2) and 492 

cross-validation coefficient (CVC) were used as the 493 

parameters to evaluate the estimation accuracy. The two 494 

parameters are respectively expressed as: 495 
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where iy is the estimation result, 
iy is the observation result, 497 

y is the observation mean value and n is the sample numbers. 498 

CVC=  11- *100%

K m

i

error

K m








                        (13) 499 

The roots mean square error (RMSE) is also used in this study 500 

to describe the accuracy.  501 

V. RESULTS  502 

In this paper, as the main objective focusses on identifying 503 

the feasibility of proposed GA-SVR algorithm for forest AGB 504 

estimation. We present the comparison of the forest biomass 505 

estimation results using three methods including the proposed 506 

GA-SVR algorithm, the algorithm of GA feature selection 507 

combined with default SVR parameters (GA + Default SVR), 508 

and the algorithm of GA feature selection combined with grid 509 

searching for SVR parameter selection (GA+Grid SVR). To 510 

present the difference of the above mentioned three algorithms, 511 

we distinguished the steps of the three algorithms in table IV 512 

when preforming the procedure of forest AGB estimation. 513 

Then the performances of these algorithms on GF-3 and 514 

ALOS-2 PALSAR-2 data were both provided here as follows.  515 
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 516 

A. GF-3 data 517 

The performance of the proposed GA-SVR algorithm in the 518 

forest AGB estimation was analyzed and compared with the 519 

results of GA+Default SVR and GA+Grid SVR. Their 520 

performance was assessed by evaluating the scatter plots 521 

between the observed and predicted results. The features and 522 

model parameter selected in the procedure were also showed 523 

here for reference. Optimal selected features and the selected 524 

values for SVR model parameters were provided in Table V.  525 

 526 
The optimized SVR parameters ( C AND  ) of GA-SVR 527 

algorithm were 500 and 0.15, respectively, for the Default 528 

SVR+GA algorithm, the default value for  C was 100, and 529 

the default value for   was calculated by 1 dividing the 530 

numbers of input features, for the GA+Grid SVR algorithm, 531 

the values were 500 and 0.05, respectively. Since we aimed 532 

to compare the optimization difference between features 533 

and model parameters optimization separately and features 534 

and model parameters optimization simultaneously, the 535 

selected features for GA+Default SVR and GA+Grid SVR 536 

are totally same. However, the difference of the selected 537 

feature combination of GA-SVR and the other two 538 

algorithms was obvious. It used less selected features, 6 539 

here and 9 compared with other two algorithms. To 540 

evaluate the accuracy and also the capability of each model 541 

to predict forest AGB, there was a comparison between 542 

observed and predicted values that was shown in Fig.5. In 543 

Fig.5, we also presented the iterative procedure of GA 544 

feature selection or Grid model parameter searching. 545 

Agreement lines (1:1 lines) were shown in Fig.5 a1, b1, and 546 

c1 in which observed and predicted forest AGB are equal.  547 

Fig.5 a1 shows scattered plots of observed and predicted 548 

forest AGB using GA-SVR model. It is clear from Fig.5 a1 549 

 550 

that GA-SVR performs better in low forest AGB than high 551 

ones. Fig.5 a2 shows that scattered plot of observed and 552 

predicted forest AGB by GA+Default SVR. For both low 553 

and high forest AGB level, GA+Default SVR performance 554 

was decreased. The scatter plot of observed and predicted 555 

forest AGB using GA+Grid SVR is shown in Fig.5 c1. As it 556 

can be seen from Fig.5 c1, the performance seems to be 557 

better than the GA+Default SVR algorithm in prediction of 558 

high forest AGB, but worse than the GA-SVR algorithm in 559 

prediction of low forest AGB. Fig.5 a2 shows that GA is 560 

stable at generation 100 after 8 times iteration of each best 561 

individuals. The fitness also improved from 70% to 80%. 562 

The phenomenon confirmed the effectiveness of searching 563 

and convergence. Fig.5 b2 shows the lowest accuracy with 564 

value around 73% while Fig.5 c2 shows the better accuracy 565 

with value of 76.88%. Fig.5 a2, b2, and c2 revealed the 566 

importance of feature and model parameter optimization 567 

procedure, it also confirmed the necessity of optimizing 568 

input features and estimation model parameters 569 

simultaneously. 570 

Statistical parameters of the three algorithms established 571 

with GF-3 are given in table VI.  572 

 
 
Fig.5. Biomass estimation results vs ground truth data (Results from GF-3). 

(a1) Iterative procedure of GA feature selection for GA-SVR algorithm; 
(a2) GA-SVR estimation results; (b1) GA iteration procedure for 

GA+Default SVR algorithm; (b2) GA+Default SVR estimation results; 

(c1) Grid model parameter searching procedure for GA+Grid SVR; (c1) 

GA+Grid SVR estimation results. 

TABLE V 
PARAMETERS AND FEATURE OPTIMIZATION FOR GF-3 OF GA-SVR, 

GA+DEFAULT SVR AND GA+GRID SVR 

Methods C    Selected feature Count 

GA-SVR 500 0.15 
Y_Vol; F_Vol; F_Dbl; Entropy; 

F_Dbl_db; F_Odd_db 
6 

GA+ 
Default SVR 

100 default 

Y_Vol; Y_Hlx; F_Odd; F_Dbl; 

Alpha; F_Dbl_db;F_Odd_db; 

Y_Hlx_db; Y_Odd_db 

9 

GA+ 

Grid SVR 
500 0.05 

Y_Vol; Y_Hlx; F_Odd; F_Dbl; 
Alpha; F_Dbl_db;F_Odd_db; 

Y_Hlx_db; Y_Odd_db 

9 

 

TABLE  IV 

THE DIFFERENCE OF GA-SVR, GA+DEFAULT SVR, AND GA+GRID SVR 

ALGORITHMS 

Methods Feature selection 
Model parameter 

selection 
Model 

GA-SVR 
Combination 

optimization 

Combination 

optimization 
SVR 

GA+Default SVR GA optimization Default SVR 

GA+Grid SVR 
Using the results of 
Default SVR+GA 

Grid searching SVR 
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 573 
Result comparison of three algorithms also reveals the 574 

superiority of GA-SVR algorithm over the other two 575 

algorithms. Using GA-SVR algorithm improves prediction 576 

accuracy about 10% compared with GA+Default SVR. 577 

Processing feature and model parameter optimization step by 578 

step, GA+Grid SVR has inferior estimation accuracy than 579 

GA-SVR. The R2 is 0.73 and the CVC value is 76.88%. 580 

Without model optimization, the results of GA+Default SVR 581 

showed worst results with R2 = 0.73 and CVC = 73.25 582 

B. ALOS-2 PALSAR-2 data 583 

The numerical results for the performance of above 584 

mentioned three algorithms applied on ALOS-2 PALSAR-2 585 

data are shown in Table VII. The table shows the optimized 586 

SVR parameter sets and the selected input polarimetric 587 

features for ALOS-2 PALSAR-2 using GA-SVR, GA+Default 588 

SVR, and GA+Grid SVR. The optimized SVR parameters 589 

( C and  ) for GA-SVR algorithm were 1500 and 0.02, 590 

respectively. Compared with GF-3, the C value is higher 591 

while the  value is lower. It reveals the lower speed of 592 

GA-SVR algorithm in forest AGB estimation. The selected 593 

polarimetric features are also different with the features 594 

selected for GF-3 data. It means the different optimization 595 

feature combination during the forest AGB estimation 596 

procedure. For the GA + Default SVR algorithm and the 597 

GA+Grid SVR algorithm, the selected features are less that 598 

selected for GF-3 data. Here only 5 polarimetric input features 599 

are selected to get best performance.  600 

 601 

 602 
The comparisons between observed and predicted values 603 

coming from ALOS-2 PALSAR-2 data are presented through 604 

Fig.6 and Table VIII. The left column of Fig.6 shows scattered 605 

plots of observed and predicted forest AGB by using GA-SVR, 606 

GA+Default SVR, and GA+Grid SVR algorithm, respectively. 607 

It is clear from Fig.6 and Table VIII that the three algorithms 608 

performed worse on forest AGB estimation compering with 609 

the results of GF-3 data. The best performance acquired by 610 

 611 

 612 
GA-SVR has the highest R2 value of 0.55 and highest CVC 613 

value of 71.43%. The prediction results of GA+Grid SVR are 614 

lower than GA-SVR while better than GA+Default SVR with 615 

R2 = 0.50 and CVC = 66.63%. The performance of three 616 

algorithms on ALOS-2 PALSAR-2 also confirmed the best 617 

performance of GA-SVR in forest AGB estimation. The 618 

iteration process in Fig.6 a2 shows the effectiveness of 619 

searching and convergence.  620 

Fig.7 displays the spatial distribution of the estimated forest 621 

AGB by different estimation methods to the entire study area 622 

using GF-3 SAR data.  623 

TABLE VII 

PARAMETERS AND FEATURE OPTIMIZATION FOR ALOS-2 

PALSAR-2 OF GA-SVR, GA+DEFAULT SVR AND GA+GRID SVR 

Methods C    Selected feature Count 

GA-SVR 1500 0.02 

Y_Vol; Y_Odd; Y_Hlx; 

F_Odd; HV_dB; VH_dB;  

Y_Odd_db; Anisotropy 

8 

GA+ 

Default SVR 
100 default 

Yam_Hlx; Anisotropy; 
Y_Hlx_db; Y_Odd_db; 

VH_dB 

5 

GA+ 

Grid SVR 
150 0.20 

Yam_Hlx; Anisotropy; 
Y_Hlx_db; Y_Odd_db; 

VH_dB 

5 

 

 

TABLE VIII 
(ALOS-2 PALSAR-2) RESULTS COMPARISON BETWEEN 

GA-SVR, GA+DEFAULT SVR AND GA+GRID SVR 

Methods CVC (%) 
RMSE 

(Mg/ha) 
R2 

GA-SVR 71.41 17.35 0.55 

GA+Default SVR 65.13 21.16 0.48 

GA+Grid SVR 66.63 20.25 0.50 

 

 

TABLE VI 

(GF-3) RESULTS COMPARISON BETWEEN 

GA-SVR, GA+DEFAULT SVR AND GA+GRID SVR 

Methods CVC (%) 
RMSE 

(Mg/ha) 
R2 

GA-SVR 80.21 12.01 0.79 

GA+Default SVR 73.25 16.24 0.62 

GA+Grid SVR 76.88 14.03 0.73 

 

 
Fig.6. Biomass estimation results vs ground truth data (Results from 

ALOS-2 PALSAR-2). (a1) Iterative procedure of GA feature selection for 

GA-SVR algorithm; (a2) GA-SVR estimation results; (b1) GA iteration 

procedure for GA+Default SVR algorithm; (b2) GA+Default SVR 
estimation results; (c1) Grid model parameter searching procedure for 

GA+Grid SVR; (c1) GA+Grid SVR estimation results. 
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 1 
In Fig.7, AGB values higher than 200 Mg/ha are assumed to 2 

the overestimated the real biomass range in the study area and 3 

were therefore excluded. AGB values lower than 0 Mg/ha are 4 

unrealistic and were also assumed to be equal to 0 Mg/ha. The 5 

AGB spatial distribution maps show that forest AGB 6 

estimation results modeled by GA-SVR algorithm are more 7 

accurate both at lower and higher biomass level in the 8 

heterogeneous forest-covered areas. However, the AGB map 9 

modeled by GA+Default SVR seems more homogeneous and 10 

there are several over-estimations at lower biomass level, 11 

while few underestimations at higher level. The AGB spatial 12 

distribution of GA+Grid SVR is similar to GA-SVR but has 13 

higher upper range. Overall, one can states that AGB predicted 14 

by the GA-SVR algorithm achieved relatively good estimation 15 

result, which is balanced in both low and high biomass level 16 

and describes the filed AGB distribution scenario accurately. 17 

VI. DISCUSSION 18 

Feature and model estimation parameter selection affects 19 

the forest AGB estimation. In this study, a GA was 20 

implemented for feature selection and model parameter 21 

optimization for SVR model simultaneously and then the 22 

results were applied in forest AGB estimation. The proposed 23 

algorithm is named as GA-SVR algorithm in this study. The 24 

performance of GA-SVR on forest AGB estimation was 25 

investigated and its performance was also compared with 26 

GA+Default SVR, in which algorithm GA was only 27 

implemented for feature selection, and GA+Grid SVR, in 28 

which algorithm GA was first used for feature selection and 29 

grid search was then used for model parameter estimation. The 30 

abilities of them for estimating forest AGB from C-band GF-3 31 

and L-band ALOS-2 PALSAR-2 data were displayed and 32 

compared. The AGB estimation results from GF-3 and 33 

ALOS-2 PALSAR-2 data indicated that GA-SVR outperforms 34 

the other two algorithms. The similar results were 35 

demonstrated in remote sensing data classification using 36 

GA-SVM algorithm [16]. Previous studies demonstrated that 37 

AGB values within an accuracy requirement of 50 Mg/ha were 38 

accurate enough for the need of REDD+ [5]. All of the 39 

estimation bias of the three algorithms were less than 30 40 

Mg/ha with both C-band and L-band SAR data. However, the 41 

GA-SVR was the most appropriate for the estimation of forest 42 

AGB since there is no obvious saturation effect in Fig.4 a1 and 43 

Fig.5 a1.  44 

Forest AGB estimations using different SAR data were 45 

explored deeply in previous studies [3-5, 29-33]. A 46 

comparison of methods is necessary, however, as the diverse 47 

ecological environment effects on SAR data, it is difficult to 48 

compare various algorithms using different data, especially at 49 

the areas covered with different forest types or forest having 50 

different AGB levels [34-36]. A regression model with L-band 51 

HV backscatter get a highest RMSE of 23.61 Mg/ha at a 52 

restored mangroves area [29]. Artificial neural networks 53 

(ANN) models were reported superior to regress model in  54 

of 50 Mg/ha are accurate enough for the need of 55 

REDD+( Reducing emissions from deforestation and forest 56 

degradation and the role of conservation, sustainable 57 

management of forests and enhancement of forest carbon 58 

stocks in developing countries) [5]. All of the estimation bias 59 

of the three algorithms were less than 30 Mg/ha with both 60 

C-band and L-band SAR data. However, the GA-SVR was the 61 

most appropriate for the estimation of forest AGB since there 62 

is no obvious saturation effect in Fig.4 a1 and Fig.5 a1.  63 

Forest AGB estimations using different SAR data were 64 

explored deeply in previous studies [3-5, 29-33]. A 65 

comparison of methods are necessary, however, as the diverse 66 

ecological environment effects on SAR data, it is difficult to 67 

compare various algorithms using different data, especially at 68 

the areas covered with different forest types or forest having 69 

different AGB levels [34-36]. A regression model with L-band 70 

HV backscatter got a highest RMSE of 23.61 Mg/ha at a 71 

restored mangroves area [29]. Artificial neural networks 72 

(ANN) models were reported superior to regress model in 73 

several studies [30], or achieved similar results [6,32]. In [30], 74 

the highest correlation coefficient between the biomass 75 

predicted by an ANN and that measured in the field was 0.829, 76 

while the value varied with the test site and the lowest value is 77 

0.116. The RMSE values got in [5] and [32] were 22.03 Mg/ha 78 

and 48.2 Mg/ha, respectively. Other studies stated that SVR 79 

performed better than ANN [5,7], while ANN outperformed 80 

SVR for large-scale area. The study of [33] explored random 81 

forest kriging in modeling forest AGB and the RMSE value 82 

was 28.15 Mg/ha. GA was used for feature selection and then 83 

other estimation models with the GA selected feature were 84 

also applied in forest AGB estimation in recent years [4]. In 85 

this study, the performance of a proposed XGBR (extreme 86 

gradient boosting decision tree)-GA model was compared with 87 

that of SVR and other machine-learning models. The results 88 

confirmed the advantage of using GA for feature selection. 89 

The results of this study showed higher accuracy than several 90 

previous studies, especially applying in GF-3 data, but showed 91 

similar performance in the application of ALOS-2 PALSAR-2 92 

data. It reveals the effectiveness of GA-SVR applied in forest 93 

AGB estimation although the influence of different 94 

perspectives like the satellite sensor, the structure of the forest 95 

and the environment factors.  96 

Although several previous studies used GA feature selection 97 

 
Fig.7. AGB maps showing the spatial application of GA-SVR、GA+Default SVR and GA+Grid SVR modeling approaches from GF-3 data 
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and estimation model parameter optimization separately, their 98 

results agreed the better performance of adding GA feature 99 

section or parameter optimization. Other studies which use GA 100 

for both feature selection and parameter optimization 101 

simultaneously, including this paper, revealed that performing 102 

feature selection and model parameter optimization 103 

simultaneously during the forest AGB estimation will improve 104 

the estimation accuracy and effectiveness.   105 

The obvious difference between the selected SAR 106 

characters of GA-SVR for GF-3 and ALOS-2 PALSAR-2 is 107 

that the double bounce scattering characters were selected for 108 

GF-3 but not for ALOS-2, the HV characters were selected for 109 

ALOS-2 PALSAR-2, but not for GF-3. The phenomenon may 110 

result from the forest character of the test site. In the test site, 111 

the average forest above ground biomass is low and the trees in 112 

the sample plots are young and with low height (more of them 113 

are lower than 15m) and small average DBH 114 

(diameter at breast height, around 15 cm), C-band has the 115 

lower wave length than L- band, so more scattering from trunk 116 

like double bounce scattering, while for L-band, the lower 117 

height and small DBH make more depolarization scattering 118 

power. In previous studies, L- band shows better performance 119 

than C-band since it has a higher radar signal saturation limits, 120 

i.e. 20 tons/ha for C-band and 40 tons/ha for L-band [37]. 121 

However, in this study, C-band GF-3 SAR data shows better 122 

biomass estimation accuracies than L-band, it may result from 123 

the forest structure effects and low average biomass of the test 124 

site. Compared with the forest samples in literature [37], the 125 

forest density and the average biomass of our test site are 126 

lower. In our test site, the average height ranges from 5m～127 

20m, the average biomass value is around 50 Mg/ha and the 128 

maximum biomass here is no more than 200 Mg/ha and the 129 

average canopy density is lower than 0.60 which may lead to 130 

more surface scattering at L-band than C-band. That means 131 

more backscattering to C-band came from forest than L-band. 132 

It may lead to better performance of C-band than L-band, 133 

however, it is need to be further explored in the future.  134 

VII. CONCLUSION 135 

The synchronous parameter optimization and feature 136 

selection processes of the SVR model are important technique 137 

for improving the accuracy of forest biomass estimation. 14 138 

features and 2 groups of parameters were input the proposed 139 

GA-SVR algorithm to estimate forest biomass at the test site. 140 

The performance of the proposed GA-SVR algorithm was 141 

compared with the performance of the GA+ Default SVR and 142 

the performance of the GA+Grid SVR to determine the ability 143 

of each method to optimize the procedure of forest biomass 144 

estimation. The results showed that the estimation accuracy of 145 

the GA-SVR approach was greater than that of the GA+default 146 

SVR algorithm and the GA+Grid SVR algorithm. Although 147 

the GA+Grid SVR was commonly used for parameter 148 

optimization and feature selection processes of the SVR model, 149 

it optimized the features and parameters in two sequential 150 

steps, which neglected the synergy effects between two 151 

optimization procedures. By contrast, the GA-SVR algorithm 152 

optimized the parameters and features simultaneously and then 153 

provides better performance for forest biomass estimation. 154 

Although GA-SVR showed best performance among the three 155 

algorithms using both GF-3 and ALOS-2 PALSAR-2 data, it 156 

also showed obvious different estimation accuracy in different 157 

SAR data. Otherwise, the AGB level in this study was lower 158 

than 200 Mg/ha. Further investigations applying GA-SVR to 159 

other SAR data and forest type should be made and compared. 160 
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