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ABSTRACT

Aims. The photometric validation of the Gaia DRI release of the ESA Gaia mission is described and the quality of the data shown.

Methods. This is carried out via an internal analysis of the photometry using the most constant sources. Comparisons with external
photometric catalogues are also made, but are limited by the accuracies and systematics present in these catalogues. An analysis of
the quoted errors is also described. Investigations of the calibration coefficients reveal some of the systematic effects that affect the

fluxes.

Results. The analysis of the constant sources shows that the early-stage photometric calibrations can reach an accuracy as low as

3 mmag.
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1. Introduction

The photometric calibration of the first data release of the Gaia
catalogue (Gaia Collaboration 2016a) aims to achieve mmag-
level precision (van Leeuwen et al. 2017). This is carried out via
an internal, self-calibrating method as detailed in Carrasco et al.
(2016). No comparison with a set of standards would be suf-
ficient to confirm that the accuracies quoted for the photome-
try were valid because the precision aimed for is better than the
precision of other currently available large catalogues of photo-
metric standards. Also, unexpected systematic effects have been
found in the Gaia data that required additional calibrations to be
carried out with respect to the initial plan (Riello et al., in prep.),
such as linear trends with time and increased background level.
It is necessary to check that these calibrations have removed all
the systematic effects and that the accuracies achieved are close
to the photon noise level. It is expected that future releases of the
Gaia catalogue will have improved accuracies as further calibra-
tions are introduced into the data processing.

Although no colour nor spectral information is included in
this data release, some validation is given to the processing of
the spectral calibrations of blue and red photometers (BP and
RP, respectively). This is due to the use of colour information
in the calibration of the G-band photometry, which is itself in-
ternally calibrated. We also present some results of the valida-
tion of the epoch photometry available in the Gaia EPSL release
(Eyer et al. 2016).

Sections 3 to 6 of this paper cover the direct validations of
the calibrations carried out in the photometric processing. This is
followed by internal consistency checks using the accumulated
photometric data, the photometric residuals, and an analysis of
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the epoch photometry of constant sources in Sects. 7-9. Exter-
nal comparisons are then described in Sect. 10. Finally, Sect. 11
summarises the conclusions. Appendix A contains a list of the
acronyms used in this paper.

Further validation of the overall catalogue can be found in
Arenou et al. (2017).

The following subsection provides a brief description of the
Gaia instruments and data. Many more details are available from
Gaia Collaboration (2016b).

2. Input data

Gaia is a scanning satellite. The full sky is expected to be cov-
ered in about six months of observations, but the number of ob-
servations per source largely depends on the astrophysical coor-
dinates of the source.

The main input data for the photometric processing comes
from the astrometric field (AF) CCDs. This is an array of seven
rows (parallel to the along-scan (AL) direction) and nine strips
(parallel to the across-scan (AC) direction) of CCDs collecting
light in the Gaia G broad band. Colour information for each
source (also a fundamental ingredient for the photometric cali-
brations) is derived from the low-resolution spectra collected by
the BP and RP instruments. The light is dispersed in the along-
scan direction.

In the following we will refer to field-of-view (FoV) and
CCD transits: a FoV transit includes several CCD transits (usu-
ally nine AF, one BP, and one RP CCD transit). It should be
noted that the two FoVs are simultaneously projected onto the
focal plane array.
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Only small windows centred on the detected sources are
downloaded from the satellite. The size of these windows de-
pends on the magnitude estimated on board; only bright sources
are observed with 2D windows. Different configurations are re-
ferred to as “window classes”. The shape of the windows (nor-
mally rectangular) can be complicated by conflicts between ad-
jacent sources in crowded regions in the sky. These non-nominal
cases have not been treated yet and have not contributed to the
photometry published in Gaia DR1.

The CCDs are operated in a time-delayed integration (TDI)
mode whereby charges are integrated while they move across
the CCD. The effective exposure time over one CCD is approx-
imately 4.5 s, but this can be reduced by activating the “gates”.
Several different gate configurations are defined and a particular
gate is assigned to each CCD transit depending on the magnitude
of the source as estimated from the strip of CCD preceding the
AF (known as the “star mapper” or SM CCDs) and the AC posi-
tion of the source in the focal plane. Over a FoV transit, different
gate configurations can be used on individual CCD observations.
The activation of a gate triggered by the transit of a bright source,
will affect all other sources observed simultaneously in the same
region of a CCD. It may also affect only part of a window, thus
creating complex gate cases that have not yet been treated by the
photometric processing.

Different gate and window class configurations effectively
define different instruments (referred to as calibration units) that
need to be calibrated to form one consistent reference system
(for more details see Carrasco et al. 2016).

The input data to the photometric processing consists of im-
age parameters (such as fluxes, centroids, and goodness of fit
measurements) for the SM and AF CCD transits, and raw BP
and RP spectral data. Errors on the G-band flux measurements
are estimated in the image parameter determination (IPD) pro-
cess; for more details refer to Fabricius et al. (2016).

Two significant and unexpected features were discovered
during the commissioning period and required the introduction
of ad hoc calibrations. One is the presence of stray light scat-
tered by the solar shield, causing the background level to be
up to two orders of magnitude higher than expected (with large
variations depending on the rotation phase of the satellite). The
additional stray light component of the background can be cali-
brated, but the associated noise will affect performance for faint
objects. The other feature is a decrease over time of the through-
put of the instruments due to continued contamination by water
ice. The wavelength-dependent transmission loss is different for
the two FoVs and varies across the focal plane. This adds a sys-
tematic effect to the photometric data that is orders of magnitude
larger than expected and in particular affects our ability to cre-
ate a consistent reference catalogue for the internal calibration.
An additional calibration of this strong time dependency in the
transmission had to be included to solve this problem.

3. Validation of BP/RP spectral calibrations

Even though colour information is not included in Gaia DR1, BP
and RP data are processed to produce the colour information re-
quired to calibrate the G-band photometry. This section focusses
on the validation of the along-scan geometric calibration of the
spectrophotometric data. This is a fundamental element in the
computation of colour information in the form of spectrum shape
coefficients (SSC; see Carrasco et al. 2016). The application of
this calibration and of the nominal dispersion function brings all
the data onto the same wavelength system.
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The BP/RP windows that are assigned on board will gener-
ally not be well centred on the source. This is expected, given the
design of the instrument, and is due to various factors: the loca-
tion of the centroid from the SM observation may not be very
accurate, and sources may have a non-negligible motion along
or across scan. This implies that considering an arbitrary refer-
ence wavelength, the location will not correspond to the same
location in sample space even in spectra of the same source (for
a definition of sample space see Gaia Collaboration 2016b).

The location of the centre of the source, or more precisely
of a reference wavelength in the dispersed image of the source,
can be predicted by extrapolation from the series of source cen-
troids of each of the AF observations that precede the BP/RP
observations in a FoV transit. However, this requires an accurate
knowledge of the geometric calibration of the BP/RP CCDs with
respect to the AF CCDs (and of the satellite attitude).

To calibrate the geometry of the instrument, this prediction
needs to be compared to the actual location of the reference
wavelength in the observed spectra. This is done by selecting a
small fraction of the observed spectra based on a filter in colour
and magnitude, so that we can be confident that we are using
spectra of sources with a similar spectral energy distribution,
where the sample position corresponding to the reference wave-
length will be the same (except for the effect of non-perfect cen-
tring of the window mentioned above) and that we are filtering
observations with a high signal-to-noise ratio. The colour range
adopted is [0.3,0.6] for the calibration of the BP instrument and
[1.3, 1.6] for the calibration of the RP one. These correspond ap-
proximately to spectral types F and K (based on nominal knowl-
edge of the instrument and pre-launch simulations). This colour
selection, in addition to other filters designed to select isolated
spectra and to avoid spectra that are affected by cosmic rays,
yields a sufficient number of calibration spectra. This is of the
order of several hundreds for each calibration unit of the large-
scale component of the AL geometric calibration model which
is the one that is updated most often (every 20 OBMT revolu-
tions or about 5 days for Gaia DR1). The selected spectra are
aligned and used to generate a reference spectrum, which is then
fitted back to each spectrum to evaluate the sample position of
the reference wavelength within the actual sampling. Two refer-
ence spectra are defined for the entire dataset, one for BP and
one for RP.

At this stage, the processing has concentrated on differen-
tial calibrations of the various instrument configurations onto the
same internal reference system. This is then tied to the absolute
system adopting the nominal pre-launch knowledge of the in-
strument. In this simplified schema, it is acceptable to adopt as
the reference wavelength the nominal value which corresponds
to the central sample of a perfectly centred window and to as-
sume that the reference spectrum (being the result of an accu-
mulation over an extremely large number of observed spectra)
will be representative of a perfectly centred spectrum.

The geometric calibration model is defined by the following
components (for more details see Carrasco et al. 2016):

— a large-scale component, computed over a short timescale,
defined by a linear combination of shifted Legendre polyno-
mials describing overall effects of translation, rotation, and
curvature;

— an offset for different gate configurations (relative to the un-
gated case) computed on a longer timescale, taking into con-
sideration the residual effects;

— an offset for different CCD AC stitch blocks, also computed
on a long timescale, taking into account the effects due to
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AL LS geometric model component with time dependence
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Fig. 1. Evolution in time of the zeroth-order coefficients of the large-
scale component of the BP geometric calibration. The units on the ordi-
nate axis are ms (the TDI period is 1 ms). The units on the abscissa axis
are OBMT revolutions (one revolution corresponds to approximately
6 h). The OBMT range covers the entire science acquisition period for
Gaia DR1, i.e. between 25 July 2014 and 16 September 2015. Different
colours are used to indicate different CCD rows (CCD rows 1 to 7 from
red to violet, lighter colours for the preceding field of view, darker ones
for the following field of view). Each large-scale calibration covers a
time range of about 20 revolutions (5 days).

the photolithography process used to manufacture the CCDs
(for more details on the definition of the stitch blocks see
Gaia Collaboration 2016b).

Sudden variations in the values of the calibration coefficients
over time should only take place corresponding to particular
and known satellite events or features/changes in the input data
produced by the upstream systems. Therefore, the main vali-
dation analysis is based on the temporal evolution of the cali-
brations. Figure 1 shows the evolution versus time (in OBMT
revolutions, where one revolution lasts approximately 6 h; see
Gaia Collaboration 2016b) of the zeroth order coefficients in the
large-scale component. Some known events are marked in the
plot using vertical lines (two decontamination activities in dark
green and two refocus activities in blue). As expected, these
significantly affect the calibrations. Decontamination activities
were introduced to mitigate the problem of contamination affect-
ing mirrors and CCDs. During these activities, the mirrors and
CCDs were heated. The decontamination and refocus activities
mainly affect the basic angle, while they seem to have an almost
negligible effect on the relative geometry of AF and BP/RP.

It is interesting to note that the variations following a decon-
tamination seem to take place with some delay. This is likely
due to the fact that data collected just after a decontamination
event are not of sufficient quality to generate an updated AF ge-
ometric calibration, and therefore this update takes place only
once the entire instrument has cooled down sufficiently. Varia-
tions in the level of the BP/RP geometric calibration coefficients
are expected whenever a new geometric calibration for the AF
field comes in place. This occurs because the extrapolation of
the AF centroids to the BP/RP CCDs depends on the AF geo-
metric calibration.

As can be seen from Fig. 1, the large-scale component is very
stable over stretches of nominal operations.

Figure 2 shows the time evolution of the first- and second-
order large-scale coefficients. The colour-coding is the same as
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Fig. 2. Evolution in time of the first- (distributed between 4.5 and 6 ms)
and second-order coeflicients (distributed between —0.5 and 0.5 ms) of
the large-scale component of the BP geometric calibration. The units on
the ordinate axis are ms. The units on the abscissa axis are OBMT rev-
olutions (one revolution corresponds to about 6 h). The OBMT range
covers the entire science acquisition period for Gaia DR1. Colour-
coding is as in Fig. 1.
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Fig. 3. Evolution in time of the gate offset coefficients of the large-scale
component of the BP geometric calibration. The units on the ordinate
axis are ms. The units on the abscissa axis are OBMT revolutions (one
revolution corresponds to about 6 h). The OBMT range covers the entire
science acquisition period for Gaia DR1. Different colours are used to
indicate different gate configurations as indicated by the labels.

in Fig. 1. The second-order coeflicients are always very close
to 0. Both sets of coeflicients are quite stable.

Finally, Fig. 3 shows the offset calibrated for different gate
configurations. The only gates that could be calibrated over the
whole period are Gate09, Gatel1, Gate07, and Gate05. The co-
efficients for Gate05 and Gate(Q7 are quite noisy (the width of
the distribution of the parameter values for these two configura-
tions is 0.22 and 0.14 pixels to be compared with 0.02 obtained
for both Gate(09 and Gatel1). This is due to the small amount of
data available for these calibrations. Time ranges covering about
160 revolutions (40 days) were used for this run of the gate offset
calibration. Longer time ranges could be adopted in future runs
if the calibrations are sufficiently stable.

The final set of coefficients, calibrating small-scale effects
on the scale of CCD AC stitch block, produces offsets that are
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Fig. 4. Stray light discrete maps for BP and
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built with 1D observations (see text for de-
tails). In abscissa is the spin phase and in ordi-
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always below 0.05 pixel in absolute value and are quite stable
(the width of the distribution over time of these parameters is
lower than 0.02 pixels in every calibration unit).

The validation of the geometric calibrations is primarily
based on the analysis of the standard deviation of the single cal-
ibrations. The standard deviation of the zeroth-order parameter
for each single calibration unit, over the 6 months following the
first refocus event, is of the order of 0.06 ms for BP (equivalent
to 0.06 pixel or 0.5 nm in terms of wavelength) and 0.15 ms for
RP (i.e. 0.15 pixel or 1.65 nm in terms of wavelength). Errors of
this size are negligible when computing the spectrum shape co-
efficients used for the photometric calibrations. This is the only
relevant quantity for Gaia DR1 as spectral data is not yet in-
cluded in the release.

It should be noted that systematic errors on the geomet-
ric calibration parameters would not affect the photometric
calibrations as they will simply result in a slightly different
set of SSC bands being used for the definition of the colour
information.

The RP results (not shown in this paper) are equivalent to the
BP ones.

4. Validation of BP/RP stray light calibration

As described in Riello et al. (in prep.) the current implemen-
tation of the background correction takes into account only the
stray light calibration as it is the most important contribution to
the background. As Carrasco et al. (2016) have noted, this cor-
rection of the stray light also includes the smoother component
of the astrophysical background. The stray light is modelled as
a discrete 2D map, obtained by accumulating eight revolutions
of data (corresponding to roughly 2 days). The map coordinates
are the heliotropic coordinate spin phase and the AC coordinate.
The 1D and 2D transits are processed separately because analy-
sis of the data shows that while the structure of the map is very
similar, there is a small offset (still under investigation) between
the two. Since there are many more 1D transits than 2D transits,
they have a much higher weight in the determination of the bin
values, and using a map built with both kinds of observations
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bin. Interpolation is done for these cases. See
Riello et al. (in prep.) for more details.
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Fig. 6. Error distribution (in electron/pixel/s) for the stray light maps
built with 1D observations (colour-coded by CCD row). Top: BP. Bot-
tom: RP.

leads to an overcorrection when removing the background for
the 2D transits. The amplitude of this offset depends on the CCD
and varies between 0 and 2 electron/pixel/s. This does not affect
the photometry because it is calibrated out by creating separate
maps for 1D and 2D windows. In addition, the grid used to build
the maps for 1D and 2D transits are different, with 360 bins in
phase and 20 in AC coordinate in the former and 180 and 15 in
the latter. This allows fewer empty bins for the maps built with
2D transits.

Examples of stray light maps obtained with 1D transits for
BP and RP are shown in Fig. 4, while maps obtained with
2D transits are shown in Fig. 5.

A first validation is done directly by inspecting the map and
looking at the distribution of the errors. The value in a bin is
the median value obtained from all observations contributing to
the bin. The median was chosen instead of the mean to reduce
the effect of outliers caused for instance by cosmic rays or con-
tamination from stars. The error for a bin is calculated as the
median absolute deviation (MAD) associated with the median
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value. Figures 6-8 show the histograms for the stray light map
bin errors, with a histogram bin size of 0.001 (electron/pixel/s).
For the maps obtained with the 1D transits, the distributions are
broadly similar for all CCDs. However, while in RP there is a
close similarity between the rows, in BP there are more differ-
ences; this is explained by the fact that in RP the stray light
features are similar for all CCDs, while in BP the features can
change significantly in shape, position, and strength. For the
maps obtained with the 2D transits, it is evident that there are
two distributions: the first between 0 and 0.05, very similar to
that for 1D transits and the second between 1.35 and 1.4. The
latter is due to the stray light bins with only one measurement,
so that the error in that case is not the error on the median but
the error on that single measurement.

The residuals obtained by subtracting the map from the same
data used to calculate it have also been analysed. Figure 9
shows examples of residual histograms. The histograms were
normalised to the same area to allow a better comparison. The
distribution is well centred around zero, with a different width
for 1D and 2D transits, showing that the model is correct and
that there is no residual trend.

An additional check is the calculation of the scatter of
the residuals, made using an interquartile method used in the
HIPPARCOS mission (ESA 1997) which uses the percentile val-
ues at 15.85 and 84.15% to robustly estimate the standard devia-
tion of the distribution (see also Sect. 9). The scatter is lower for
1D than 2D observations, as shown in Fig. 9 (left panel) where
the value is ~0.053 electron/pixel/s for residuals from 1D obser-
vations, while it is ~0.131 electron/pixel/s for residuals from 2D
observations. This is expected, since for 2D windows the number

|:-RP ROW1 sRP ROW2 nRP ROW3 sRP ROW4 sRP ROWS5 sRP ROW6 :RP ROW7 |

of observations is much lower (about 10% of the number of 1D
windows) and therefore the model is less accurate and the resid-
uals are bigger. The same results apply to RP as well. The worst
case, shown in the right panel of Fig. 9, is when the variations in
the AC and AL directions are quite large, but this is expected as
well since the resolution of the map is not sufficient to reproduce
the rapid variations. Unfortunately, increasing the resolution of
the map is not an option because there is simply not enough data
available to robustly measure the background level. This scat-
ter translates into an error in magnitude which is well below the
expected end-of-mission error: in the worst case, the values are
comparable but it should be noted that the end-of-mission error
is calculated based on the accumulation of the measurements,
while the scatter is calculated on single measurements and will
decrease.

5. Study of LS and SS calibration coefficients

As described in Carrasco et al. (2016), two of the main photo-
metric calibrations are referred to as the large-scale (LS) and
small-scale (SS) calibrations. They can be used for validation in
two ways. The first is used in the validation of the calibrations
themselves, and the second is used in the validation of the pho-
tometry as a whole in the detection of anomalies.

When the calibrations are carried out, the unit-weight stan-
dard deviation of the solution is calculated. This is defined as the
square root of the normalised chi-square (van Leeuwen 2007).
This gives an indication of how well the solution model is able to
remove any systematic effects. In the ideal case, this value should
be around 1.0. However, in these early stages of the mission,
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lines are for the preceding and red for the following FoV calibration
units. The vertical lines represent significant satellite events: scanning
law change (magenta), decontamination (green), and refocussing (blue).

it is not expected that the values found in the solutions would
be close to ideal, either because the calibration model does not
represent the systematics very well or because the quoted er-
rors on the fluxes do not correctly represent the true error (or
both). Figures 10 and 11 show example plots of the standard de-
viation for the large- and small-scale calibrations, respectively.
Where the standard deviation varies from the average value, it
indicates a region where the calibration model is worse at mod-
elling the systematic effects and that a possible improvement or
additional calibration feature is required. In the example of the
large-scale calibration (Fig. 10), the average value of 5.0 implies
that the observed scatter in the data for this configuration will
be 5 times worse than the quoted errors for those periods with a
standard deviation of 5.0. This only affects the individual transit
measurements. It should be noted that the error on the weighted
mean will not be affected by this since the measured scatter has
been accounted for in its calculation (see Carrasco et al. 2016,
for more details).

In the example shown for the large-scale calibration
(Fig. 10), the peaks seen correspond to short periods, sometimes
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Fig. 11. Unit-weight standard deviation of the small-scale calibration as
a function of across-scan position on the CCD for an example calibra-
tion unit. In this case, AF9, Row 7, Window Class 1, No Gate. The red
lines show the locations of the CCD stitch blocks and the green dots
show the location of detected bad columns.

individual calibrations, which indicate problems with the IPD
(see Fabricius et al. 2016, for more details), such as the use of an
incorrect or suboptimal LSF/PSF library. Future processing cy-
cles will use redetermined IPD values for which many of these
features will have been corrected. The period immediately af-
ter the first decontamination (within the period covered by Gaia
DR1) may be problematic owing to the focal plane possibly not
having reached thermal stability. The quality of these few days
is being investigated further. Also seen in this plot is an indica-
tion that the period between the change in the scanning law and
the first decontamination is of a poorer quality for the preced-
ing FoV in comparison to the rest of the Gaia DRI period. It
should be noted that for Gaia DR1, the calibrations are carried
out approximately every day, which is how time variation in the
response function is calibrated.

For the small-scale calibration (Fig. 11), the main features
seen in the standard deviation plots arise from bad columns.
Many of these are confirmed in the CCD health calibrations (see
Fabricius et al. 2016, for more details). In the later stages of the
mission, this information will be used to mask the affected sam-
ples as part of the PSF fit of 2D windows performed by the IPD
process (see Fabricius et al. 2016).
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Fig. 12. Effective zeropoint of the large-scale sensitivity calibration as
a function of time for an example calibration unit. The calibration unit
is the same as in Fig. 10, as are the vertical lines. For this plot the SSC
terms of the calibration model have been combined to form an effective
zeropoint using default colours. This is necessary since there is no zero-
point term in the calibration model. See Carrasco et al. (2016) for more
details.
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Fig. 13. Zeropoint of the small-scale sensitivity calibration as a function
of across-scan position on the CCD for an example calibration unit.
As defined in Carrasco et al. (2016), 1.0 has been subtracted from the
zeropoint. The calibration unit is the same as in Fig. 11. The red lines
show the locations of the CCD stitch blocks and the green dots show
the location of detected bad columns.

Plotting the various calibration coefficients from the solu-
tions as a function of time (LS) and AC position (SS) is also
a good way to identify anomalies and to indicate where further
investigation is required (see Figs. 12 and 13).

The main features seen in the large-scale calibration plots
(Fig. 12) are the changes in the response of the CCD due to
the varying levels of contamination on the mirrors and CCDs.
As the mission progressed, more contaminant was deposited on
the mirrors and CCDs, thus reducing the efficiency of the overall
system. The response is different between the two FoVs; the mir-
rors associated with the following FoV are more highly contam-
inated. As already mentioned in Sect. 3, two decontamination
campaigns were performed during the period covered by Gaia
DRI1. This successfully improved the photometric throughput as
can be seen from Fig. 12. However, the contamination was not
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Fig. 14. Zeropoint of the small-scale sensitivity calibrations as a func-
tion of across-scan position on the CCD (same calibration configuration
as Fig. 11) where the time range of Gaia DR1 has been divided giving
three sets of calibrations. We note the change in the ordinate scale. This
plot was derived from a preparatory processing run (OR5S3).

fully removed and continued to increase with time, albeit at a
reduced rate. It should be noted that some of the spikes seen in
the standard deviation plots (Fig. 10) are also seen in the coeffi-
cient plots (Fig. 12).

The main variation mapped out by the small-scale calibra-
tion is the response as a function of AC position on the CCD
(Fig. 13). This is effectively a 1D flat field. Again, the bad
columns present on the Gaia CCDs can be seen in the zeropoints
of the small-scale calibrations. When combined with the match-
ing standard deviation plot (Fig. 11), this shows that the current
model is not appropriate for these columns. This plot shows also
a small variation in the response at around AC position 300 for
a small number of columns. In this case, there is no correspond-
ing spike in the standard deviation plot indicating that the model
is reasonably correct and that this does represent a genuine re-
sponse variation.

It should be noted that for Gaia DR1, only a single set of
SS calibrations spanning the entire time range was computed in
order to ensure enough calibrators at the bright end of the magni-
tude scale. In order to verify that the SS calibrations are indeed
stable over the entire time range, the period was divided into
three and a set of calibrations was derived for each one. No sig-
nificant variation was seen between the three sets of calibrations
at the level that was required for Gaia DR1 (see Fig. 14). The
variation in this plot, typical for Window Class 1 (13 < G < 16),
was 0.17 mmag as measured by the robust width mentioned
earlier.

6. Convergence of the large-scale calibrations

As described in Carrasco et al. (2016), the photometric system
needs to be established in the initial stages of calibration. This
is done by iterating between the large-scale calibration and de-
termining the reference fluxes using the latest iteration of cali-
brations. In order to show that the system is converging, a form
of convergence metric needs to be used. The one chosen was an
L1 norm and was chosen in preference to the L2 norm since it is
more robust to outliers. The general form of the L1 norm is

jﬁw%mmww, )
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Fig. 15. Convergence metric as a function of iteration for the G-band
Window Class 2 large-scale calibrations. These metrics compare the
large-scale calibrations between two iterations, the one numbered in the
plot and the following one. The exception is the final point which com-
pares the large-scale calibrations at the end of the initial set of iterations
and those done after the small-scale calibrations have been carried out;
see Carrasco et al. (2016) and Riello et al. (in prep.) for more details.

where p; corresponds to the calibration factor for the ith iteration
and x the singular parameters of a source. If this integral is car-
ried out over a representative range of parameter space, the norm
represents the typical change in the calibration factors when go-
ing from one iteration to the next. In this analysis, this was done
by using the singular parameters (e.g. colour) of about 1000 ran-
domly selected sources. The overall metric used was the median
value of the norms for the calibrations considered.

Figure 15 shows the convergence metric for the G-band Win-
dow Class 2 calibrations (G > 16). The final data point shows
the difference between the final LS calibrations of the iteration
stage and the LS calibrations performed after the SS calibra-
tions have been carried out. It can be seen that the photomet-
ric system converges very well. After five iterations were carried
out, it was decided to stop the initialisation process consider-
ing that the changes had reached the mmag level. In future re-
leases, further iterations will be carried out to improve on this
performance.

7. Analysis of accumulation data

As described in Carrasco et al. (2016), the data for each source
is accumulated and various statistics gathered. Figure 16 shows
the distribution of the number of G-band CCD transits for
each source analysed. To remove most of the spurious detec-
tions made by Gaia, which are mainly around bright sources,
the validation analysis has a lower cut-off of 30 CCD transits
(roughly corresponding to 3 FoV transits) as seen in this his-
togram. Because they are spurious, such detections are unlikely
to be matched with other observations (see the section on cross-
matches in Fabricius et al. 2016) and such “sources” will thus
have low numbers of CCD transits accumulated. The average
number of G-band CCD transits for Gaia DR1 is just under 100
(with mean and median equal to 97 and 79, respectively) which
corresponds to about 10 FoV transits. The spread in the number
of observations is due to the scanning law, and some sources will
have significantly more observations than the average.
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Fig. 16. Distribution of the number of G-band CCD transits for each
source analysed.

The distribution of quoted error on the weighted mean' as

a function of magnitude shown in van Leeuwen et al. (2017)
cannot be compared with expectations because each source has
a different number of observations. Figure 17 shows the same
analysis, but is restricted to those sources with between 90 and
110 CCD transits. The results for these sources can then be com-
pared with predictions for Ny,s = 100 using the formulation
given in Jordi et al. (2010). The lower line (green) gives the ex-
pected errors for a nominal mission and no calibration errors.
The zig-zag variation at G < 12 shows the effect of gating which
changes the effective exposure time of the observations. Adding
a 3 mmag calibration error to this formulation shows the general
level of calibration that has been achieved for Gaia DR1.

Further features can be seen in this figure.

At the faint end, the main difference between the nominal
and current mission is the increased stray light level which leads
to poorer performance than expected. This cannot be calibrated
out since it is purely an increase in the noise level.

The jumps at approximately G = 13 and G = 16 are due to
changes in the window Class which affect the IPD algorithm and
the number of pixels present in the image window. It should be
noted that they do not occur exactly at these magnitudes since
the plots are made with calibrated photometry, which is different
to the on-board magnitude estimates that were used to determine
the configurations (gate and window class) for each observation.

The increase in error seen at G = 16 is linked to the change in
the size of the window configuration. In the range 16 < G < 17,
a limit is reached in the accuracy, probably caused by IPD issues.

At G = 13, the window Class changes from 1D to 2D win-
dows for the brighter transits and the IPD algorithm therefore
changes (Fabricius et al. 2016). The greatest effect is that an AC
LSF component is needed in the fitting. At this early stage of
the mission, the best AC LSF to use is not very sophisticated
and does not include colour or AC velocity dependencies. Al-
though the colour will remain the same for each observation for
most sources, the AC velocity will not. This means that an ad-
ditional noise is introduced into the flux determination. More-
over, at this point the effect of flux loss affects observations
fainter than G = 13. When initialising the photometric system
from raw observations, care must be taken to make sure that

' The quoted error on the weighted mean includes a contribution from

the measured scatter and thus accounts for any underestimation of the
errors on the individual transits. See the section on the “Reference pho-
tometry update” in Carrasco et al. (2016).
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Fig. 17. Distribution of error on the weighted mean G-value as a func-
tion of magnitude. The orange line shows the mode of the distribution.
This plot is restricted to all sources with between 90 and 110 CCD tran-
sits. The green line shows the expected errors for sources with 100 CCD
transits and for a nominal mission with perfect calibrations. The red line
shows the same error function, but with a calibration error of 3 mmag
added in quadrature to the individual observations. The dashed black
line has a slope of 0.4 and indicates that the faint end is sky domi-
nated. The distribution has been normalised along the magnitude axis,
i.e. scaled so that each magnitude bin has the same number of sources in
order to show features along the whole magnitude range. The greyscale
is linear.

discontinuities are not introduced into the system. This is de-
scribed further in Sect. 4 in Carrasco et al. (2016). If there are
problems with this calibration, then a larger scatter will be seen
for sources around this magnitude.

At the bright end some of the increased scatter is caused by
saturation. Setting the gate configuration at the time of observa-
tion should remove most of the saturation by changing the ef-
fective exposure time; however, the accuracy of the on-board
determination of the source magnitude, which determines the
gate configuration, is poor (about 0.3 mag) at the bright end
(Gaia Collaboration 2016b). This means that some observations
are carried out with a gate configuration that does not eliminate
saturation. While some masking of saturated pixels is carried
out by the IPD, the calibration library used for this purpose is
an early version from the commissioning period which only ac-
counts for numerical saturation. Updates of this library will be
in place for the next release.

The other variations at the bright end are also caused by the
different gate configurations being set. This changes the effective
exposure time for each observation which alters the amount of
smearing caused by the AC velocity. The amount of additional
noise seen will depend on the AC LSF selected. At this stage of
the mission, no variation in the AC LSF is made as a function of
AC velocity (Fabricius et al. 2016).

From the accumulated data for each source, a P-value can
be calculated from the y? of the weighted mean flux calcula-
tion. This is defined as the probability that the transits that have
been used in forming the weighted mean flux for each source are
normally distributed about the mean according to their quoted
errors, i.e. there is no additional source of noise, for example
source variability.

The P-values can be calculated using the equation
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Fig. 18. P-value distribution for Ggp for the Gaia DR1 sources.

where Q is an incomplete gamma function (Press et al. 1993)
and n the number of CCD transits.

If the quoted errors are accurate and representative, this is a
very good way of detecting variability. However, this is not the
case with the current G-band data and the quoted errors from the
IPD do not account for model inaccuracies, such as using an LSF
that is too simple in the IPD fit. This means that the CCD-level
transits would be seen as having an underestimated quoted error.
A consequence of this underestimation is that almost all sources
have a G-band P-value of 0.0 and are seen as variable. Although
no direct rescaling of the individual photometric errors is carried
out for Gaia DRI, the calculation of the error on the weighted
mean flux does take into account the scatter of the data and thus
this error is realistic.

The situation is different for Ggp and Grp since the flux de-
termination is carried out using a simple integration rather than
a model fit (Carrasco et al. 2016). The errors here have contribu-
tions from photon noise, background determination, and the ge-
ometric and differential dispersion calibrations. As can be seen
from Fig. 18, the main feature in the P-value distribution for
Grp is the peak at 0.0, which either indicates variability or that
the calibration model is not well matched to the data for these
sources. The significant flat distribution between 0.0 and 1.0 in-
dicates that the quoted errors are realistic. No such flat distribu-
tion was seen in the equivalent G-band analysis.

8. Analysis of the residuals

A detailed analysis of the residuals allows us to validate the cor-
rectness of the calibration models by showing that there are no
systematic dependencies left from the calibration parameters af-
ter the application of the calibrations. In this case residuals are
computed as the difference between the calibrated epoch magni-
tude and the reference magnitude for each source.

Each calibration unit is calibrated independently and there-
fore will naturally have residuals centred on zero. We have anal-
ysed residual distributions for all CCDs in various magnitude
ranges, and indeed cannot see significant differences.

In particular, residuals do not show any significant depen-
dency on the calibration parameter AC coordinate. Figure 19
shows one such distribution (for the case of the AF1 CCDs
and for the window Class configuration nominally assigned to
sources with magnitude 13 < G < 16). This is representative of
similar distributions in other locations on the focal plane.
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Fig. 19. Distribution of photometric residuals against the AC coordinate
for all data in AF1 CCDs and Window Class 1 (assigned to sources with
magnitude 13 < G < 16 as estimated on board).
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Fig. 20. Distribution of photometric residuals in time for all data in AF1
CCDs and Window Class 1 (assigned to sources with magnitude in the
range 13 < G < 16 as estimated on board). The time is given in OBMT
revolutions (one revolution corresponds to approximately 6 h). Vertical
solid red lines mark the occurrences of decontamination activities, while
dashed lines correspond to refocus events.

In Fig. 20 the distribution in time of the residuals for the
same CCDs and magnitude range used in Fig. 19 shows a non-
Gaussian distribution of the residuals for the EPSL period where
the data was heavily affected by contamination and poor LSF
calibrations. From the first decontamination (marked by the first
continuous vertical red line) onwards there is no sign of system-
atic problems in the residual distribution.

A sky map of the median photometric residual (as shown in
Fig. 21 for the same set of observations used in other residual
plots in this section) indicates that there are some areas of the
sky and in particular some satellite scans that were not properly
calibrated at the 0.01 mag level in the worst cases.

9. Analysis of data for mainly constant sources

One of the best ways of verifying the accuracy of the photometry
is to carry out an analysis of constant sources. This makes the
assumption that there is a population of non-variable sources and
that they can be selected such that they do not bias the results.
Various studies using HIPPARCOS and Kepler data have shown
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Fig. 21. Distribution of the median photometric residual in the sky for
all data in AF1 CCDs and Window Class 1 (assigned to sources with
magnitude in the range 13 < G < 16 as estimated on board). The map
is shown using equatorial coordinates in Mollweide projection.

that all stars are variable at some level, but this is at a very low
level (Ciardi et al. 2011; Eyer & Grenon 1997).

Given a selection of constant sources, by measuring their ob-
served scatter the accuracy of the photometry can be assessed
and compared to expectations. For constant sources, the scatter
is caused by the two factors affecting the accuracy of the pho-
tometry, random noise and calibration error. Because all sources
are variable to some extent, the measured scatter will have a nat-
ural minimum value. Ciardi et al. (2011) showed that this was at
the mmag level, but quite complicated in its dependency on stel-
lar type. Since this gives a minimum value in a similar way to
that of an unknown calibration error, it is very difficult to distin-
guish between the two. Comparisons between the results in G,
Ggp, and Ggp can provide some information that can be helpful
in distinguishing between the intrinsic variability of all sources
and the calibration noise.

In the main part of the analysis of the photometry of these
sources, a robust estimate of the scatter is made using the in-
terquartile method mentioned earlier to estimate the standard de-
viation of the distribution. This is unaffected by photometric out-
liers which are likely to be present in this early reduction of the
data.

As mentioned, care must be taken in selecting the constant
sources. If the same scatter is used to exclude variables and to es-
timate the photometric accuracy, then the measured distribution
will be biassed and narrower than it truly is. In order to avoid
this bias, it was decided that the analysis would be carried out
on all sources since the majority of sources (>90%) do not have
large amounts of variability (Eyer & Grenon 1997).

This particular analysis is restricted to sources in the most
observed sky regions (which have a mean of about 300 CCD
transits). In general, this restricts the sources to the ecliptic poles
and the areas around ecliptic latitude +45° or —45°. These are
areas that have been observed more often due to the scanning law
of Gaia. A further random selection was carried out to reduce
the number of faint sources such that there was a relatively flat
distribution across the magnitude range.

Figure 22 shows the results from this analysis for the
G band as a function of magnitude. Also shown in this plot
are the expected accuracies as derived from the equations given
in Jordi et al. (2010). The discontinuities are due to different
observing configurations such as gates and window class, which
are controlled as a function of magnitude as measured on board
the satellite (Fabricius et al. 2016). Between G = 16 and 17,


http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201629241&pdf_id=19
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201629241&pdf_id=20
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201629241&pdf_id=21

D. W. Evans et al.: Gaia Data Release 1

Observed scatter in CCD transits

13
0.1 g
- 0.01
g
x o
@ |
0,001
0.00013
000005 6 7 B 9 1011 121314151617 18 19 20 21

G mag
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Fig. 23. As Fig. 22, but for Ggp.

there seems to be a plateau in the scatter distribution pointing to
a possible accuracy limit. For sources brighter than G = 16, ad-
ditional samples are transmitted by Gaia, the accuracy improves
and is closer to the expected values. Other features can be seen
at the bright end and are consistent with the features seen in the
results from the accumulations (see Fig. 17). The plot in Fig. 22
shows the scatter on CCD transits, while Fig. 17 shows the error
on the weighted mean for sources with about 100 CCD transits
and thus accounts for the factor of 10 difference between them.

Toward faint magnitudes, the distribution of the data seems
to follow sky-dominated Poisson statistics at a level higher than
expected. This is probably due to residual problems related to
the stray light calibration for the G-band measurements. Results
at the faint end for BP and RP (see Figs. 23 and 24) show a much
better agreement with the expectations, thus confirming that the
stray light calibration has successfully removed the effect of this
additional background component on the integrated BP and RP
photometry. It is worth reminding the reader that the G-band data
enters the photometric calibration process in the form of image
parameters, where the background calibration has already been
computed and applied upstream (Fabricius et al. 2016), while for
BP and RP the raw data is used.
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Fig. 24. As Fig. 22, but for Ggp.
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Fig. 25. Unit-weight variance as a function of magnitude for G.

Figure 22 also shows the expected accuracies as given on
the Gaia scientific performance web page”. These values reach
a limiting accuracy at the bright end and are due to assuming a
calibration error of 30 mmag. From this plot, it can be seen that
a better performance has already been achieved and the limiting
accuracy is about 3 mmag. This is still higher than the expected
accuracy due to photon noise and it is foreseen that the perfor-
mance will improve in future data releases as a better IPD is
carried out and more complexity is added to the calibrations.

Figures 23 and 24 show the results for Ggp and Ggp. The
limiting accuracies reached for these passbands are 3—4 mmag,
similar to the G-band value. It should also be noted that these
passbands are less affected at the bright end by saturation effects.

An analysis that can be done on the same sample of sources
to validate the errors estimated by the IPD (Fabricius et al. 2016)
is to investigate the unit-weight variance (Fig. 25). In this case,
the variance or scatter is calculated with respect to the quoted
error for each observation. The expected distribution should be
centred around 1.0. This is not the case for this sample of sources
as can be seen from Fig. 25. Large unit-weight variances can be
due to variability of the source, uncalibrated systematics, or un-
derestimated quoted errors. Results from previous analyses, in
which comparisons were carried out with respect to expected

2 http://www.cosmos.esa.int/web/gaia/
science-performance#photometric¥%20performance
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Fig. 26. Comparisons with respect to the external photometric catalogues: Tycho 2, CMC15, APASS, SDSS. The comparisons were carried out
with respect to the »’ passbands in all cases except for the Tycho comparison where the V passband was used. The green and black lines show
respectively the median and one sigma points of the residual distributions. The greyscale is linear.

accuracies, show that there is not much additional scatter (due to
variability or uncalibrated systematics). Therefore, we conclude
that the quoted errors on the CCD-level transits are underesti-
mated. It is expected that this will improve with later IPD re-
sults in future processing cycles thanks to a better determination
of the LSFs. However, the issue may not be fully resolved for the
very brightest sources.

10. Comparisons with external catalogues

Another way of validating results is to compare the data with
other catalogues. The implied assumption with this approach is
that the external catalogue is more reliable in some way than the
data under test. For Gaia, this is usually not the case. The ac-
curacy expected from the photometry will be much better than
most external catalogues. Most of these catalogues will also not
be all-sky and will contain systematic errors of some sort. An-
other issue that complicates comparisons is that the angular res-
olution for Gaia is much better than seen in any ground-based
catalogue. This will cause many outliers when comparing areas
of high source density such as the Galactic plane. For this reason,
sources with || < 10° are excluded from this analysis.
Comparisons have been done with respect to the follow-
ing external photometric catalogues: Tycho 2 (Hgg et al. 2000),
CMC15 (Muiios & Evans 2014), APASS (Henden et al. 2015),
and SDSS DRI12 (Alametal. 2015). The results of these
comparisons are shown in Fig. 26. In order to perform such com-
parisons, the passband of the external catalogue needs to be con-
verted to the one used by Gaia. This is complicated by issues
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of absorption and luminosity class. This problem is avoided by
restricting the colour range of the comparison and by position-
ing this narrow range such that the difference between G and
the passband being compared is constant, thus making a direct
comparison possible. The range also has to be selected such that
there is a reasonable population of sources present to analyse. In
this comparison, the range chosen was 1.0 < Ggp — Ggrp < 1.2.
A single zeropoint offset is then determined for each catalogue
to facilitate comparison.

The analysis of the distribution widths of these comparisons
to validate the quoted errors is unreliable and difficult to inter-
pret; the quoted errors of the external catalogues often refer to
different magnitude ranges than the ones where the comparison
distributions are narrowest. The quoted errors on the external
catalogue are reasonably close to the minimum standard devia-
tion in the comparisons, but no firm conclusions can be drawn
from this.

The four catalogues chosen cover different magnitude
ranges. The most useful catalogues to use are CMC15 and
APASS since they approximately cover the same magnitude
range and are of similar accuracies. When anomalies are seen
in the comparisons, it is difficult to assess whether the prob-
lem lies in the Gaia photometry or in the external catalogue. If
an anomaly is seen in more than one external catalogue com-
parison, it is likely that the issue is with the Gaia photomet-
ric results. This is especially the case if a plausible cause can
be found. During the early reductions of the data, a jump was
found at G = 13 in both these comparisons which corresponds
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Fig. 27. Sky distribution of the median zeropoint between the Gaia and SDSS photometric catalogues. The comparison is limited to sources fainter
than G = 15 and to sources in the colour range 0.8 < g —r < 1.1. The empirical photometric transformations from van Leeuwen et al. (2017) have
been used to estimate G magnitudes from g and r. The entire sky in equatorial coordinates is shown on the left, while the plot on the right shows a
3D view centred on the large area outside the Galactic plane covered by SDSS.

to a window class change in Gaia. This anomaly was dealt with
by the Gate/Window Class link calibrations. See Carrasco et al.
(2016) for more details. The plots in Fig. 26 show that this issue
has been resolved.

These two comparisons also show one of the problems linked
with this type of analysis. At the bright end of the CMC15 com-
parison there seems to be a magnitude term. Since this is not
seen in the APASS results, this difference is likely to be in the
CMCI15 photometry. A reason for this deviation could be the
asymmetrical images that occur away from the equator and that
might cause problems for the isophotal corrections carried out in
this catalogue (Evans et al. 2002). However, the bump of order
0.01 mag at G = 11 is likely to be in the Gaia data and might be
caused by saturated images (also see Sect. 7).

Although the accuracy of the Tycho 2 photometry is much
worse than that of Gaia, a comparison with that catalogue is
useful as it covers the brighter sources and shows rather good
linearity. The SDSS comparison checks the fainter end of the
magnitude range and shows that there are no large-scale anoma-
lies. The slightly positive differences at the faint end can be real
trends or can be incompleteness of the Gaia data due to the
magnitude detection threshold. It should be noted that the SDSS
comparison is limited to levels fainter than G = 15 owing to
saturation effects in the SDSS photometry (York et al. 2000).

A plot of the sky distribution of the magnitude zeropoint be-
tween the Gaia and SDSS catalogues is shown in Fig. 27. In
order to have a good coverage of the regions of the sky ob-
served by SDSS, the selection in colour has been relaxed to
0.8 < g —r < 1.1 and the empirical photometric transformations
from van Leeuwen et al. (2017) have been applied to minimise
the colour effects. Figure 27 shows the entire sky in equatorial
coordinates in Hammer-Aitoff projection (left) and a view of the
large area outside the Galactic plane covered by SDSS (right).
The Galactic plane stands out with larger differences between
the Gaia and SDSS magnitudes. Outside the Galactic plane the
most prominent feature is the SDSS scanning pattern thus show-
ing that the SDSS photometry dominates the error budget.

11. Conclusions

This paper has described the internal validation investigations
on the photometry carried out for the first Gaia data release.
Although only G-band photometry is present in Gaia DRI,
some validation of the Ggp and Ggp photometry is shown since
it is used in some of the G-band calibrations. In general, the

photometric calibrations have been carried out to the 34 mmag
level, but there are systematics at the 10 mmag level at G = 11.
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Appendix A: Nomenclature

A&A 600, A51 (2017)

Table A.1. Below, we give a list of acronyms and useful concepts used in this paper.

Acronym

Description

AC

ACtross scan: direction on the focal plane per-
pendicular to the scan direction

AF

Astrometric Field: the 62 astrometric CCDs
on the focal plane

APASS

AAVSO Photometric All-Sky Survey

BP

Blue Photometer: the system containing the
blue dispersion prism. Also refers to the as-
sociated CCDs

CCD

Charge-coupled Device

CCD transit

Transit of a source across a single CCD

CMCI15

Carlsberg Meridian Catalogue, Number 15

EPSL

Ecliptic Pole Scanning Law: the scanning law
of the satellite, where it is pointing as a func-
tion of time, during the first month of obser-
vations. See Gaia Collaboration (2016b) for
more details on the various scanning laws of
Gaia

ESA

European Space Agency

FoV

Field of View: one of the two pointing
directions of the satellite telescopes. See
(Gaia Collaboration 2016b) for more informa-
tion regarding the structure of Gaia

FoV transit

Field-of-view transit, the complete transit of a
source across the focal plane

IPD

Image Parameter Determination: the task
that generates the fluxes that are calibrated
as described in Carrasco et al. (2016). This
task also generates the raw astrometry. See
Fabricius et al. (2016) for more details

LS

Large-scale: usually referred to in the context
of the relevant photometric calibration

LSF

Line Spread Function

OBMT

On-board Mission Timeline: the timescale
usually used when referring to time in
the Gaia context. This scale is defined in
Gaia Collaboration (2016b)

RP

Red Photometer: the system containing the
red dispersion prism. Also refers to the asso-
ciated CCDs

SDSS

Sloan Digital Sky Survey

SS

Small-scale: usually referred to in the context
of the relevant photometric calibration

SSC

Spectrum Shape Coefficient: equivalent of
a medium-band colour. These are defined in
Carrasco et al. (2016)

TDI

Time-delayed Integration (CCD)
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