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Abstract—In autonomous mobile ad hoc networks, nodes belong to different authorities and pursue different goals; therefore,

cooperation among them cannot be taken for granted. Meanwhile, some nodes may be malicious, whose objective is to damage the

network. In this paper, we present a joint analysis of cooperation stimulation and security in autonomous mobile ad hoc networks under

a game theoretic framework. We first investigate a simple yet illuminating two-player packet forwarding game and derive the optimal

and cheat-proof packet forwarding strategies. We then investigate the secure routing and packet forwarding game for autonomous

ad hoc networks in noisy and hostile environments and derive a set of reputation-based cheat-proof and attack-resistant cooperation

stimulation strategies. When analyzing the cooperation strategies, besides Nash equilibrium, other optimality criteria, such as Pareto

optimality, subgame perfection, fairness, and cheat-proofing, have also been considered. Both analysis and simulation studies have

shown that the proposed strategies can effectively stimulate cooperation among selfish nodes in autonomous mobile ad hoc networks

under noise and attacks, and the damage that can be caused by attackers is bounded and limited.

Index Terms—Autonomous mobile ad hoc networks, security, cooperation stimulation, game theory.
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1 INTRODUCTION

Amobile ad hoc network is a group of mobile nodes that do
not require a fixed network infrastructure in which

nodes can communicate with each other out of their direct
transmission ranges through cooperatively forwarding
packets. In traditional emergency or military applications,
nodes in a mobile ad hoc network usually work in a fully
cooperative way. Recently, emerging applications of mobile
ad hoc networks have also been envisioned in civilian usage
[1], where nodes typically do not belong to the same
authority and may not pursue common goals. Conse-
quently, fully cooperative behaviors, such as uncondition-
ally forwarding packets for each other, cannot be taken for
granted. On the contrary, in order to save limited resources,
nodes tend to be “selfish.” We refer to such networks as
autonomous mobile ad hoc networks.

Before ad hoc networks can be successfully deployed in
an autonomous way, however, the issue of node cooperation
must be resolved first. In the literature, many schemes have
been proposed to stimulate node cooperation in ad hoc
networks [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13],
[14], [15], [16]. One way to stimulate cooperation among
selfish nodes is to use payment-based methods, such as
those proposed in [2], [3], [4], [5], [6]. Although these
schemes can effectively stimulate cooperation among selfish
nodes, the requirement of tamper-proof hardware or central
billing services greatly limits their potential applications.

Another way to stimulate cooperation among selfish
nodes is to use reputation-based methods with necessary
monitoring [7], [8], [9], [10]. In [7], a reputation-based
system was proposed to mitigate nodes’ misbehavior,
where each node launches a “watchdog” to monitor its
neighbors’ packet forwarding activities. Following [7], Core
was proposed to enforce cooperation among selfish nodes
[8] and CONFIDANT was proposed to detect and isolate
misbehaving nodes and, thus, make it unattractive to deny
cooperation [9]. Recently, ARCS was proposed to simulta-
neously stimulate cooperation among selfish nodes and
defend against various attacks [10]. Meanwhile, efforts have
also been made toward mathematically analyzing coopera-
tion in autonomous ad hoc networks in a game theoretic
framework, such as [11], [12], [13], [14], [15], [16].

In this paper, we also focus on designing reputation-
based cooperation stimulation strategies for autonomous
mobile ad hoc networks under a game theoretic framework.
However, there are several major differences to distinguish
our work from the existing work, such as [11], [12], [13], [14],
[15], [16]. First, instead of focusing only on selfish behavior,
in our analysis, the effect of possible malicious behavior has
also been incorporated. Second, we have addressed these
issues under more realistic scenarios by considering error-
prone communication channels, while most existing co-
operation schemes can only work well in ideal environ-
ments. Third, we have also fully explored possible cheating
behavior and derived cheat-proof strategies, while most
existing work require nodes to honestly report their private
information. Fourth, in our analysis, besides Nash equili-
brium, other optimality criteria, such as Pareto optimality,
cheat-proofing, and fairness, have also been applied.

We first studied a simple yet illuminating two-player
packet forwarding game and investigated the Nash equili-
bria. Since this game usually has multiple equilibria, we
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then investigated how to apply extra optimality criteria,
such as subgame perfection, Pareto optimality, fairness, and
cheat-proofing, to further refine the obtained Nash equili-
brium solutions. Finally, a unique Nash equilibrium
solution is derived which suggests that a node should not
help its opponent more than its opponent has helped it. The
analysis is then extended to handle multinode scenarios in
noisy and hostile environments by modeling the dynamic
interactions between nodes as secure routing and packet
forwarding games. By taking into consideration the
difference between the two-node case and multinode case,
we have also derived attack-resistant and cheat-proof
cooperation stimulation strategies for autonomous mobile
ad hoc networks. Both analysis and simulation studies have
shown that the proposed strategies can effectively stimulate
cooperation under noise and attacks, and the damage that
can be caused by attackers is bounded and limited.

The rest of this paper is organized as follows: Section 2
studies the two-player packet forwarding game. Section 3
investigates the secure routing and packet forwarding game
for autonomous ad hoc networks in noisy and hostile
environments. In Section 4, extensive simulations have been
conducted to evaluate the performance of the proposed
strategies under various scenarios. Finally, Section 5
concludes this paper.

2 OPTIMAL STRATEGIES IN A TWO-PLAYER

PACKET FORWARDING GAME

2.1 Game Model

In this paper, we focus on the most basic networking
function, namely, packet forwarding. We first study a
simple yet illuminating two-player packet forwarding
game. In this game, there are two players, denoted by
N ¼ f1; 2g. Each player needs its opponent to forward a
certain number of packets in each stage. For each player i,
the cost to forward a packet is ci, and the gain it can get for
each packet that its opponent has forwarded for it is gi. To
simplify our illustration, we assume that all packets have
the same size. Here, the cost can be the consumed energy
and the gain is usually application-specific. It is reasonable
to assume that gi � ci and there exists a cmax with ci � cmax.
Let Bi be the number of packets that player i will request its
opponent to forward in each stage. Here, Bi, ci, and gi are
player i’s private information, which is not known to its
opponents unless player i reports them (either honestly or
dishonestly).

In each stage, let A1 ¼ f0; 1; . . . ; B2g denote the set of
actions that player 1 can take and let A2 ¼ f0; 1; . . . ; B1g
denote the set of actions that player 2 can take. That is,
ai 2 Ai denotes that player i will forward ai packets for its
opponent in this stage. We refer to an action profile a ¼
ða1; a2Þ as an outcome and denote the setA1 �A2 of outcomes
by A. Then, in each stage, players’ payoffs are calculated as
follows, provided the action profile a being taken:

u1ðaÞ ¼ a2 � g1 � a1 � c1; ð1Þ
u2ðaÞ ¼ a1 � g2 � a2 � c2: ð2Þ

That is, the payoff of a player is the difference between
the total gain it obtained with the help of its opponent
and the total cost it spent to help its opponent. We refer to
uðaÞ ¼ ðu1ðaÞ; u2ðaÞÞ as the payoff profile associated with
the action profile a.

It is easy to check that, if this game will only be played
for one time, the only Nash equilibrium (NE) is a� ¼ ð0; 0Þ.
According to the backward induction principle [17], this is
also true when the stage game will be played for finite
times with game termination time known to both players.
Therefore, in such scenarios, for each player, its only
optimal strategy is to always play noncooperatively.

However, in most situations, these two players may
interact many times and no one can know exactly when its
opponent will quit the game. Next, we show that, under a
more realistic setting, besides the noncooperative strategy,
cooperative strategies can also be obtained. LetG denote the
repeated version of the above one-stage packet forwarding
game. Let si denote player i’s behavior strategy, and let
s ¼ ðs1; s2Þ denote the strategy profile. Next, we consider
the following two utility functions:

UiðsÞ ¼ lim
T!1

1

T

X

T

t¼0

uiðsÞ; Uiðs; �Þ ¼ ð1� �Þ
X

1

t¼0

�tuiðsÞ: ð3Þ

Utility function UiðsÞ can be used when the game will be
played for infinite times and the discounted version Uiðs; �Þ
can be used when the game will be played for finite times,
but no one knows the exact termination time. Here, the
discount factor � (with 0 < � < 1) characterizes each
player’s expected playing time. Since, in general, the
results obtained based on UiðsÞ can also be applied to the
scenarios when Uiðs; �Þ is used as long as � approaches 1, in
this section, we will mainly focus on UiðsÞ.

Now, we analyze possible NE for the game Gwith utility
function UiðsÞ. According to the Folk theorem [17], for every
feasible and enforceable payoff profile, there exists at least
one NE to achieve it, where the set of feasible payoff profiles
for the above game is

V0 ¼ convex hullfv j 9a 2 A with uðaÞ ¼ vg ð4Þ

and the set of enforceable payoff profiles, denoted by V1, is

V1 ¼fv j v 2 V0 and 8i : vi � vi;

where vi ¼ min
a�i2A�i

max
ai2Ai

uiða�i; aiÞg: ð5Þ

Fig. 1 depicts these sets for the game with B1 ¼ 1 and
B2 ¼ 2, where the vertical axis denotes player 1’s payoff
and the horizontal axis denotes player 2’s payoff. The
payoff profiles inside the convex hull of

fð0; 0Þ; ðg1;�c2Þ; ðg1 � 2c1; 2g2 � c2Þ; ð�2c1; 2g2Þg
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(including the boundaries) are the set of feasible payoff
profiles V0; the set of payoff profiles inside the shading area
(including the boundaries) are the set of feasible and
enforceable payoff profiles V1. We can easily check that, as
long as g1g2 > c1c2, there exists an infinite number of NE. To
simplify our illustration, in this paper, we will use x ¼
ðx1; x2Þ to denote the set of NE strategies corresponding to
the enforceable payoff profile ðx2g1 � x1c1; x1g2 � x2c2Þ.

2.2 Nash Equilibrium Refinements

Based on the above analysis, we can see that the infinitely
repeated game G may have an infinite number of NE. It is
also easy to check that not all the obtained NE payoff
profiles are simultaneously acceptable to both players. For
example, the payoff profile ð0; 0Þwill not be acceptable from
both players’ point of view if they are rational. Next, we
show how to perform equilibrium refinement, that is, how to
introduce new optimality criteria to eliminate those NE
solutions which are less rational, less robust, or less likely.
Specifically, the following optimality criteria will be
considered: Pareto optimality, subgame perfection, proportional
fairness, and absolute fairness.

2.2.1 Subgame Perfection

Our first step toward refining the NE solutions is to rule out
those empty threats based on more credible punishments,
known as subgame perfect equilibrium. According to the
perfect Folk theorem [17], every strictly enforceable payoff
profile v 2 V2 is a subgame perfect equilibrium payoff
profile of the game G, where

V2 ¼fv j v 2 V0 and 8i : vi > vi;

where vi ¼ min
a�i2A�i

max
ai2Ai

uiða�i; aiÞg: ð6Þ

That is, after applying the criterion of subgame perfection,
only a small set of NE are removed.

2.2.2 Pareto Optimality

Our second step toward refining the set of NE solutions is
to apply the criterion of Pareto optimality.1 It is easy to check
that only those payoff profiles lying on the boundary of the
set V0 could be Pareto optimal. Let V3 denote the subset of
feasible payoff profiles which are also Pareto optimal. For
the case depicted in Fig. 1, V3 is the set of payoff profiles
which lie on the segment between ðg1;�c2Þ and ðg1 �
2c1; 2g2 � c2Þ and on the segment between ðg1 � 2c1; 2g2 �
c2Þ and ð�2c1; 2g2Þ. After applying the criterion of Pareto
optimality, although a large portion of NE have been
removed from the feasible set, there still exist an infinite
number of NE. Let V4 ¼ V3 \ V2.

2.2.3 Proportional Fairness

Next, we try to further refine the solution set based on the
criterion of proportional fairness. Here, a payoff profile is
proportionally fair if U1ðsÞU2ðsÞ can be maximized, which
can be achieved by maximizing u1ðsÞu2ðsÞ in each stage.
Then, we can reduce the solution set V4 to a unique point as
follows:

x� ¼

c2
g2
þg1

c1

2
B1; B1

� �

if B1

B2
< 2

c2
g2
þg1

c1

ðB2; B1Þ if 2
c2
g2
þg1

c1

� B1

B2
�

c1
g1
þg2

c2

2

ðB2;
c1
g1
þg2

c2

2
B2Þ if B1

B2
>

c2
g2
þg1

c1

2
:

8

>

>

>

>

>

<

>

>

>

>

>

:

ð7Þ

2.2.4 Absolute Fairness

In many situations, absolute fairness is also an important
criterion. We first consider absolute fairness in payoff, which
refers to the fact that the payoff of these two players should
be equal. Then, we can reduce the solution set V4 to a
unique point as follows:

x� ¼
g1þc2
g2þc1

B1; B1

� �

if B1

B2
� g2þc1

g1þc2
;

B2;
g2þc1
g1þc2

B2

� �

if B1

B2
� g2þc1

g1þc2
:

8

<

:

ð8Þ

Another similar criterion is absolute fairness in cost, which
refers to the fact that the cost incurred to both players
should be equal. Then, we can also reduce the solution set
V4 to a unique point as follows:

x� ¼
c2
c1
B1; B1

� �

if B1

B2
� c1

c2
;

B2;
c1
c2
B2

� �

if B1

B2
� c1

c2
:

8

<

:

ð9Þ

2.3 Optimal and Cheat-Proof Packet Forwarding
Strategies

In Section 2.2, we have obtained several unique solutions
after applying different optimality criteria to refine the
original solutions. However, all these solutions involve
some private information reported by each selfish player.
Due to players’ selfishness, honestly reporting private
information cannot be taken for granted and players may
tend to cheat whenever they believe cheating can increase
their payoffs. In this paper, we refer to a NE as cheat-proof if
no player can further increase its payoff by revealing false
private information to its opponents. In the Appendix, we
have examined the three solutions (7), (8), and (9). The
analysis shows that none of them is cheat-proof with respect
to the private information ci and gi. Since all these unique
solutions are strongly Pareto optimal, the increase of its
opponent’s payoff will lead to the decrease of its own
payoff. Therefore, players have no incentive to honestly
report their private information. On the contrary, they will
cheat whenever cheating can increase their payoff.

What is the consequence if both players will cheat with
respect to ci and gi? Let us first examine the solution (7).
In this case, based on the analysis in the Appendix, both
players will report a ci=gi value as high as possible. Since
we have assumed gi � ci and ci � cmax, both players will
set gi ¼ ci ¼ cmax and the solution (7) will become the
following form:

x� ¼ ðminðB1; B2Þ;minðB1; B2ÞÞ: ð10Þ
After applying similar analysis on the solutions (8) and (9),
we can also see that they will also converge to the form (10).
Accordingly, the corresponding payoff profile is

v� ¼ ðg1 � c1ÞminfB1; B2g; ðg2 � c2ÞminfB1; B2gð Þ: ð11Þ

It is easy to check that solution (10) forms Nash equilibrium,
is Pareto optimal, and is cheat-proof with respect to private
information ci and gi.
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1. Given a payoff profile v 2 V0, v is said to be Pareto optimal if there is
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some i 2 N [17].



From the above analysis, we have learned that nodes can
report false ci and gi to increase their payoff. Recall that Bi

is also regarded as private information reported by player i.
Then, a natural question is: In the obtained solutions (7), (8),
(9), and (10), can player i further increase its payoff by reporting
false Bi value? The answer is “NO” after examining all these
four unique solutions. In other words, all these unique
solutions are cheat-proof with respect to the private
information Bi.

Next, we analyze why these solutions are cheat-proof
with respect to Bi. Let us first determine whether player 1
can further increase its payoff by reporting a high false
B1value. Here, we use B1 to denote the actual number of
packets that player 1 needs its opponent to forward in each
stage; that is, player 1 cannot get any extra gain if player 2
will forward more packets than B1. Let B

0
1
be a certain value

that player 1 may report to its opponent. Now, let us
examine the consequence when player 1 reports a false
B0

1
> B1. By checking the four solutions, we can see that

such a B0
1
can never decrease x1 (i.e., the number of packets

that player 1 needs to forward for player 2). Further, we can
see that, when x1 is increased upon reporting a false
B0

1
> B1, the optimal x2 is always B1. Therefore, reporting a

B0
1
> B1 can never increase player 1’s payoff. How about

reporting a false B0
1
< B1? After checking all these solu-

tions, we can see that such actions will either cause no effect
on these solutions or will decrease x2. Although such
actions may also decrease x1, the penalty due to the
decrease of x2 is always less than the gain due to the
decrease of x1. Therefore, reporting a B0

1
< B1 can never

increase player 1’s payoff. Due to the symmetry between
these two players, it is easy to check that reporting a false B0

2

can never increase player 2’s payoff too.
Based on the above analysis, we can conclude that, in the

two-player packet forwarding game, in order to maximize
its own payoff and be resistant to possible cheating
behavior, a player should not forward more packets than
its opponent does for it. Specifically, for each player i 2 N , in
each stage, it should forwardminðB1; B2Þ packets for its opponent
unless there was a previous stage in which its opponent forwarded
less than minðB1; B2Þ packets for it, in which case it will stop
forwarding packets for its opponent forever. We refer to the
above strategy as two-player cheat-proof packet forward-
ing strategy.

2.4 Discussion

The strategies proposed in [11], [12] may look similar to the
one described above. In [11], Srinivasan et al. studied the
cooperation in ad hoc networks by focusing on the energy-
efficient aspects of cooperation, where, in their solution, the
nodes are classified into different energy classes and the
behavior of each node depends on the energy classes of the
participants of each connection. They have demonstrated
that, if two nodes belong to the same class, they should
apply the same packet forwarding ratio. However, they
require nodes to honestly report their classes, and a node can
easily cheat to increase its own performance, such as the
approach mentioned in [16] (Section 8). Meanwhile, using
normalized throughput alone as the performance metric
may not be a good choice in general, as to be explained in
the Section 3.5.

In [12], Urpi et al. claimed that it is not possible to force a
node to forward more packets than it sends on average

(Lemma 6.2), and then concluded that cooperation can be
enforced in a mobile ad hoc network, provided that enough
members of the network agree on it, and if no node has to
forward more traffic that it generates (Theorem 6.3).
However, the above analysis has shown that a strategy
profile can still be enforceable even this may require a node
to forward more packets than it sends on average, as
illustrated in solutions (7), (8), and (9). Second, in mobile
ad hoc networks, due to the multihop nature, in general, the
number of packets a node forwards should be much more
than the number of packets it generates. Accordingly, their
strategy is not applicable in most scenarios.

The works presented in [5], [6] are also related to ours in
the sense that cheating behavior has also been considered.
They have proposed auction-based schemes to stimulate
packet forwarding participation, where, by using VCG-
based second price auctioning, these schemes force selfish
nodes to honestly report their true private information (such
as cost) to maximize their profit. However, in their schemes,
a trusted third-party auctioneer is required per route
selection and central banking services are needed to handle
billing information, which usually cannot be satisfied in a
mobile ad hoc network. In our work, we focus on the
scenario that neither a trusted third-party auctioneer nor
central banking service is available.

3 SECURE ROUTING AND PACKET FORWARDING

GAME

3.1 System Description and Game Model

Next, we will investigate how to stimulate cooperation for
autonomous mobile ad hoc networks in noisy and hostile
environments. We focus on the scenario that the network
will keep alive for a relatively long time, and there exist a
finite number of users, such as students in a campus. Each
user will stay in the network for a reasonably long time, but
is allowed to leave and reconnect to the network when
necessary. We assume that each legitimate user has a unique
registered and verifiable identity (e.g., a public/private key
pair), which is issued by some central authority and will be
used to perform necessary access control and authentication.
We focus on an information-push model where it is the
source’s duty to guarantee the successful delivery of packets
to their destinations. For each user, forwarding a packet will
incur some cost, and a successful delivery of a packet
originating from it to its destination can bring some gain.
Here, the cost can be the consumed energy and the gain is
usually user and/or application-specific.

Since ad hoc networks are usually deployed in adversar-
ial environments, some nodes may be malicious, whose goal
is to cause damage to other nodes. In this paper, we focus on
insider attackers, that is, the attackers also have legitimate
identities. Preventing outside attackers from entering the
network can be easily achieved through employing neces-
sary access control and communicating through shared
secret channels. Instead of forcing all users to act fully
cooperatively (which has been shown not achievable in
some situations [16], [6]), our goal is to stimulate cooperation
among selfish nodes as much as possible.

In general, not all packet forwarding decisions can be
perfectly executed. For example, when a node has decided
to help another node to forward a packet, the packet may
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still be dropped due to link breakage or the transmission

may fail due to channel errors.2 In this paper, we use pe to

denote the packet dropping probability owing to noise. We

also assume that some underlying monitoring schemes,

such as those presented in [18], [10], have been launched,

where the source can know whether its packets have been

successfully delivered through end-to-end acknowledge-

ment and can detect who has dropped its packets.
In order to formally analyze cooperation and security in

such networks, we model the interactions among nodes as a

secure routing and packet forwarding game:

. Players: The finite number of users in the network,
denoted by N .

. Types: Each player i 2 N has a type �i 2 �, where
� ¼ fselfish;maliciousg. Let Ns denote the set of
selfish players and Nm ¼ N �Ns denote the set of
(insider) attackers.

. Strategy space: Routing and packet forwarding are
jointly considered, and each packet forwarding
transaction is divided to three stages:

1. Route participation stage: For each player, after
receiving a request asking it to be on a certain
route, it can either accept or refuse this request.

2. Route selection stage: For each player who has
a packet to send, after discovering a valid route,
it can either use or not use this route to send the
packet.

3. Packet forwarding stage: For each relay, once it
has received a packet requesting it to forward,
its decision can be either forward or drop this
packet.

. Cost: For any player i 2 N , transmitting a packet,
either for itself or for the others, incurs cost ci.

. Gain: For each selfish player i 2 Ns, if a packet
originated from it can be successfully delivered to its
destination, it can get gain gi, where gi � ci.

. Utility: For each player i 2 N , TiðtÞ denotes the
number of packets that player i needs to send by
time t, SiðtÞ denotes the number of packets that have
been successfully delivered to their destinations by
time t with player i being the source, Fiðj; tÞ denotes
the number of packets that i has forwarded for
player j by time t, and FiðtÞ ¼

P

j2N Fiðj; tÞ. Let
Wiðj; tÞ denote the total number of useless packet
transmissions that player i has caused to player j by
time t due to i dropping the packets forwarded by j.
Let tf be the lifetime of this network. Then, we
model the players’ utility as follows:

1. For any selfish player i 2 Ns, its objective is to
maximize Us

i ðtfÞ with

Us
i ðtfÞ ¼

SiðtfÞgi � FiðtfÞci
TiðtfÞ

: ð12Þ

2. For any malicious player j 2 Nm, its objective is
to maximize Um

j ðtfÞ with

Um
j ðtfÞ ¼

1

tf

X

i2Ns

Wjði; tfÞ þ Fiðj; tfÞ
� �

ci � FjðtfÞcj:

ð13Þ

If the game will be played for an infinite duration,
then their utilities will become limtf!1 Us

i ðtfÞ and
limtf!1 Um

j ðtfÞ, respectively.
On the right-hand side of (12), the numerator denotes the

net profit (i.e., total gain minus total cost) that the selfish
node i obtained, and the denominator denotes the total
number of packets that i needs to send. This utility function
represents the average net profit that i can obtain per packet.
We can see that maximizing (12) is equivalent to maximizing
the total number of successful deliveries subject to the total
available cost constraint. If ci ¼ 0, this is equal to maximiz-
ing the throughput. The numerator of the right-hand side of
(13) represents the net damage caused to the other nodes by
j. Since, in general, this value may increase monotonically,
we normalize it using the network lifetime tf . Now, this
utility function represents the average net damage that j
causes to the other nodes per time unit. From (13), we can
see that, in this game, the attackers’ goal is to waste the
selfish nodes’ cost (or energy) as much as possible. The
attackers are allowed to collude to maximize their perfor-
mance. Other possible alternatives, such as minimizing the
others’ payoff, will be discussed in Section 3.4.

3.2 Attack-Resistant and Cheat-Proof Cooperation
Stimulation Strategies

Based on the system description in Section 3.1, we can see
that the multinode scenario is much more complicated than
the two-node scenario, and directly applying the two-player
cooperation strategies to multinode scenarios may not work.
In this section, we first explore the challenges to stimulate
cooperation for autonomous mobile ad hoc networks in
noisy and hostile environments, then devise attack-resistant
and cheat-proof cooperation stimulation strategies.

First, in autonomous mobile ad hoc networks, the
repeated game model is not applicable any more. For
example, a source may request different nodes to forward
packets at different times and may act as a relay for different
sources. Meanwhile, the request rates of each node to other
nodes are usually variable, which can be caused either by its
inherent variable traffic generation rate or by mobility. A
direct consequence of such a nonrepeated model is that
favors cannot be simultaneously granted. In [19], Dawkins
demonstrated that reciprocal altruism is beneficial for every
ecological system when favors are granted simultaneously.
However, when favors cannot be granted simultaneously,
altruism may not guarantee satisfactory future payback,
especially when the future is unpredictable. This makes
cooperation stimulation in autonomous mobile ad hoc
networks an extremely challenging task.

Second, in wireless networks, noise is inevitable and can
cause severe trouble. For a two-player cheat-proof packet
forwarding strategy, if some packets are dropped due to
noise, the game will be terminated immediately and the
performance will be degraded drastically. This will also
happen in most existing cooperation enforcement schemes,
such as [11], [16]. In these schemes, noise can easily cause
the collapse of the whole network, where, finally, all nodes
will act noncooperatively. Distinguishing the misbehavior
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caused by noise from that caused by malicious intention is a
challenging task.

Third, since autonomous mobile ad hoc networks are
usually deployed in adversarial environments, some nodes
may even be malicious. If there exist only selfish nodes,
stimulating cooperation will be much easier according to the
following logic as demonstrated in [16]: Misbehavior can
result in the decrease of service quality experienced by some
other nodes, which may consequently decrease the quality
of service provided by them; this quality degradation will
then be propagated back to the misbehaving nodes. There-
fore, selfish nodes have no incentive to intentionally behave
maliciously in order to enjoy a high quality of service.
However, this is not the case when some nodes are
malicious. Since the attackers’ goal is to degrade the network
performance, such quality degradation is exactly what they
want to see. This makes cooperation stimulation in hostile
environments extremely challenging. Unfortunately, mal-
icious behaviors have been heavily overlooked when
designing cooperation stimulation strategies.

In the rest of this section, we study how to combat these
challenges. We partition the secure routing and packet
forwarding game into a set of subgames, where each
subgame is played by a pair of nodes. To effectively
stimulate cooperation among selfish nodes in noisy and
hostile environments, a credit mechanism is introduced to
alleviate the effect of nonsimultaneous favor return, and a
statistical attacker detection mechanism is introduced to
distinguish malicious behavior from misbehavior caused
by noise.

We first introduce the credit mechanism. For any two
nodes i; j 2 N , we define Diðj; tÞ as follows:

Diðj; tÞ ¼ Fiðj; tÞ � Fjði; tÞ: ð14Þ
Now, consider the following strategy: Each node i will limit
the number of packets that it will forward for any other
node j in such a way that the total number of packets that i
has forwarded for j by any time t should be no more than
Fjði; tÞ þDmax

i ðj; tÞ, that is,

Diðj; tÞ � Dmax
i ðj; tÞ: ð15Þ

Here, Dmax
i ðj; tÞ is a threshold set by i for two purposes:

1) stimulate cooperation between i and j, and 2) limit the
possible damage that j can cause to i. By letting Dmax

i ðj; tÞ
be positive, i agrees to forward some extra packets for j
without getting instant payback. Meanwhile, unlike acting
fully cooperatively, the extra number of packets that i will
forward for j will be bounded to limit the possible damage
when j plays noncooperatively. This is analogous to a credit
card system where Dmax

i ðj; tÞ can be regarded as the credit
line that i sets for j at time t. Like a credit card company
adjusts credit lines, Dmax

i ðj; tÞ can also be adjusted by i over
time. We refer to Dmax

i ðj; tÞ as the credit line set by i to j.
It is easy to see that an optimal setting of credit lines is

crucial to effectively stimulating cooperation in noisy and
hostile environments. Next, we illustrate how to set good
credit lines. If the request rates between i and j are constant,
then setting the credit line to be 1 will be optimal in the
sense that no request will be refused when two nodes have
the same request rate. However, due to mobility and nodes’
inherent variable traffic generation rates, the request rates

between i and j are usually variable. In this case, if the
credit lines are set to be too small, some requests will be
refused even when the average request rates between them
are equal. Let fiðj; tÞ denote the number of times that i
needs j to help forward packets by time t. If we set the
credit lines as follows:

Dmax
i ðjÞ ¼ max

t
f1; fiðj; tÞ � fjði; tÞg;

Dmax
j ðiÞ ¼ max

t
f1; fjði; tÞ � fiðj; tÞg;

ð16Þ

then, except the first several requests, no other requests

will be refused when the average request rates between

them are equal. If the average request rates between them

are not equal, assuming that limt!1
fiðj;tÞ
fjði;tÞ > 1, then no

matter how large Dmax
i ðjÞ is, a certain portion of i’s

requests will have to be refused. This makes sense since j

has no incentive to forward more packets for i. This also

suggests that arbitrarily increasing credit lines cannot

always increase the number of accepted requests. It is

worth pointing out that (16) requires fiðj; tÞ and fjði; tÞ to

be known by i and j. However, such prior knowledge is

usually not available since each node may not know

a priori the others’ request rates. A simple solution to this

is to set the credit lines to be reasonably large positive

constants, as in our simulations.
It has been shown in [16] that topology will also play a

critical role in enforcing cooperation for fixed ad hoc
networks and, in most situations, cooperation cannot be
enforced. For example, a node in a bad location may never
be able to get help from other nodes due to the fact that no
one will need it to forward packets. In this work, we focus on
mobile ad hoc networks. In such networks, a node in a bad
location at a certain time may move to a better location later,
or vice versa. This suggests that, when a node receives a
packet forwarding request from another node, it should not
refuse this request simply because the requester cannot help
it currently, since the requester may be able to help it later.

Next, we introduce a statistical dropping packet attack
detection mechanism to distinguish packet dropping
caused by malicious behavior from those caused by noise.
To simplify our analysis, we first model packet dropping
due to noise as follows: For any player i, when it has
decided to forward a packet for any other player j, with
probability 1� pe, this packet may be dropped due to noise.
That is, packet dropping caused by noise is modeled using a
Bernoulli random process. pe can be either estimated by
nodes online or trained offline. Let Riðj; tÞ denote the
number of packets that i has requested j to forward and j
has agreed by time t. Based on the Central Limit Theorem
[20], for any x 2 Rþ, we can have

lim
Riðj;tÞ!1

Prob
Fjði; tÞ �Riðj; tÞpe
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Riðj; tÞpeð1� peÞ
p � �x

 !

¼ �ðxÞ; ð17Þ

where

�ðxÞ ¼ 1
ffiffiffiffiffiffi

2�
p

Z x

�1
e�t2=2dt: ð18Þ
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That is, when Riðj; tÞ is large, the sufficient statistics

Fjði; tÞ �Riðj; tÞpe can be approximately modeled as a

random variable with mean 0 and variance

Riðj; tÞpeð1� peÞ:

Let isBadiðjÞ denote i’s belief about j’s type, where

isBadiðjÞ ¼ 1 indicates that i believes j is malicious, while

isBadiðjÞ ¼ 0 indicates that i believes j is good. Then, the

following hypothesis testing rule can be used by i to judge

whether j has maliciously dropped its packets with 1� �ðxÞ
being the maximum allowable false positive probability:

isBadiðjÞ ¼
1 if Fjði; tÞ �Riðj; tÞpe < �x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Riðj; tÞpeð1� peÞ
p

;

0 if Fjði; tÞ �Riðj; tÞpe � �x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Riðj; tÞpeð1� peÞ
p

:

(

ð19Þ

By summarizing the above results, we can arrive at the

following cooperation stimulation strategies, which we

refer to as Multinode attack-resistant and cheat-proof

cooperation strategy:
In the secure routing and packet forwarding game, for any

selfish node i 2 Ns, initially, i sets isBadiðjÞ ¼ 0 for all j 2 N .

Then, in different stages, the following strategy will be used by i:

1. In the route participation stage, if i has been requested by
j to be on a certain route, i will accept this request if j has
not been marked as malicious by i and (15) holds;
otherwise, i will refuse.

2. In the route selection stage, a source i will use a valid
route with n hops to send packets only if a) no
intermediate nodes on this route have been marked as
malicious, b) the expected gain is larger than the expected
cost, that is, ð1� peÞngi > nci, and c) this route has the
minimum number of hops among all those valid routes
with no nodes being marked as malicious by i.

3. In the packet forwarding stage, i will forward a packet for
j if i has agreed before and j has not been detected as
malicious by i; otherwise, i will drop this packet.

4. Let 1� �ðxÞ be the maximum allowable false positive
probability from i’s point of view, then, as long as Riðj; tÞ
is large for any node j 2 N (e.g., larger than 200), the
detection rule (19) will be applied by i after each packet
forwarding transaction initiated by it.

3.3 Strategy Analysis under No Attacks

This section analyzes the optimality of the proposed

strategies when no attackers exist. We first consider an

infinite lifetime situation with TiðtÞ ! 1 as t ! 1. The

finite lifetime situation will be discussed later. We assume

that credit lines are set in such a way that, for any node i,

lim
t!1

Dmax
i ðj; tÞ
TiðtÞ

¼ 0; ð20Þ

and for any pair of nodes i and j, when limt!1
fiðj;tÞ
fjði;tÞ � 1, at

most a finite number of i’s requests will be refused by j due

to the fact that (15) does not hold. We also assume that, due

to mobility, each pair of nodes in the network can meet

infinite times when tf ! 1.

Lemma 1. For any selfish node i 2 N in the secure routing and
packet forwarding game with no attackers, once i has received
a route participation request from any other node j 2 N , if
(15) holds and the multinode attack-resistant and cheat-proof
cooperation strategy is used by player j, then accepting the
request is always an optimal decision from player i’s point of
view.

Proof. From player i’s point of view, refusing the request
may cause it to lack enough balance to request
player j to forward packets for it in the future (i.e.,
Djði; tÞ > Dmax

j ði; tÞ), while agreeing to forward the
packet will not introduce any performance loss due to
the assumption (20). Therefore, accepting the request is
an optimal decision. tu

Lemma 2. In the secure routing and packet forwarding game

where some packet forwarding decisions may not be perfectly

executed, from the point of view of any player j 2 N , if the

multinode attack-resistant and cheat-proof cooperation strat-

egy is followed by all the other nodes, in the packet forwarding

stage intentionally dropping a packet that it has agreed to

forward cannot bring it any gain.

Proof.When a player j 2 N intentionally drops a packet that

it has agreed to forward for any other player i 2 N , it

cannot get any gain except saving the cost to transmit this

packet. However, since player i follows the multinode

attack-resistant and cheat-proof cooperation strategy,

that is, it will always try to maintain limt!1
Fiðj;tÞ
Fjði;tÞ � 1,

by dropping this packet, player j also loses a chance to

request player i to forward a packet for it. To get the

chance back, player j has to forward another packet for

player i. Therefore, intentionally dropping a packet

cannot bring any gain to player j. tu
Theorem 1. In the secure routing and packet forwarding game

with no attackers, the strategy profile that all players follow the

multinode attack-resistant and cheat-proof cooperation strat-

egy forms a subgame perfect equilibrium, is cheat-proof, and

achieves absolute fairness in cost if ci ¼ c for all i 2 N . If

0 < limt!1
TiðtÞ
TjðtÞ < 1 for any i; j 2 N , this strategy profile is

also strongly Pareto optimal.

Proof. We first prove that this strategy profile forms a
subgame perfect equilibrium. Since this multiplayer
game can be decomposed into many two-player sub-
games, we only need to consider the two-player
subgame played by player i and player j. Suppose that
player j does not follow the above strategy; that is, either
it will refuse to forward packets for player i when it
should, it will intentionally drop packets that it has
agreed to forward for player i, it will forward more
packets than it should for player i, or it will use
nonminimum cost routes to send packets. First, from
Lemma 1 and Lemma 2, we know that refusing to
forward packets for other players when it should or
intentionally dropping packets that it has agreed to
forward will not introduce any performance gain.
Second, forwarding many more packets (i.e., more than
Dmax

i ðj; tÞ) than player j has forwarded for it will not
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increase its own payoff too according to the assumption
of credit line selections. Third, using a nonminimum cost
route to send a packet will decrease its expected gain.
Based on the above analysis, we can conclude that the
above strategy profile (the multiplayer attack-resistant
and cheat-proof cooperation strategy) forms a Nash
equilibrium. To check that the profile is subgame perfect,
note that, in every subgame off the equilibrium path, the
strategies are either to play noncooperatively forever if
player j has dropped a certain number of packets that it
has agreed to forward for player i, which is a Nash
equilibrium, or still to play the multiplayer cheat-proof
packet forwarding strategy, which is also a Nash
equilibrium.

Since no private information of gi and ci has been
involved, based on the analysis presented in Section 2,
we can conclude that the proposed cooperation stimula-
tion strategy is cheat-proof.

Since we have Fiðj; tÞ � Fjði; tÞ < Dmax
i ðj; tÞ for any

player i; j 2 N and limt!1
Dmax

i ðj;tÞ
TiðtÞ ¼ 0, and we have

assumed that ci ¼ c for all i 2 N , it always holds that

lim
t!1

P

j2N;j 6¼i Fiðj; tÞ
P

j2N;j 6¼i Fjði; tÞ
¼ 1: ð21Þ

That is, this strategy can achieve absolute fairness in cost.

Now, we show that the strategy profile is strongly

Pareto optimal. From payoff function (12), we can see

that, to increase its own payoff, a player i can either try to

increase SiðtÞ or decrease FiðtÞ. However, according to

the above strategy, minimum cost routes have been used;

therefore, FiðtÞ cannot be further decreased without

affecting the others’ payoff. In order to increase its

payoff, the only way that player i can do is to increase

limt!1
SiðtÞ
TiðtÞ , which means that some other players will

have to forward more packets for player i. Since all TiðtÞs
are in the same order, increasing player i’s payoff will

definitely decrease the other players’ payoff. Therefore,

the above strategy profile is strongly Pareto optimal. tu
In the proof of Theorem 1, we have assumed that

1) Dmax
i ðj; tÞ is large enough such that forwarding Dmax

i ðj; tÞ
more packets than player j has forwarded for it will not

increase its own payoff, and 2) Dmax
i ðj; tÞ is also small

enough such that limt!1
Dmax

i ðj;tÞ
TiðtÞ ¼ 0. If Dmax

i ðj; tÞ cannot

satisfy the above two requirements, the proposed strategy

profile is not necessarily a Nash equilibrium. Finding a

Dmax
i ðj; tÞ to satisfy the first requirement is easy, while to

satisfy both requirements may be difficult or may even be

impossible when nodes’ requests rates andmobility patterns

are not known a priori. However, our simulation results

show that, in many situations, even a nonoptimal Dmax
i ðj; tÞ

can still effectively stimulate cooperation.
From the above analysis, we can see that, as long as gi is

larger than a certain value, such as ð1� peÞLmaxgi > Lmaxci,
where Lmax is a system parameter to indicate the maximum
possible number of hops that a route is allowed to have,
then varying gi will not change the strategy design.

Until now, we have mainly focused on the situation that
the game will be played for infinite duration. In most
situations, a node will only stay in the network for finite
duration. Then, for each player i, if Dmax

i ðjÞ is too large, it
may have helped its opponents much more than its
opponents have helped it, while, if Dmax

i ðjÞ is too small, it
may lack enough nodes to forward packets for it. How to
select a good Dmax

i ðjÞ still remains as a challenge. Section 4
has studied the trade-off between the value of Dmax

i ðjÞ and
the performance through simulations, which shows that,
under given simulation scenarios, a relatively small Dmax

i ðjÞ
value is good enough to achieve near-optimal performance
(compared to setting Dmax

i ðjÞ to be 1) and good fairness
(comparing to absolute fairness in cost). Here, it is also
worth pointing out that the optimality of the proposed
strategies cannot be guaranteed in finite duration scenarios.

3.4 Strategy Analysis under Attacks

In this paper, we focus on the following two widely used

attack models are considered: dropping packet attack and

injecting traffic attack. To simplify our illustration, we

assume that ci ¼ c and gi ¼ g for all i 2 N . We first study

dropping packet attack. By dropping other nodes’ packets,

attackers can decrease the network throughput and waste

other nodes’ limited resources. According to the proposed

attacker detection strategy, from an attacker’s point of

view, dropping all packets may not be a good strategy

since this can be easily detected. Intuitively, in order to

maximize the damage, attackers should selectively drop

some portion of packets to avoid being detected. Accord-

ing to the multinode attack-resistant and cheat-proof

cooperation strategy, the maximum number of packets

that an attacker can drop without being detected is upper-

bounded by npe þ x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

npeð1� peÞ
p

, where n is the number

of times that it has agreed to forward. That is, it has to

forward at least nð1� peÞ � x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

npeð1� peÞ
p

packets. How-

ever, among those dropped packets, nð1� peÞ packets can

be caused by noise even if no attackers are present. Thus,

the extra damage is upper-bounded by x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

npeð1� peÞ
p

c.

Meanwhile, the extra cost is nð1� peÞc� x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

npeð1� peÞ
p

c.

Since, for any constant value x 2 Rþ, we have

lim
n!1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

npeð1� peÞ
p

nð1� peÞ
¼ 0; ð22Þ

selectively dropping packets can bring no gain to the
attackers. In other words, if the game will be played for an
infinite duration, dropping packet attack cannot cause
damage to selfish nodes.

Now, we study injecting traffic attack. By injecting an

overwhelming number of packets to the network, attackers

can consume other nodes’ resources when they help the

attacker’s forwarding packets. Since, for each selfish node

i 2 Ns, we have Diðj; tÞ � Dmax
i ðj; tÞ, the maximum number

of packets that an attacker j can request i to forward

without paying back is upper-bounded by Dmax
i ðj; tÞ.

Therefore, the damage that can be caused by injecting

traffic attack is bounded and limited and becomes negli-

gible when limt!1
Dmax

i ðj;tÞ
TiðtÞ ¼ 0.
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In summary, when the multinode attack-resistant and
cheat-proof strategy is used by all selfish nodes, attackers
can only caused limited damage to the network. Further, the
relative damage will go to 0 when the game will be played
for infinite duration. SinceRiðj; tÞ and Fjði; tÞ are in the same
order, for any constant value x 2 Rþ, we always have

lim
Riðj;tÞ!1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Riðj; tÞpð1� pÞ
p

Fjði; tÞ
¼ 0: ð23Þ

Therefore, except some false positive, selfish players’
overall payoff will not be affected under attacks. Although
false positive may cause a node unable to get help from
some other nodes, this will not become a big issue since the
false positive probability can be made to approach 0 by
using a large constant x without decreasing the overall
payoff. From the above analysis, we can also see that no
matter what objectives the attackers have and what
attacking strategy they use, as long as selfish nodes apply
the multinode attack-resistant and cheat-proof cooperation
strategy, the selfish nodes’ performance can be guaranteed.

Based on the above analysis, we can conclude that, for
the infinite duration case, an attacker j’s overall payoff is
upper-bounded by

Um
j � lim

t!1

X

i2Ns

Dmax
i ðj; tÞ

t
c; ð24Þ

provided that all selfish nodes follow the multinode attack-
resistant and cheat-proof cooperation strategy. This upper-
bound can be achieved by the following attacking strategy,
which we refer to as Optimal Attacking Strategy: In the
secure routing and packet forwarding game, for any attacker
j 2 Nm, it should always refuse in the route participation stage,
should always pick the route including no attackers in the route
selection stage, and should not forward packets in the packet
forwarding stage.

Following similar arguments as in the proof of Theo-
rem 1, we can also show that, in the infinite duration secure
routing and packet forwarding game, the strategy profile
where all selfish players follow the multinode attack-
resistant and cheat-proof cooperation strategy and all
attackers follow the above optimal attacking strategy forms
a subgame perfect equilibrium, is cheat-proof and strongly
Pareto optimal, and achieves absolute fairness in cost under
some mild conditions.

When the game will only be played for finite duration,
the above attacking strategy is not optimal any more. Now,
the attackers can try to drop some nodes’ packets without
being detected, since the statistical dropping packet attacker
detection will not be initiated unless having collected
enough interactions (i.e., Riðj; tÞ is large enough in (19)) to
avoid high false positive probability. In this case, selfish
nodes’ performance will be degraded a little bit. However,
as long as the game will be played for a reasonably long
time, which is the focus of this paper, the relative damage is
still insignificant.

3.5 Discussion

Compared with existing work, such as [11], [12], [13], [14],
[15], [16], we have addressed cooperation stimulation under
more realistic and challenging scenarios: noisy environ-
ment, existence of (insider) attackers, variable traffic rate,
etc. In such scenarios, instead of enforcing all nodes to act

fully cooperatively, our goal is to stimulate cooperation
among nodes as much as possible.

One major difference between our scheme and most
existing reputation-based schemes is that, in our scheme,
pairwise relationships have been maintained by nodes. That
is, each selfish node will keep track of the interactions with
all the other nodes met by it. The drawback is that it
requires per-node monitoring and will result in extra
storage overhead. However, the advantage lies in that it
can effectively stimulate cooperation in noisy and hostile
environments. Actually, for each node i, at any time, it only
needs to maintain the records RiðjÞ, isBadiðjÞ, FiðjÞ, and
FjðiÞ for any other node j that i has interacted with, so the
maximum storage overhead is upper-bounded by 4jN j. As
long as jN j is not too large, for most mobile devices, such as
notebook and PDA, the storage requirement is insignificant.

In most existing work, such as in [11], [12], [15], [16],
however, each node makes its decision based solely on its
own experienced quality of service, such as throughput.
Although the overhead is much lower than our scheme due
to that only end-to-end acknowledge is required and each
node only needs to keep its own past state, they cannot
effectively stimulate cooperation at all in noisy and hostile
environments. As explained in Section 3.2, their logic is that
no node will behave maliciously since misbehaviors will be
propagated back later and the quality of service experi-
enced by the misbehaving nodes will also be decreased.
However, such logic cannot hold in noisy and hostile
environments. First, attackers will be willing to see such
performance degradation; therefore, they will try to behave
maliciously if possible. Second, even only noise itself can
cause such misbehavior propagation and performance
degradation since noise can cause packet dropping. Mean-
while, without per-node monitoring, attackers can always
behave maliciously and cause damage to the others without
being detected.

In [11], [16], when a node makes its cooperation decision
at each step, it only bases on the normalized throughput
that it has experienced. If only normalized throughput is
used, a greedy user can set a low forwarding ratio, but try
to send a lot of packets. Therefore, unless the others also try
to send a lot of packets, from the greedy node’s point of
view, even after a large portion of its packets have been
dropped by other nodes, it can still enjoy a high
throughput, although the normalized throughput may be
low. Meanwhile, as mentioned before, applying the same
forwarding ratio to all nodes is not fair to those who have
acted cooperatively. To resolve this problem, in our scheme,
each node applies a different packet forwarding decision for
different nodes based on its past interactions between them.

In addition to reputation-based cooperation stimulation
schemes, pricing-based schemes have also been proposed in
the literature, such as [2], [3], [4], [5], [6]. Comparing to
pricing-based schemes, the major drawback of reputation-
based schemes is that some nodes may not get enough help
to send out all their packets. Themost underlying reasons are
that favors cannot be returned immediately and the future is
not predictable. In other words, when a node is requested by
another node to forward packets, since it cannot get
compensation immediately and it is not sure whether the
requester will return the favor later, it usually has no strong
incentive to accept the request. Pricing-based schemes do not
suffer such problems since a node can get immediate
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monetary payback after providing services. However,
pricing-based schemes require tamper-proof hardware or
central banking service to handle billing information, which
is their major drawback. If such a requirement can be
efficiently satisfied with low overhead, pricing-based
schemes can be a better choice than reputation-based
schemes. Meanwhile, it is worth pointing out that pricing-
based schemes also suffer from noise and possible malicious
behavior, and the proposed statistical attacker detection
mechanism is also applicable to pricing-based scenarios.

In general, necessary monitoring is needed when
stimulating cooperation among nodes. For example, in [7],
watchdog is proposed to detect whether some nodes have
dropped packets. In this paper, we assume that the
underlying monitoring mechanism can provide accurate
per-node monitoring. Although this can be a strong
assumption in some scenarios, it can greatly simplify our
analysis and, at the same time, provide thoughtful insights.
It is worth mentioning that, in some situations, perfect
monitoring is either not available or too expensive to afford.
Meanwhile, in our current analysis, the cost incurred by the
underlying monitoring mechanism has not been included.
The study of imperfect monitoring is beyond the scope of
this paper, but will be investigated in our future work.

In our analysis, we have assumed that the packet drop
ratio pe is the same for all nodes at all times, which may not
hold in general. If different nodes may experience different
pe, the nodes experiencing lower pe may experience high
false positive probabilities when performing the proposed
attacker detection mechanism. In this case, to decrease false
positive probability, nodes need set the threshold to be large
enough, that is, using a larger x and pe in (19). Although this
may be taken advantage of by the attackers to cause more
damage, as long as the gap between the packet dropping
ratios experienced by different nodes is not large, which is
usually the case, the extra damage is still limited.

It is also worth mentioning that the security of the
proposed strategy also relies on the existing secure
protocols such as those in [10], [18], [21], [22], [23], [24],
[25], [26], [27], [28], [29], [30]. In general, besides dropping
packets and injecting traffic, attackers can also have a
variety of ways to attack the network, such as jamming,
slander, etc. Instead of trying to address all these attacks, in

this paper, our goal is to provide insight on stimulating
cooperation in noisy and hostile environments.

4 SIMULATION STUDIES

We have conducted a set of simulations to evaluate the
performance of the proposed strategies under various
scenarios. In these simulations, 100 selfish nodes and
various numbers of attackers are randomly deployed inside
a rectangular area of 1; 000 m� 1; 000 m. Each node may
either be static or move according to the random waypoint
model [31]: A node starts at a random position, waits for a
duration called the pause time, then randomly chooses a
new location and moves toward the new location with a
velocity uniformly chosen between vmin and vmax. The
physical layer assumes that two nodes can directly
communicate with each other successfully only if they are
in each other’s transmission range, which is set to be 250 m.
The MAC layer protocol simulates the IEEE 802.11 DCF
with a four-way handshaking mechanism [32]. The link
bandwidth is 4 Mbps and the data packet size is 1,024 bytes.
DSR [33] is used as the underlying routing protocol. For
each simulation, each node randomly picks another node as
the destination to send packets according to a Poisson
random process. The average packet interarrival time is 1 s
for each selfish node and 0.2 s for each attacker. Meanwhile,
when a packet is dropped, no retransmission will be
applied. We set gi ¼ 1, ci ¼ 0:1, and tf ¼ 15;000 s.

4.1 Simulation Studies with Different Credit Lines

We first study how different credit lines can affect
cooperation stimulation. In this set of simulations, there
are only mobile selfish nodes which follow the multinode
attack-resistant and cheat-proof cooperation strategy. Each
mobile node follows the random waypoint mobility pattern
with vmin ¼ 10 m=s, vmax ¼ 30 m=s, and pause time 100 s. In
each simulation, the credit line (CL) is fixed to the same for
all selfish nodes. The simulation results are depicted in
Fig. 2. Fig. 2a demonstrates the relationship between CL,
the average payoff, and the normalized throughput of
selfish nodes. From these results, we can see that, when the
credit line is over 80, the selfish nodes’ average payoff does
not increase any more, though the throughput may still
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Fig. 2. Selfish nodes’ performance under the proposed strategies.



increase a little bit. This suggests that setting CL ¼ 80 is
almost optimal.

Now, we examine each individual node’s payoff. Fig. 2b
shows the individual nodes’ payoff under three CL settings.
First, we can see that, for each node, setting CL ¼ 60 results
in much higher payoff than setting CL ¼ 10. Second,
although, on average, setting CL ¼ 320 can result in a
slightly higher payoff than setting CL ¼ 60, it is also easy to
notice that a large portion of nodes (more than 20 percent)
suffer much lower payoff than setting CL ¼ 60. The reason
is that these nodes have acted too generously in the sense
that they have forwarded many more packets for the others
than the others have done for it, which consequently
decreases their payoff. This suggests that, when a node will
only stay in the network for a finite duration, it may not be a
good choice to set a very high credit line. In the following
simulations, each selfish node will set CL ¼ 60.

4.2 Simulation Studies under Different Networks

In this section, we investigate the performance of the
proposed cooperation strategies in different ad hoc net-
works. We still consider only selfish nodes where all nodes
follow the multinode attack-resistant and cheat-proof
cooperation strategy. However, instead of considering only
mobile ad hoc networks, we have also conducted simula-
tions in static and partially mobile ad hoc networks.
Specifically, the following four types of ad hoc networks
are considered in Table 1.

Fig. 3 depicts each individual node’s payoff under each of
the four network settings. First, we can see that most nodes
have very low payoff in the static ad hoc network. This is
easy to understand: After these nodes have used up all the
credit lines assigned by their neighbors to them, and since
their neighbors may not need their help due to topology
dependence, these nodes cannot request that their neighbors
forward packets for them any more. Second, we can also see
that some nodes in a static network still have very high

payoff (almost 0.9). This is becausem for these nodes, their
destinations are within their one-hop transmission range, so
they do not rely on the others to forward packets.

What if some nodes are mobile in the network? Now, let
us examine selfish nodes’ performance under partially
mobile ad hoc networks. First, the 50 mobile nodes (the
nodes with index between 1 and 50) have almost comparable
payoff to nodes inmobile ad hoc networks, though several of
them still have a little bit lower payoff. Second, for the
50 static nodes (with index between 51 and 100), the majority
of them suffer fairly low payoff, though some of them have
high payoff because their destinations are within their
transmission ranges. Third, comparing to the static ad hoc
network, even those 50 static nodes have much higher
payoff. These results suggest that mobility can play a very
positive role in alleviating the effect of topology dependency.

Now, let us come back to mobile ad hoc networks. First,
from Fig. 3, we can see that, in both mobile ad hoc networks
(Mobile network 1 and 2), all nodes experience fairly high
payoff, and all payoffs lie in a narrow range. These results
suggest that the proposed strategies can effectively simulate
cooperation among selfish nodes in mobile ad hoc networks.
Second, nodes in mobile network 2 have slightly higher
payoff than nodes in mobile network 1. This is because
mobile network 2 has a lower mobility rate than mobile
network 1, which leads to low link breakage ratio.

It is worth pointing out that, according to the random
waypoint model, each mobile node can move globally
inside the specified area. Sometimes nodes’ movement may
be restricted in a certain local area. In the future, we will
also investigate how restricted movement can affect co-
operation stimulation. Actually, the above partially mobile
network can be regarded as a special case of such network
with restricted movement since half nodes of this network
are restricted to fixed locations.

4.3 Simulation Studies under Attacks

Now, we study how the proposed cooperation stimulation
strategies can effectively handle attacks, specifically, drop-
ping packets attack and injecting traffic attacks. In this set
of simulations, selfish nodes follow the multinode attack-
resistant and cheat-proof cooperation strategy and attack-
ers follow the optimal attacking strategy. All nodes are
mobile, and each follows the random waypoint mobility
pattern with vmin ¼ 10 m=s, vmax ¼ 30 m=s, and pause time
100s. For each selfish node, the maximum allowable false
positive probability is set to be 0.1 percent, and the link
breakage ratio pe is estimated based on its own experience,
which is the ratio between the total number of link
breakages it has experienced with itself being the trans-
mitter and the total number of transmissions it has tried.
Fig. 4 draws the estimated values of pe under the current
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TABLE 1
The Four Ad Hoc Networks Considered

Fig. 3. Performance comparison in different networks.



network configuration, which shows that all nodes have
almost the same link breakage ratio (here, 2 percent).

We first study how well the proposed strategies can scale
with the increased number of attackers. Fig. 5a shows the
selfish nodes’ average payoff under various number of
attackers, and Fig. 5b shows the total damage that the
attackers have caused to selfish nodes, where total damage is
defined in (13) without being divided by tf . First, from
Fig. 5b,we can see that the total damage that the attackers can
cause increases almost linearly with the increase of attacker
number. This makes sense since, the higher the number of
attackers, the more traffic they can inject and the more
packets they can drop. Second, from Fig. 5a, we can see that
the selfish nodes’ average payoff decreases only very slightly
with the increased number of attackers. Further, in the above
simulation results, there also exist some points where the
selfish nodes’ payoff may even increase a little bit with the
increased number of attackers. Such behavior can be better
illustrated by Fig. 5c,where, in this figure,we have drawn the
selfish nodes’ average payoff with the increase of time under
both no attackers and under 20 attackers. From Fig. 5cwe can
see that, in the first 4,000 s, the selfish nodes can have higher

payoff under no attackers than under 20 attackers, while,
later, the selfish nodes’ payoff under attacks may even
outperform the payoff under no attacks. This phenomenon
can be explained as follows: Initially, the damage is mainly
caused by injecting traffic attacks, then, after attackers have
used up all the credit lines assigned by the selfish nodes, the
damage is contributed mostly by dropping packet attacks.
However, since the link breakage ratio is low, the attackers
can only drop very few packets without being detected. The
reasons the selfish nodes’ payoff under attacks may even
outperform the payoff under no attacks come from 1) the
randomness of each simulation and 2) because, by participat-
ing packet forwarding, the attackers can also decrease the
average number of hops per selected route, which conse-
quently increases the selfish nodes’ payoff.

In the final set of simulations, we demonstrate why
setting a very high credit line may not be a good choice. In
this set of simulations, we fix the number of attackers to be
20, but vary the credit lines in each simulation, ranging
from 20 to 100. The simulation results are illustrated in
Fig. 6. From Fig. 6b, we can see that, with the increase of
credit line, the damage that can be caused by attackers will
also increase linearly because attackers can inject more
packets. From Fig. 6a, we can see that increasing the credit
line may even decrease the selfish nodes’ performance. For
example, the selfish nodes with CL ¼ 100 have even lower
payoff than selfish nodes with CL ¼ 80. This can be easily
understood by examining the results presented in Fig. 6b:
Setting the credit line to be 100 will let the selfish nodes
suffer more damage than setting the credit line to be 80.

5 CONCLUSION

In this paper, we have formally investigated secure
cooperation stimulation in autonomous mobile ad hoc
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Fig. 4. Estimated link breakage ratio.

Fig. 6. The effect of credit lines under attacks.

Fig. 5. Performance study under attacks.



networks under a game theoretic framework. Besides selfish
behavior, possible attacks have also been studied, and
attack-resistant cooperation stimulations have been devised
which can work well under noisy and hostile environments.
First, a simple yet illuminating two-player packet forward-
ing game is studied. To find good cooperation strategies,
equilibrium refinements have been performed on obtained
Nash equilibrium solutions under different optimality
criteria, including subgame perfection, Pareto optimality,
fairness, and cheat-proofing. Finally, a unique Nash
equilibrium solution is derived, which states that, in the
two-node packet forwarding game, a node should not help
its opponent more than its opponent has helped it.

The results are then extended to handle multinode
scenarios in noisy and hostile environments, where the
dynamic interactions between nodes are modeled as secure
routing and packet forwarding games. By taking into
consideration the difference between two-node case and
multinode case, an attack-resistant and cheat-proof coopera-
tion stimulation strategy has been devised for autonomous
mobile ad hoc networks. The analysis has demonstrated the
effectiveness of the proposed strategy and shown that it is
optimal under certain conditions. The analysis has also
shown that the damage that can be caused by attackers is
bounded and limited when the proposed strategies are used
by selfish nodes. Simulation results have also illustrated that
the proposed strategies can effectively stimulate cooperation
among selfish nodes in noisy and hostile environments.

APPENDIX

CHEAT-PROOFNESS ANALYSIS FOR SOLUTION (7),
(8), AND (9)

We first study the solution (7). Let �i ¼ ci=gi denote player i’s
cost-gain (CG) ratio. We first analyze whether player i can
increase its payoff by reporting a false CG ratio given that
player 2 will honestly report its CG value. That is, we fix the
value of �2, letting �1 be player 1’s true value, and letting �0

1

be the value that player 1 will falsely report with �0
1
> �1. Let

�1 ¼
2

�2 þ 1

�1

; �2 ¼
�1 þ 1

�2

2
; � 0

1
¼ 2

�2 þ 1

�0
1

; and � 0
2
¼

�0
1
þ 1

�2

2
:

It is easy to check that �1 < � 0
1
and �2 < � 0

2
. Recall that Bi is

the maximum number of packets that player i will request

its opponent to forward for it in each stage. Let ðx1; x2Þ
denote the number of packets in average they will forward
for each other in each stage according to the solution (7)
given that the true values of B1 and B2 are known by both
players. The relationship between x2=x1 and B1=B2 under
different situations is illustrated in Fig. 7a and Fig. 7b. In
these two figures, the dashed curve corresponds to the
relationship between x2=x1 and B1=B2 given that player 1
honestly reports its CG value, which is �1, while the solid
curve corresponds to the relationship between x2=x1 and
B1=B2 given that player 1 falsely reports its CG value,
which is �0

1
.

From the results illustrated in Fig. 7, we can see that, by
falsely reporting a higher CG ratio, in most situations,
player 1 can increase the ratio of x2=x1. Next, we study the
effect of falsely reporting a high CG ratio on player 1’s
payoff. We first consider the situation that � 0

1
� �2, which is

illustrated in Fig. 7a. In this case, the whole feasible space
can be partitioned into five subareas along the feasible
range of B1=B2:

. For any value of B1=B2 inside range I, the solution
corresponding to �1 is

�2 þ 1

�1

2
B1; B1

 !

and the solution corresponding to �0
1
is

�2 þ 1

�0
1

2
B1; B1

 !

:

Since �0
1
> �1, by falsely reporting a higher CG ratio,

player 1 can forward fewer packets for player 2 than
it should, consequently increasing its own payoff.

. For any value of B1=B2 inside range II, the solution
corresponding to �1 is ðB2; B1Þ and the solution
corresponding to �0

1
is

�2 þ 1

�0
1

2
B1; B1

 !

:

Since B2 >
�2þ 1

�0
1

2
B1, by falsely reporting a higher CG

ratio, player 1 can forward fewer packets for player 2
than it should, consequently increasing its own
payoff.
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Fig. 7. Player 1 falsely reports the value of �1. (a) �
0
1
< �2. (b) �

0
1
> �2.



. For any value of B1=B2 inside range III, the solution
corresponding to �1 is ðB2; B1Þ and the solution
corresponding to �0

1
is also ðB2; B1Þ. That is, in this

situation, by changing the value of �1 to �0
1
,

player 1’s payoff will not change.
. For any value of B1=B2 inside range IV, the solution

corresponding to �1 is

B2;
�1 þ 1

�2

2
B2

 !

and the solution corresponding to �0
1
is ðB2; B1Þ.

Since B1 >
�1þ 1

�2

2
B2, by falsely reporting a higher

CG ratio, player 1 can request player 2 to forward

more packets for it than player 2 should, conse-

quently increasing its own payoff.
. For any value of B1=B2 inside range V, the solution

corresponding to �1 is

B2;
�1 þ 1

�2

2
B2

 !

and the solution corresponding to �0
1
is

B2;
�0
1
þ 1

�2

2
B2

 !

:

Since
�0
1
þ 1

�2

2
B2 >

�1þ 1

�2

2
B2, by falsely reporting a higher

CG ratio, player 1 can request player 2 to forward
more packets for it than player 2 should, conse-
quently increasing its own payoff.

Similar results can also be obtained for the case that
� 0
1
> �2, where player 1 can now increase its own payoff

over all possible values of B1=B2 by falsely reporting a
higher �1 value given that �2 is fixed. In summary, by
falsely reporting a higher �1 value, in most situations,
player 1 can increase its payoff and, in no situations,
player 1’s payoff will be decreased. Further, the higher
player 1 reports the value of the CG ratio, the more benefit
player 1 can get. Similarly, player 2 can also increase its
benefit by falsely reporting a higher CG ratio.

Next, we consider the solution (8). Now, let � ¼ g2þc1
g1þc2

and

� 0 ¼ g2þc0
1

g1þc2
, where c1 < c0

1
. Fig. 8a illustrates the relationship

between x2=x1 and B1=B2 for the two different reported cost

values c1 and c0
1
, where g1, g2, and c2 are fixed. Similarly as

in Fig. 7, the dashed curve corresponds to the case that

player 1 reports a true cost value, while the solid curve

corresponds to the case that player 1 reports a false cost

value. From Fig. 8a, we can see that, by falsely reporting a

higher cost value, in all situations, player 1 can increase the

ratio of x2=x1. Next, we study the effect of falsely reporting

a higher cost on player 1’s payoff. As shown in Fig. 8a, the

whole space can be partitioned into three subareas along the

feasible range of B1=B2:

. For any value of B1=B2 inside range I, the solution
corresponding to c1 is ðB1=�;B1Þ and the solution
corresponding to c0

1
is ðB1=�

0; B1Þ. Since � 0 > � , by
falsely reporting a higher cost, player 1 can forward
fewer packets for player 2 than it should, thus
increasing its own payoff.

. For any value of B1=B2 inside range II, the solution
corresponding to c1 is ðB2; �B2Þ and the solution
corresponding to c0

1
is ðB1=�

0; B1Þ. Since B1=�
0 < B2

and B1 > �B2, by falsely reporting a higher cost,
player 1 can forward fewer packets for player 2 than
it should and request player 2 to forward more
packets for it than player 2 should, thus increasing
its own payoff.

. For any value of B1=B2 inside range III, the solution
corresponding to c1 is ðB2; �B2Þ and the solution
corresponding to c0

1
is ðB2; �

0B2Þ. Since � 0 > � , by
falsely reporting a higher cost, player 1 can always
request player 2 to forward more packets for it than
player 2 should do, thus increasing its own payoff.

In summary, by falsely reporting a higher c1 value, in all
situations, player 1 can increase its payoff given that c2 and
g2 are fixed. Further, the higher player 1 reports the value of
c1, the higher the benefit that player 1 can get. Applying
similar analysis, it is also easy to show that, by falsely
reporting a lower g1 value, in all situations, player 1 can
increase its payoff given that c2 and g2 are fixed. Similarly,
player 2 can also increase its benefit by falsely reporting a
higher c2 or a lower g2 given that g1 and c1 are fixed.

Now, we consider the solution (9). Fig. 8b illustrates the
relationship between x2=x1 and B1=B2 for the two
different reported cost values c1 and c0

1
with c0

1
> c1 and
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Fig. 8. Player 1 falsely reports its cost.



c2 fixed. From Fig. 8b, we can see that, by falsely reporting
a higher c1 value, in all situations, player 1 can increase
the ratio of x2=x1.
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