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ABSTRACT

This paper presents light curves as well as the first systematic characterization of variability of the

106 objects in the high-confidence Fermi Large Area Telescope (LAT) Bright AGN Sample (LBAS).

Weekly light curves of this sample, obtained during the first 11 months of the Fermi survey (August 04,

2008 - July 04, 2009), are tested for variability, and their properties are quantified through autocorrela-

tion function and structure function analysis. For the brightest sources, 3 or 4-day binned light curves

are extracted in order to determine power density spectra (PDS) and to fit the temporal structure of ma-

jor flares. More than 50% of the sources are found to be variable with high significance, where high

states do not exceed 1/4 of the total observation range. Variation amplitudes are larger for flat spectrum

radio quasars (FSRQs) and low/intermediate synchrotron frequency peaked (LSP/ISP) BL Lac objects.

Autocorrelation time scales derived from weekly light curves vary from 4 to a dozen of weeks. Variable

sources of the sample have weekly and 3 - 4 day bin light curves that can be described by 1/fα PDS,

and show two kinds of gamma-ray variability: (1) rather constant baseline with sporadic flaring activity

characterized by flatter PDS slopes resembling flickering and red-noise with occasional intermittence,

and (2) - measured for a few blazars showing strong activity - complex and structured temporal pro-

files characterized by longer-term memory and steeper PDS slopes, reflecting a random-walk underlying

mechanism. The average slope of the PDS of the brightest 22 FSRQs and of the 6 brightest BL Lacs is

1.5 and 1.7 respectively. The study of temporal profiles of well resolved flares observed in the 10 bright-

est LBAS sources shows that they generally have symmetric profiles and that their total duration vary

between 10 and 100 days. Results presented here can assist in source class recognition for unidentified

sources and can serve as reference for more detailed analysis of the brightest gamma-ray blazars.

Subject headings: gamma rays: observations — quasars: general — BL Lacertae objects: general —

methods: statistical — galaxies: active
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1. Introduction

The high energy emission and the erratic,

rapid and large-amplitude variability observed in

all accessible spectral regimes (radio-to-gamma-

ray) are two of the main defining properties of

blazars (e.g. Ulrich et al. 1997; Webb 2006).

The entire non-thermal continuum is believed

to originate mainly in a relativistic jet, pointing

close to our line of sight. Studies of variabil-

ity in different spectral bands and correlations of

multi-waveband variability patterns allow us to

shed light on the physical processes in action in

blazars, such as particle acceleration and emission

mechanisms, relativistic beaming, origin of flares

and size, structure and location of the emission
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regions.

A proper understanding of the physical mech-

anisms responsible for variability is contingent

upon a mathematical and statistical description

of the phenomena. The study of variability is

particularly important in gamma ray astronomy.

First, it assists in detecting faint sources, dis-

criminating between real point sources and back-

ground fluctuations. Second, correlated multi-

wavelength variability helps to recognize and

identify the correct radio/optical/X-ray source

counterparts within the gamma-ray position error

box. A characterization of stand-alone gamma-

ray variability for unidentified sources can also

support the recognition of the correct source class

(Nolan et al. 2003).

Even though studied for many years, the de-

tails of blazar variability in various bands have not

been consistently compared against each other.

A major contribution to our current understand-

ing of the blazar phenomenon has been pro-

vided by EGRET, which discovered blazars as the

largest class of identified and variable gamma-ray

sources, in the band above 100 MeV. EGRET

blazars showed variations on timescales from

days to months (for the sources observed in sev-

eral viewing periods) and gamma-ray flares on

short timescales (1–3 days) have been detected in

PKS 0528+134, 3C 279, PKS 1406−076, PKS

1633+382, PKS 1622-297, 3C 454.3 (see, e.g.

von Montigny et al. 1995; Wallace et al. 2000;

Nolan et al. 2003; Thompson 2006). In some

cases giant γ-ray outbursts were also found by

EGRET, (as for 3C 279, Hartman et al. 2001),

and very rapid variability at very high energy

was resolved (for example by HESS in PKS

2155−304, Aharonian et al. 2007). However a

complete characterization of the blazar gamma-

ray variability was limited by statistics, number

of the observations and by the EGRET pointed

operating mode.

A new view on the gamma-ray variable sky

is coming from the Fermi Large Area Telescope

(LAT). Thanks to its large field of view (cover-
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Fig. 1.— Light curves of the integrated flux (E > 300 MeV) measured in and averaged on weekly time bins

obtained with the standard tool gtlike. In this picture (and continuations) all the 84 LBAS objects that

are selected and used for a first temporal variability study are reported.

ing the 20% of the sky at any instant and the full

sky in about 3 hours), improved effective area and

sensitivity, and the all-sky operating mode, the

LAT is, therefore, an unprecedented instrument

to monitor the variability emission of blazars in

the energy band 20 MeV to >300 GeV (see, e.g.

Atwood et al. 2009; Abdo et al. 2009a, 2010a). A

major result obtained by the Fermi LAT during the

4



Fig. 2.— Continuation of Fig. 1.

first three months of observations was the publica-

tion of the Bright Source List (0FGL, Abdo et al.

2009b), a list of 205 sources detected with a sig-

nificance > 10σ. Of these, 106 sources located at

|b| > 10◦ have been associated with high confi-

dence with known AGNs and constitute the LAT

Bright AGN sample (LBAS). The LBAS sam-

ple include two radio galaxies (Cen A and NGC

1275) and 104 blazars, of which 58 are flat spec-

trum radio quasars (FSRQs), 42 are BL Lac ob-

jects, and 4 are blazars with uncertain classifica-

tion (Abdo et al. 2009a).
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Fig. 3.— Continuation of Fig. 2.

This paper reports analysis results on the 11-

month light curves of these 3-month selected

bright AGNs, mostly blazars. Many of the light

curves are, in fact, bright in the beginning of

the considered 11-month period and then fade

out. This does not represent a particular bias,

as also in the 11-month detected source catalog

(Abdo et al. 2010a, first year LAT catalog, 1FGL)

on average these sources are among the brightest

blazars. A parallel and detailed study of spec-

tral properties on the same LBAS sample is pre-

sented in (Abdo et al. 2010b) while our analysis

6



Fig. 4.— Continuation of Fig. 3.

provides a temporal and flux variability analyses

on the same sample. In Abdo et al. (2010b) the

weekly gamma-ray spectral photon index is mea-

sured, in general, to vary in time only modestly

(by <0.2–0.3) despite large variability of flux,

and to vary only modestly within different blazar

subclasses. In our paper significant gamma-ray

flux variability for about half of the LBAS objects

is reported and for 1/4 of the sources significant

flares and outbursts are also found, evidencing a

much stronger and violent variability of the flux

than of the photon index.
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Fig. 5.— The 22 light curves that are excluded by the temporal analysis with the basis of the 60% -

TS ≥ 4 basis. Among these we note three peculiar light curves for the LSP blazars 0FGL J0531.0+1331,

0FGL J1719.3+1746, and 0FGL J2207.0−5347, showing strong flares and flux activity but during only a

limited portion the 11-months observed.

In the following we use a ΛCDM (concor-

dance) cosmology with values given within 1σ of

the WMAP results (Komatsu et al. 2009), namely

Hubble constant value H0 = 71 km s−1 Mpc−1,

8



Ωm = 0.27, ΩΛ = 0.73.

In Section 2 a description of LAT observation

and light curve extraction is reported, while in

Section 3 results of variability search and ampli-

tude quantification are presented. In Section 4

global variability properties of weekly-bin light

curves are presented through autocorrelation and

structure functions analysis. The analysis of the

power spectral density and flare temporal profiles

is presented in Section 5 and 6 respectively, using

finer sampling (3 and 4 day bins) light curves for

the brightest sources. Summary and conclusions

are given in Section 7. Cross-correlation studies

between the γ-ray and other bands (such as radio-

mm and optical bands), as well as more detailed

studies on periodicity search will be covered by

other works based on the brightest sources where

it is possible to obtain a finer-sampled flux light

curves.

2. Observations with the LAT and LBAS

light curves

The Fermi−LAT (Atwood et al. 2009; Abdo et al.

2009e) is a pair−conversion gamma−ray tele-

scope sensitive to photon energies greater than 20

MeV. It consists of a tracker (composed of two

sections, front and back, with different capabili-

ties), a calorimeter and an anticoincidence system

to reject the charged−particle background. The

LAT has a large peak effective area (∼ 8000 cm2

for 1 GeV photons in the event class considered

here), viewing ≈ 2.4 sr of the full sky with an-

gular resolution (68% containment radius) better

than ≈ 1◦ at E = 1 GeV.

Data used in this paper were collected during

the first 11-month of nominal all-sky survey, from

August 04, 2008 to July 04, 2009, (Modified Ju-

lian Day, MJD from 54682.655 to 55016.620).

In order to avoid background contamination

from the bright Earth limb, time intervals where

the Earth entered the LAT field of view (FoV)

were excluded from this study (corresponding

to a rocking angle larger than 47◦). In addi-

tion, events that were reconstructed within 8◦

of the Earth limb were excluded from the anal-

ysis (corresponding to a zenith angle cut of

105◦). Due to uncertainties in the current cali-

bration, and the necessity of a trade-off between

error accuracy and event statistics only pho-

tons belonging to the “Diffuse” class and with

energies above 100 MeV were retained. This

events analysis was performed with the stan-

dard Fermi LAT ScienceTools software pack-

age1 (version v9r12) using in particular the tool

gtlike, and using the first set of instrument re-

sponse functions (IRFs) tuned with the flight data

(P6 V3 DIFFUSE). In contrast to the preflight

version, these IRFs take into account corrections

for pile-up events. Since this is higher for lower

energy photons, the measured photon index of a

given source is about 0.1 higher (i.e. the spec-

trum is softer) with this IRF set as compared

to the P6 V1 DIFFUSE one used previously in

(Abdo et al. 2009b,a).

The light curves of all the LBAS sources were

built using 7-day time intervals, for a total of 47

bins. For the brightest sources light curves were

built using also time bins of 3 and 4 days (see Sec-

tion 6.). For each time bin, the flux, photon index

and test statistic (TS) of each source were deter-

mined, using the maximum-likelihood algorithm

implemented in gtlike. The test statistic is de-

fined as TS = 2∆log(likelihood) between mod-

els with and without the source and it is a measure

of the source significance (Mattox et al. 1996).

Photons were selected in a region of inter-

est (RoI) of 7◦ in radius centered on the posi-

tion of the source of interest. In the RoI analy-

sis the sources were modeled as simple power-

law (F = kE−Γ). The isotropic background

(the sum of residual instrumental background

and extragalactic diffuse gamma-ray background)

was modeled with a simple power-law. The

GALPROP model version gll iem v01.fit

(Strong et al. 2004a,b) was used for the Galac-

1http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/
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tic diffuse emission, with both flux and spectral

photon index left free in the model fit. All errors

reported in the figures or quoted in the text are

1-σ statistical errors. The estimated systematic

uncertainty on the flux is 10% at 100 MeV, 5% at

500 MeV and 20% at 10 GeV.

For the 106 weekly light curves of LBAS

sources analyzed in Section 3 and 4 the flux in

each time bin is reported for the energy band

E > 300 MeV. This is the best band for report-

ing the flux because it is the band for which we

have the highest signal to noise ratio for each

source. The 3-day and 4-day bin light curves of

the brightest sources analyzed in Sections 5 and 6

are extracted using the F(E > 100 MeV) flux.

3. Variability search and amplitude in weekly

light curves

The following variability analysis was per-

formed using the weekly light curves reported

in Figures 1 – 5. We used F(E > 300 MeV)

(hereafter F300) in order to enable the comparison

of the observed variability characteristics for the

different sources.

Because of the intrinsically variable nature of

blazars for several sources we were not able to ob-

tain a highly significant (TS > 25) estimate of the

flux for all the 47 weeks. Therefore in building the

light curves we followed the same approach de-

scribed in Abdo et al. (2009b). For each time bin

we keep the best fit value of the flux and its esti-

mated error and when the TS < 1 we computed

the 1σ upper limit.

We investigated whether a source had signifi-

cant variations using a simple χ2 test.

χ2 =

Np
∑

i=1

(Fi − 〈Fi〉
2)

(σ2
i + σ2

syst)
(1)

where Fi are the F300 fluxes of each source on

each bin and σi is the statistical uncertainty to

which we added in quadrature σsyst = 0.03〈Fi〉
as an estimate of the systematic error (Abdo et al.

2009e,a); Np is the number of points in each light

curve having a TS ≥ 4(∼ 2σ) and 〈Fi〉 is the

unweighted mean of the flux. This test was ap-

plied to light curves containing only flux values

with TS ≥ 4(∼ 2σ) and excluding upper lim-

its and fluxes with σi/Fi > 0.5 (see Figure 6).

Figure 7 shows the distribution of the “coverage”,

that is the detection fraction of the total period of

observation after this cut on the TS. The weekly

light curves for the 84 LBAS objects for which

this fraction is > 60%, i.e. having at least 28 de-

tections with TS ≥ 4, are shown in Figures 1, 2,3

and 4. The light curves of lower quality - corre-

sponding to the remaining 22 are shown in Figure

5.

We also quantify the variability amplitude of

all the LBAS sources, using the “normalized ex-

cess variance” (Nandra et al. 1997; Edelson et al.

2002). This estimator is defined by:

σ2
NXS =

S2 − 〈σ2
err〉

〈Fi〉
2 (2)

where S2 is the variance of the light curve

and σ2
err = σ2

i + σ2
sys. The error in σ2

NXS

was evaluated according to the prescription of

Vaughan et al. (2003).

The results of this analysis are reported in

Table 1: the first column lists the bright source

list (0FGL list) name, column 2 the other source

name, column 3 the optical class. In the fourth

column we report the spectral energy distri-

bution (SED) class, based on the peak fre-

quency of the synchrotron component (νS
p ) of

the broadband SED following the scheme out-

lined by Abdo et al. (2010c) which is an exten-

sion of the classification system introduced by

(Padovani & Giommi 1995) for BL Lacs. In this

scheme we have: low synchrotron-peaked (LSP,

for νS
peak < 1014 Hz), intermediate synchrotron-

peaked (ISP, for 1014 Hz < νS
peak < 1015 Hz)

and high synchrotron-peaked (HSP,for νS
peak >

1015 Hz) blazars. Data listed in columns 5 – 13

are the redshift, Np, the mean flux the standard

10



deviation of each light curve, the peak flux and

error, the variability probability of χ2 (for Np − 1
degrees of freedom), the normalized excess vari-

ance and error. Negative values of σ2
NXS indicate

absence or very small variability and/or slightly

overestimated errors.

The large majority of sources (74) belong to

the LSP class, which includes all FSRQs (58) and

several BL Lacs (16), while both ISP and HSP

classes have each 13 BL Lacs sources. There are

also 6 objects which cannot be well classified for

paucity of data or because they are peculiar AGNs

defined commonly as radio galaxies, such as NGC

1275 (Per A) and Cen A.

On the basis of the χ2 test, variability was de-

tected in 68 out of 106 LBAS sources with a sig-

nificance higher than 99% (column 11 in Table

1). Note, however, that as demonstrated by Figure

19 in Abdo et al. (2010e) the χ2 has a strong de-

pendence on the statistical flux uncertainties. For

the fainter sources this leads to a reduction of the

χ2 for a given fractional flux variation and then

a source can be considered significantly variable

only if it is both intrinsically variable and suffi-

ciently bright. Therefore, fainter sources can ap-

pear less variable than brighter sources simply be-

cause we cannot measure their variability.

In Abdo et al. (2009a) 56 sources were flagged

as variable based on the results of a χ2 test applied

to weekly light curves covering the first three

months of operation. To compare our results with

those reported in Abdo et al. (2009a), we divided

the light curves in four consecutive segments hav-

ing a duration of about twelve weeks, and the

χ2 test was applied to each of them. 42 sources

were found variable with a significance higher

than 99% during the first light curve segment (cor-

responding to about the same time interval ana-

lyzed in Abdo et al. (2009b,a), 28 in the second,

23 in the the third and 19 in the last. The differ-

ence in the number of variable sources in the first

segment with respect to Abdo et al. (2009a) re-

sults, can be explained taking into account that in

the Abdo et al. (2009a) all light curve data points,
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Fig. 6.— Distribution of the relative flux errors

σF300
/F300 for all the 106 LBAS light curves and

all the data points. The larger values of the rela-

tive error in the distribution labeled “All TS” are

due to the counting of upper limits.

including those with TS <4, were considered in

the calculation of the χ2 and the likelihood anal-

ysis was performed with a different combination

of IRFs and diffuse models. The decreasing num-

ber of variable sources revealed in the four time

intervals is a selection effect. We are using the

BSL sample, so there are disproportionally more

objects which happened to flare up at the begin-

ning of the interval and then faded. However this

is illustrative of one of the distinctive aspect of the

intrinsic characteristics of the blazars’ variability;

alternate periods of flaring and low activity states.

However the total period of our observations is

still too short to allow an estimation of the duty

cycle of the blazar variability in the gamma-ray

energy range.

Figure 8 shows the distribution of the peak

F300 (FM ) values for LSP, ISP and HSP. It can be

noted that only a few LSP were detected in excep-

tionally bright states with a flux FM > 2 × 10−7

ph cm−2 s−1.

Figure 9 and Figure 10 show the distributions

of σ2
NXS and of the ratio between the highest

measured flux to the mean FM/〈F 〉 for the above

three SED classes. These figures were obtained

using only the 84 light curves with a coverage
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Fig. 7.— Distribution of the coverage fraction of

the observation period of each light curve.
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Fig. 8.— Distribution of FM for the LSP, ISP and

HSP light curves with a coverage factor ≥ 60%.

≥ 60%. Variability amplitude of LSPs is gen-

erally larger than for ISPs and HSPs with the

remarkable exception of the HSP source 0FGL

J1218.0+3006 (ON 325 also known as Ton 605)

which has the higher values of FM/〈F 〉 among

the LBAS sources. This source was always close

to the detection limit on a week time scale, but
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Fig. 9.— Distribution of the excess variance for

the LSP, ISP and HSP light curves with a coverage

factor ≥ 60%.

a strong flare was observed during October 10 –

15, 2009. This shows that although HSP seems to

have, on average, a variability amplitude smaller

than those observed in LSP, episodic large flaring

activity can be observed also for this subclass of

blazars.

Among the sources with a coverage < 60%

(22 sources), three sources have FM ∼ 10−7

ph cm−2 s−1. 0FGL J2207.0−5347 (PKS 2204−54)

has a light curve dominated by a short and in-

tense flare detected during September 3 – 8,

2008; 0FGL J1719.3+1746 (PKS 1717+177)

was mainly active during September 2008; 0FGL

J0531.0+1331 (PKS 0528+134), one of the most

active source during the EGRET era, was in a

relative bright state during September-November

2008, with two flaring episodes, then it decreased

to a flux close to the Fermi-LAT detection thresh-

old on a week time scale.

To obtain an estimate of the time spent by

each source in a bright state we evaluate the num-
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ISP and HSP light curves with a coverage factor

≥ 60%.
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Fig. 11.— Distribution of Nb/N . This distribu-

tion could be described by a power law: NS =
(332 ± 72) × (100 ∗ Nb/N)−1.54±0.15.

ber of time bins (Nb) for which (Fi − σi) >
(〈F 〉 + 1.5 × S). The distribution of the ratio

Nb/N in percent is reported in Figure 11. We see

that high states exceeding one fourth of the dura-

tion of entire observation window are absent and

that a very high number of sources were bright

over a time interval shorter than the 5% of the

total observation time. This distribution can be

approximately described by a power law (NS =
(332 ± 72) × (100 ∗ Nb/N)−1.54±0.15).
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TABLE 1

VARIABILITY INDICES AND AMPLITUDES.

0FGL Other Name Optical Class SED Class z Np 〈F300〉a Sa FM
a σM

a Prob σ2

NXS
err(σ2

NXS
)

J0017.4−0503 PMN J0017−0512 FSRQ LSP 0.227 24 2.30 1.37 5.65 1.07 >99.0 0.24 0.08

J0033.6−1921 KUV 00311−1938 BLLac HSP 0.610 31 1.12 0.52 2.80 1.04 12.0 −0.09 0.08

J0050.5−0928 PKS 0048−097 BLLac ISP > 0.30 32 2.51 1.32 5.77 1.37 >99.0 0.16 0.06

J0051.1−0647 PKS 0048−071 FSRQ LSP 1.975 14 2.84 1.47 6.34 1.38 >99.0 0.17 0.09

J0112.1+2247 S2 0109+22 BLLac ISP > 0.23 39 2.20 0.88 4.70 0.97 69.8 0.02 0.04

J0118.7−2139 PKS 0116−219 FSRQ LSP 1.165 39 2.07 1.19 6.56 1.21 >99.0 0.19 0.06

J0120.5−2703 PKS 0118−272 BLLac LSP 0.557 34 1.52 0.55 2.89 0.91 1.8 −0.11 0.06

J0136.6+3903 B3 0133+388 BLLac HSP · · · 34 1.29 0.55 2.87 0.89 11.8 −0.07 0.06

J0137.1+4751 DA 55 FSRQ LSP 0.859 45 4.89 2.13 13.62 1.56 >99.0 0.13 0.03

J0144.5+2709 TXS 0141+268 BLLac ISP · · · 26 1.98 0.91 4.92 1.38 72.3 0.03 0.06

J0145.1−2728 PKS 0142−278 FSRQ LSP 1.148 33 2.32 1.05 4.85 0.96 >99.0 0.10 0.05

J0204.8−1704 PKS 0202−17 FSRQ LSP 1.740 11 2.74 1.22 4.33 1.05 >99.0 0.12 0.08

J0210.8−5100 PKS 0208−512 FSRQ LSP 1.003 30 4.43 4.22 19.19 1.79 >99.0 0.87 0.09

J0217.8+0146 OD 26 FSRQ LSP 1.715 40 2.70 1.47 5.95 1.36 >99.0 0.19 0.05

J0220.9+3607 S3 0218+35 FSRQ LSP 0.944 42 3.55 1.71 8.98 1.37 >99.0 0.15 0.04

J0222.6+4302 3C 66A BLLac ISP 0.444 47 7.92 5.05 34.06 2.52 >99.0 0.38 0.03

J0229.5−3640 PKS 0227−369 FSRQ LSP 2.115 20 2.62 1.45 6.30 1.18 >99.0 0.22 0.07

J0238.6+1636 AO 0235+164 BLLac LSP 0.940 44 13.19 10.73 40.78 2.42 >99.0 0.66 0.03

J0245.6−4656 PKS 0244−470 Un · · · · · · 35 2.20 1.28 8.46 1.18 >99.0 0.20 0.07

J0303.7−2410 PKS 0301−243 BLLac HSP 0.260 36 1.95 0.78 4.78 1.19 43.3 −0.01 0.04

J0320.0+4131 NGC 1275 RG · · · 0.018 46 6.54 2.42 12.30 1.71 >99.0 0.09 0.02

J0334.1−4006 PKS 0332−403 BLLac LSP · · · 44 1.98 0.72 4.36 1.16 15.1 −0.04 0.04

J0349.8−2102 PKS 0347−211 FSRQ LSP 2.944 33 2.86 1.51 7.00 1.55 >99.0 0.18 0.05

J0428.7−3755 PKS 0426−380 BLLac LSP 1.112 47 9.19 3.58 20.24 1.74 >99.0 0.13 0.02

J0449.7−4348 PKS 0447−439 BLLac HSP 0.205 47 3.40 1.44 8.79 1.55 >99.0 0.09 0.03

J0457.1−2325 PKS 0454−234 FSRQ LSP 1.003 47 13.56 6.78 34.39 2.23 >99.0 0.24 0.02

J0507.9+6739 1ES 0502+675 BLLac HSP 0.416 23 1.14 0.50 2.63 0.85 6.3 −0.14 0.10

J0516.2−6200 PKS 0516−621 Un · · · · · · 29 1.95 0.74 4.42 1.28 9.1 −0.08 0.06

J0531.0+1331 PKS 0528+134 FSRQ LSP 2.070 22 5.04 2.34 9.54 1.46 >99.0 0.15 0.05

J0538.8−4403 PKS 0537−441 BLLac LSP 0.892 47 9.23 3.58 17.65 2.06 >99.0 0.13 0.02

J0654.3+4513 B3 0650+453 FSRQ LSP 0.933 32 4.10 2.63 11.29 1.66 >99.0 0.35 0.06

J0654.3+5042 GB6 J0654+5042 Un · · · · · · 28 2.00 0.94 3.89 1.06 91.4 0.06 0.06

J0700.0−6611 PKS 0700−661 Un · · · · · · 29 2.12 0.87 3.81 1.15 39.4 −0.02 0.05

J0712.9+5034 GB6 J0712+5033 BLLac ISP · · · 24 1.40 0.76 3.30 1.04 69.3 0.03 0.09

J0714.2+1934 MG2 J071354+1934 FSRQ LSP 0.534 37 3.98 1.97 8.85 1.48 >99.0 0.17 0.04

J0719.4+3302 B2 0716+33 FSRQ LSP 0.779 37 2.78 1.59 7.26 1.11 >99.0 0.23 0.06

J0722.0+7120 S5 0716+71 BLLac ISP 0.310 45 4.94 2.63 11.56 1.44 >99.0 0.24 0.03

J0738.2+1738 PKS 0735+17 BLLac LSP 0.424 39 1.89 0.51 3.03 0.98 0.0 −0.11 0.04

J0818.3+4222 OJ 425 BLLac LSP 0.530 43 3.36 1.40 6.69 1.23 >99.0 0.09 0.03

J0824.9+5551 TXS 0820+560 FSRQ LSP 1.417 20 1.91 1.28 6.23 1.25 >99.0 0.32 0.11

J0855.4+2009 OJ 287 BLLac LSP 0.306 28 2.48 1.22 6.22 1.17 >99.0 0.12 0.06

J0921.2+4437 S4 0917+44 FSRQ LSP 2.190 44 6.56 4.32 19.52 1.70 >99.0 0.41 0.04

J0948.3+0019 PMN J0948+0022 FSRQ LSP 0.585 39 2.83 1.16 6.77 1.13 >99.0 0.07 0.04

J0957.6+5522 4C 55.17 FSRQ LSP 0.896 47 3.55 0.76 5.05 1.07 2.1 −0.03 0.02

J1012.9+2435 MG2 J101241+2439 FSRQ LSP 1.805 28 2.11 0.93 4.09 0.98 71.7 0.02 0.05

J1015.2+4927 1ES 1011+496 BLLac HSP 0.212 47 2.40 0.79 4.74 1.12 36.4 −0.01 0.03

J1015.9+0515 PMN J1016+0512 FSRQ LSP 1.713 38 3.54 1.57 8.50 1.58 >99.0 0.12 0.04

J1034.0+6051 S4 1030+61 FSRQ LSP 1.401 24 2.00 0.74 4.44 1.01 52.4 0.00 0.04
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TABLE 1—Continued

0FGL Other Name Optical Class SED Class z Np 〈F300〉a Sa FM
a σM

a Prob σ2

NXS
err(σ2

NXS
)

J1053.7+4926 MS 1050.7+4946 BLLac ISP 0.140 16 0.50 0.25 1.21 0.59 3.3 −0.33 0.21

J1054.5+2212 87GB 105148.6+222705 BLLac ISP · · · 20 1.64 0.79 3.57 1.03 71.2 0.03 0.08

J1057.8+0138 4C 01.28 FSRQ LSP 0.888 44 3.50 1.62 6.77 1.21 >99.0 0.12 0.04

J1058.9+5629 TXS 1055+567 BLLac ISP 0.143 44 1.83 0.79 4.15 0.92 78.7 0.03 0.04

J1100.2−8000 PKS 1057−79 BLLac LSP 0.569 18 2.69 0.86 4.84 1.42 9.2 −0.08 0.06

J1104.5+3811 Mkn 421 BLLac HSP 0.030 47 6.84 1.88 11.54 1.46 >99.0 0.04 0.01

J1129.8−1443 PKS 1127−14 FSRQ LSP 1.184 38 2.44 0.86 4.98 0.99 50.3 0.00 0.03

J1146.7−3808 PKS 1144−379 FSRQ LSP 1.048 24 2.06 0.77 3.96 1.17 14.4 −0.06 0.06

J1159.2+2912 4C 29.45 FSRQ LSP 0.729 43 3.06 1.14 6.68 1.17 98.1 0.05 0.03

J1218.0+3006 ON 325 BLLac HSP 0.130 38 2.51 2.51 15.11 1.82 >99.0 0.90 0.12

J1221.7+2814 W Com BLLac ISP 0.102 43 2.58 1.27 6.86 1.44 >99.0 0.12 0.05

J1229.1+0202 3C 273 FSRQ LSP 0.158 47 8.68 5.47 23.11 2.07 >99.0 0.38 0.03

J1246.6−2544 PKS 1244−255 FSRQ LSP 0.635 37 4.60 3.81 18.28 1.75 >99.0 0.64 0.07

J1253.4+5300 S4 1250+53 BLLac LSP · · · 29 1.45 0.47 2.93 0.89 0.9 −0.12 0.06

J1256.1−0548 3C 279 FSRQ LSP 0.536 47 15.69 12.31 50.91 2.61 >99.0 0.62 0.03

J1310.6+3220 OP 313 FSRQ LSP 0.997 41 3.38 2.31 11.50 1.39 >99.0 0.40 0.06

J1325.4−4303 Cen A RG · · · 0.002 44 3.41 0.82 5.71 1.20 0.8 −0.05 0.02

J1331.7−0506 PKS 1329−049 FSRQ LSP 2.150 39 3.86 1.86 7.88 1.20 >99.0 0.16 0.04

J1333.3+5058 87GB 133151.1+511313 FSRQ LSP 1.362 20 1.72 0.53 3.18 0.89 4.8 −0.09 0.06

J1355.0−1044 PKS 1352−104 FSRQ LSP 0.330 13 2.92 1.76 7.38 1.45 >99.0 0.27 0.11

J1427.1+2347 PKS 1424+240 BLLac ISP · · · 45 2.91 1.08 6.73 1.47 94.0 0.04 0.03

J1457.6−3538 PKS 1454−354 FSRQ LSP 1.424 46 8.49 5.16 24.30 2.08 >99.0 0.34 0.03

J1504.4+1030 PKS 1502+106 FSRQ LSP 1.839 47 29.57 12.15 78.44 3.79 >99.0 0.17 0.01

J1511.2−0536 PKS 1508−05 FSRQ LSP 1.185 31 2.17 0.58 3.56 0.99 0.0 −0.14 0.05

J1512.7−0905 PKS 1510−08 FSRQ LSP 0.360 47 28.67 27.21 115.94 3.82 >99.0 0.91 0.02

J1517.9−2423 AP Lib BLLac LSP 0.048 35 2.62 0.76 4.65 1.24 0.5 −0.09 0.04

J1522.2+3143 TXS 1520+319 FSRQ LSP 1.487 47 8.88 3.01 17.53 1.69 >99.0 0.09 0.01

J1543.1+6130 GB6 J1542+6129 BLLac ISP · · · 39 2.39 1.26 5.93 1.03 >99.0 0.16 0.05

J1553.4+1255 S3 1551+13 FSRQ LSP 1.308 32 3.92 2.13 9.14 1.57 >99.0 0.22 0.05

J1555.8+1110 PG 1553+11 BLLac HSP > 0.09 44 3.31 1.12 6.05 1.21 93.2 0.03 0.02

J1625.8−2527 PKS 1622−253 FSRQ LSP 0.786 26 3.90 1.20 7.21 2.00 3.3 −0.08 0.05

J1635.2+3809 4C 38.41 FSRQ LSP 1.814 47 4.09 2.06 12.32 1.34 >99.0 0.19 0.04

J1653.9+3946 Mkn 501 BLLac HSP 0.033 42 2.61 1.27 5.67 1.23 >99.0 0.12 0.05

J1719.3+1746 S3 1717+17 BLLac LSP 0.137 18 3.04 2.18 9.40 1.61 >99.0 0.44 0.11

J1751.5+0935 OT 81 BLLac LSP 0.322 33 3.96 2.72 10.82 1.73 >99.0 0.38 0.07

J1802.2+7827 S5 1803+78 BLLac LSP 0.680 30 1.94 0.85 4.04 1.05 77.3 0.03 0.05

J1847.8+3223 B2 1846+32A FSRQ LSP 0.798 24 3.30 1.67 6.85 1.23 >99.0 0.17 0.06

J1849.4+6706 S4 1849+67 FSRQ LSP 0.657 46 6.31 4.99 19.62 1.86 >99.0 0.60 0.05

J1911.2−2011 PKS 1908−201 FSRQ LSP 1.119 31 4.35 3.01 13.95 1.77 >99.0 0.40 0.07

J1923.3−2101 TXS 1920−211 FSRQ LSP 0.874 41 6.18 3.86 23.52 2.25 >99.0 0.34 0.04

J2000.2+6506 1ES 1959+650 BLLac HSP 0.047 43 2.70 1.19 5.80 2.32 94.8 0.05 0.04

J2009.4−4850 PKS 2005−489 BLLac HSP 0.071 30 1.96 0.62 3.53 1.71 1.0 −0.11 0.05

J2025.6−0736 PKS 2023−07 FSRQ LSP 1.388 40 7.60 5.07 19.39 1.85 >99.0 0.42 0.04

J2056.1−4715 PKS 2052−47 FSRQ LSP 1.491 37 3.41 1.66 8.96 1.41 >99.0 0.15 0.04

J2139.4−4238 MH 2136-428 BLLac ISP > 0.24 45 2.71 1.18 5.60 1.34 98.4 0.06 0.04

J2143.2+1741 OX 169 FSRQ LSP 0.213 41 3.75 1.87 9.95 1.47 >99.0 0.17 0.04

J2147.1+0931 OX 74 FSRQ LSP 1.113 45 3.32 1.66 8.93 1.18 >99.0 0.17 0.04

J2157.5+3125 B2 2155+31 FSRQ LSP 1.486 28 2.12 0.72 4.01 1.01 8.4 −0.06 0.05
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TABLE 1—Continued

0FGL Other Name Optical Class SED Class z Np 〈F300〉a Sa FM
a σM

a Prob σ2

NXS err(σ2

NXS )

J2158.8−3014 PKS 2155−304 BLLac HSP 0.116 47 7.89 2.38 14.93 1.75 >99.0 0.06 0.01

J2202.4+4217 BL Lac BLLac LSP 0.069 42 4.26 2.31 13.90 1.90 >99.0 0.22 0.04

J2203.2+1731 OY 101 FSRQ LSP 1.076 34 2.83 1.29 5.49 1.28 >99.0 0.10 0.05

J2207.0−5347 PKS 2204−54 FSRQ LSP 1.215 11 2.44 2.65 10.71 1.40 >99.0 1.17 0.24

J2229.8−0829 PKS 2227−08 FSRQ LSP 1.560 41 3.71 1.40 7.05 1.16 >99.0 0.07 0.03

J2232.4+1141 CTA 102 FSRQ LSP 1.037 43 3.10 1.50 9.11 1.34 >99.0 0.15 0.04

J2254.0+1609 3C 454.3 FSRQ LSP 0.859 46 27.36 24.58 94.73 3.91 >99.0 0.82 0.02

J2325.3+3959 B3 2322+396 BLLac LSP · · · 20 2.07 1.33 5.32 1.34 >99.0 0.26 0.11

J2327.3+0947 OZ 42 FSRQ LSP 1.843 42 3.05 2.12 13.67 1.39 >99.0 0.40 0.06

J2345.5−1559 PMN J2345−1555 FSRQ LSP 0.621 19 2.29 0.93 4.47 1.03 69.3 0.02 0.06

aFlux (E > 300 MeV) units: 10−8 ph cm−2 s−1.
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4. Characterization of temporal variability in

weekly light curves

For the first time Fermi LAT is enabling the

long-term view on high-energy source variabil-

ity on a uniformly selected sample of gamma-ray

sources. In this section, we report the first and

quantitative outlook to the 11-month weekly light

curves shown in previous section. As mentioned

previously, 84 of the LBAS sources have at least a

60% of the 47 weekly bins (i.e. at least 28 weekly

bin) with TS ≥ 4 flux detections (filled points in

Figures 1, 2, 3, and 4). This allowed a quantitative

time series analysis along the entire light curve

(global analyses such as PDS or autocorrelation

that are distinct from local analysis as the flare

shape analysis reported in Section 6, or wavelet

analysis). In particular the Discrete Auto Corre-

lation Function (DACF) and the first-order Struc-

ture Function (SF) are suitable methods to provide

these first insights on fluctuation modes and char-

acteristic timescales. To reduce contamination

in results caused by the low brightness and non-

variable sources that provide a white-noise con-

tribution, a sub-sample of 56 brightest and more

variable objects is extracted from this list based on

variability probability of χ2 greater than 99% and

normalized excess variance σ2
NXS ≥ 0.09 (with

exception of Mkn 421, 0FGL J1104.5+3811, and

PKS 2155−304, 0FGL J2158.8-3014, taken into

account because of their persisting level of flux

over the considered period: see Fig. 1 and 4 re-

spectively, and Table 1).

In Figure 12 the observed maximum of the

weekly flux variations in subsequent bins is

plotted against the redshift (known for 53 of

the 56 sources selected). The brightest blazars

showing also the most violent variations on

weekly timescales, during these first 11 months

of Fermi survey, are FSRQs PKS 1510−08

(Marscher et al. 2010; Abdo et al. 2010i), PKS

1502+106 (Abdo et al. 2010d), 3C 454.3 (Abdo et al.

2009c), 3C 279 (Abdo et al. 2010g), PKS 0454−234,

and ISP BL Lac object 3C 66A. In a few cases

Fig. 12.— Scatter plot of the observed maximum

of subsequent weekly flux variations versus the

redshift for the 53 brightest and variable sources.

Most scattered sources are labeled. Blazars are

divided with different symbols and color for the

different sub-classes according to table 1.

other BL Lac objects showed rather violent

gamma-ray variations, such as AO 0235+164

and BL Lacertae where flux increases approxi-

matively around or above 10−7 ph cm−2 s−1at

E > 300 MeV. In agreement with results of Sec-

tion 3 and spectral results reported in (Abdo et al.

2010b), the HSP BL Lac objects are well sepa-

rated being at the lowest redshift and least vari-

able sources. Apart from the 3 brightest and

most variable FSRQs, the other 50 sources appear

distributed with decreasing observed maximum

gamma-ray variation with increasing redshift as

expected by inverse square law. The transition re-

gion between the two families is roughly placed

between redshift 0.5 and 1. The analysis of the

DACF and SF techniques is applied to this same

sample of the LBAS list.

The DACF allows to investigate the level of

auto-correlation also in discrete data sets (see, e.g.

Edelson & Krolik 1988; Hufnagel & Bregman

1992) without any interpolation and any invention

of artificial data points. The pairs [F (ti), F (tj)]
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of a discrete data set are first combined in un-

binned discrete correlations

C
(u)
ij =

(Fi − 〈F 〉)(Fj − 〈F 〉)

σ2
F

, (3)

where 〈F 〉 is the average values of the sample

and σF is the standard deviation. Each of these

correlations is associated with the pairwise lag

∆tij = tj − ti and every value represents infor-

mation about real points. The DACF is obtained

by binning the C
(u)
ij in time for each lag ∆t, and

averaging over the number M of pairs whose time

lag ∆tij is inside ∆t:

C(∆t) = (1/M)
∑

ij

C
(u)
ij . (4)

The choice of the bin size for irregular time

series is governed by trade-off between the de-

sired accuracy in the mean calculation and the

desired resolution in the description of the cor-

relation curve. In this analysis the bin is chosen

equal to the sampling, 1 week, because of the lim-

ited temporal range and regularity (no gaps) of the

light curves.

The SF is equivalent to the power density spec-

trum (PDS) of the signal calculated in the time

domain instead of frequency space, which makes

it less subject to sampling problems in presence of

very irregular time series, such as windowing and

aliasing, (see, e.g. Simonetti, Cordes, & Heeschen

1985; Smith et al. 1993; Lainela & Valtaoja 1993;

Paltani et al. 1997). This function represents

merely a measure of the mean squared of the flux

differences at times t and t + ∆t of N pairs with

the same time separation ∆t, along the whole

time series. The first-order SF is defined as

SF(1)(∆t) =
1

N

N
∑

i=1

[F (ti) − F (ti + ∆t)]2 .

(5)

(where Fi is the discrete signal at time t). The

general definition involves an ensemble average.

This function is a sort of “running” variance of

the process that is able to discern the range of

timescales that contribute to variations in the time

series.

In the DACF and SF analysis of these 56

weekly LBAS light curves, true upper limits

(TS < 1) are conservatively considered as values

close to zero (i.e. 10−12 phot cm−2 s−1, well

below the 11-month LAT sensitivity) obtaining

the twofold goal of have still evenly sampled time

series and avoid the bias in results caused by drop-

ping out completely such bins replacing them by

gaps. The comparison of results using the blind

SF analysis for the evaluation of the power-law

index (see below) as test to light curves taking

into account upper limits as explained above and

replacing them with gaps, attests a very low dif-

ference (about 80% of the sources show a differ-

ence in the calculated SF slope between −0.05
and 0.05).

Examples of 12 DACF and SF functions ap-

plied to these weekly light curves are reported in

Figure 13. They show different auto-correlation

patterns, different central peak amplitude, dif-

ferent temporal trends and slopes in logarith-

mic SF representation, pointing out different

variability modes and timescales. The time lag

∆tcross where the DACF value crosses zero for

the first time can indicate the maximum corre-

lation scale, while equally spaced and repeated

peaks in the function shape can point out char-

acteristic timescales and hints for possible peri-

odicity. Deep drops of the SF value can mean a

small variance and provide again possible signa-

ture for a characteristic time scale. The ideal SF

increases with the lag ∆t in a log-log representa-

tion like in the plots shown in Figure 13. PDSs

of blazars’ light curves usually show power-law

dependence on the signal temporal frequency f in

a wide range of frequencies (P (f) ∝ 1/fα). In

case of sufficient sampling, sufficient total time

range and low noise the SF can show a steep lin-

ear trend in a certain range of lags in logarithmic

scale with index simply related to the PDS power

index by S ∝ (∆t)α−1 (Hughes et al. 1992;

Lainela & Valtaoja 1993). If a maximum correla-
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Fig. 13.— Example of DACF and SF functions applied to the weekly light curves of 12 LBAS blazars (from

the left to bottom right: 3C 66A, AO 0235+164, PKS 0426−380, S5 0716+71, S4 0917+44, Mkn 421, 3C

273, 3C 279, 4C 38.41, S4 1849+67, TXS 1920+211, and 3C 454.3). They show different auto-correlation

patterns, different zero lag peak amplitudes and crossing times, and different temporal power spectral trends

and slopes, pointing out more different variability modes.
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tion timescale is reached in a light curve, the SF is

constant for longer lags, and such turnover point

between the power law portion and the constant

trend can identify another important characteristic

time scale. However, it is sometimes difficult to

identify and fit this change of slope, especially for

weak sources which can have spurious breaks and

wiggling patterns in the SF due to statistical errors

(for example, Emmanoulopoulos et al. 2010).

In Figure 14 we show four distributions of the

power indices α evaluated through the SF applied

in a blind mode to each of the selected 56 light

curve from the minimum lag ∆tmin of 1 week to

a maximum lag ∆tmax of 1/3, 1/2, 2/3 and 4/5

of the total time-range I(= tmax − tmin). Most

of the α values are distributed between 1.1 and

1.6, meaning a fluctuation mode about halfway

between the pure flickering (also known as red-

noise, α = 1) and the pure shot-noise (also known

as brown-noise or Brownian variability, α = 2,

typically produced by a random walk process).

Weaker sources, more affected by error disper-

sion, cause a whitening of the variability and shift

the distributions closer to flickering, as well as the

blind application of the SF when the maximum

lag adopted is above the function break. For ex-

ample for the weekly light curve of 3C 279 this

power index α estimated by the average on the

four blind SF runs is 1.25, whiter than the value

found adopting ∆tmax = (1/3)I only (well be-

low the break) where we have a value of about 1.6

(Fig. 14 top panel), in agreement with the value

for the 3-day bin light curve found with the direct

calculation of PDS analysis (Section 5).

These blind SF results at mid and long-term

timescales appear roughly in agreement with

the observed long-term optical variability based

on some samples (for example optical spectral

slope in the range 1.3-1.8 in Heidt & Wagner

1996; Webb & Malkan 2000; Fiorucci et al. 2003;

Ciprini et al. 2007), and short-term X-ray vari-

ability (e.g. Green et al. 1993; Lawrence & Papadakis

1993; McHardy 2008). Radio light curves have

power spectra with slopes around 2 in time-scales

Fig. 14.— Distributions of the PDS power in-

dexes α for the weekly light curves of the 56 most

bright and variable LBAS sources, selected as ex-

plained in the text. The values are obtained apply-

ing the SF considering 4 maximum lags (1/3, 1/2,

top panel, and 2/3 and 4/5 bottom panel, of the

total time-range I = tmax − tmin). These distri-

butions are peaked for values of the power index

between 1.1 and 1.6.

from days up to some years (e.g. Hufnagel & Bregman

1992; Hughes et al. 1992; Lainela & Valtaoja

1993; Aller et al. 1999). On the other hand sys-

tematic and complete radio/optical studies based

on more than one instrument to compare with our

gamma-ray variability results are missing.
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Fig. 15.— Upper panel: scatter plot of the DACF

crossing times in weeks, versus the redshift for

the 53 brightest and variable LBAS sources with

a known redshift (or lower limit). The inset panel

reports the distribution of values (in weeks) for

the same set, pointing out more common ∆tcross

from 4 to 13 weeks and peaked at 7 weeks. Lower

panel: scatter plot of the DACF crossing times (in

weeks) in the rest frame corrected for redshift and

relativistic beaming, versus the bolometric abso-

lute gamma-ray luminosity above 300 MeV eval-

uated taking into account the Doppler and Lorentz

factors reported in Savolainen et al. (2010) for 15

of the most bright and variable LBAS sources

having factors calculated by MOJAVE observa-

tions. All are labeled.

Fig. 16.— Scatter plot of the PDS power index α
evaluated in time domain with the SF (averaged

among the runs with 4 different time lags) versus

the observed maximum of the week-to-week flux

variations. Most scattered blazars are labeled.

Remarkable are the cases of 3C 454.3 (0FGL

J2254.0+1609 a typical FSRQ) and AO 0235+164

(0FGL J0238.6+1636, LSP BL Lac object) that

showed a full Brownian (α ≥ 2) variability, with

a monotonic baseline trend at long timescales, as

depicted by the two outliers of Figure 14 and Fig-

ure 16 and as shown by the corresponding source

light curves, DACF and SF profiles of Figures 1,

4 and 13.

In Figure 15 the DACF crossing times for the

53 brightest and variable sources with known red-

shift (or lower limit) are plotted against z. The

distribution is reported as well. The most com-

mon ∆tcross values are from 4 to 13 weeks, point-

ing out the duration of the autocorrelation and

therefore a possible characteristic timescale. The

peak bin (9 sources) corresponding to 7 weeks

(∼ 49 days) is likely associated with the peri-

odic modulation in efficiency produced by the 55

day precession period of the Fermi spacecraft or-

bit (Abdo et al. 2010h). This is more evident for

weakly variable sources such as Mkn 421 and

W Com for example, even if intrinsic variability

can in principle appear also at these timescales

(as could be the case of 3C 273). Characteris-
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tic timescales can be better searched and quanti-

fied using a better sampling as described in the

next Section 5. For 15 LBAS sources, that are

also in the MOJAVE database, the DACF cross-

ing times are compared with the bolometric in-

trinsic gamma-ray luminosity above 300 MeV

in Figure 15, which is calculated taking into

account Doppler and Lorentz factors reported

in Savolainen et al. (2010). In particular PKS

1502+106 (z=1.8385) has the record of the most

intrinsically violent and gamma-ray luminous

outburst shown during these first 11 months of

Fermi survey (for details see Abdo et al. 2010d).

4C 38.41 (S4 1633+38) and 3C 454.3 (Abdo et al.

2009c) are the other two most powerful gamma-

ray blazars in this period.

The values of α averaged over the 4 maximum

lags runs of the SF are reported for all the 56

sources in Figure 16 against the maximum of sub-

sequent week-to-week flux variations. In this case

a separation between FSRQ and BL Lacs is not

evident, but the difference between the variabil-

ity behavior of full Brownian gamma-ray sources

like AO 0235+164 and 3C 454.3 and the variabil-

ity behavior of other powerful gamma-ray blazars

like PKS 1510-08 and PKS 1502+106 is clear.

FSRQs like PKS 1510-08 and PKS 1510+106 are

characterized by more de-trended flares (depart-

ing from a constant baseline level) or by inter-

mittence, while the most apparently bright FS-

RQs, like 3C 454.3, has clear long term trends and

stochastic long term memory (i.e., high-order cor-

relation structure meaning a persistent temporal

dependence between observations widely sepa-

rated in time and low-frequency dominated PDS).

In these weekly light curves no evident sign of

periodicity is found, but a more detailed investi-

gation for this aspect will be presented elsewhere

using better sampled light curves over only the

brightest blazars. In the following two sections a

global analysis (PDS) and a local analysis (func-

tional fit of the flare temporal structure) is applied

to more densely sampled light curves (3-day and

4-day bins, integrated flux E > 100 MeV) ex-

tracted only for the brightest 28 sources and 10

sources of the LBAS sample respectively. These

light curves, starting from a lower energy thresh-

old because of the high brightness and higher

statistics are built as described in Section 2.

5. Power Density Spectra of the Brightest

Blazars

In lightcurves with binning of a few days,

about 15 of the sources are continously, or almost

continously, detected throughout the 11 month

period. For these 15 sources (9 FSRQs and 6

BL Lacs) we used lightcurves with 3 day bin-

ning and for an additional 13 sources (all FS-

RQs) with slightly lower detection TS we used

lightcurves with 4 day binning. All lightcurves

were evenly sampled without any data gaps and

a Fourier transform routine was used to compute

power density spectra (PDS).

The power density is normalized to fractional

variance per frequency unit ( rms2 I−2 Day−1)

and the PDS points are averaged in logarithmic

frequency bins. The white noise level was esti-

mated from the rms of the flux errors and was

subtracted for each PDS.

In this section we present resulting PDS for

a set of individual sources and also the averaged

PDS for the two classes, FSRQs and BL Lacs.

There are a number of effects that can, poten-

tially, distort the PDS of our analysis from the

“true” long term variability pattern. This includes

stochastic variability within a finite length of ob-

servation, systematics in the data and statistical

noise. The last effect dominates at high frequen-

cies so for the determination of PDS slopes we

use primarily frequencies up to 0.02 day−1.

The statistical (measurement) errors in the

likelihood based lightcurves were investigated by

simulations. These errors were also checked by

comparing some lightcurves with corresponding

ones obtained by direct aperture photometry, for

which Poisson statistics is valid. This showed

that the uncertainty in error estimates is not a sig-
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nificant problem for the brightest sources. For

the less bright ones, including all the BL Lacs,

this effect does introduce an uncertainty in the

estimate of the white noise level in the PDS. The

influence of this uncertainty on the PDS slope was

estimated by repeating the analysis for a range of

possible white noise levels and also by analysis

of lightcurves extracted with different time bins

(from 1 to 7 days).

Observational and instrument systematics were

investigated by analysing pulsar lightcurves ex-

tracted from the 11 month data with the same

procedure as for the blazars. The most prominent

effect is a periodic modulation that is identified

with the 55 day precession period of the Fermi

spacecraft orbit. This precession is consistent

with the addition of the systematic error caused

by the variation in effective area due to charged

particles during orbital precession. This variation

in the LAT effective of area is a known effect that

is caused by a change in exposure over the orbital

precession period (Abdo et al. 2010h). In the PDS

for individual blazars this peak is often hidden by

the stochastic variability but does show up when

averaging the PDS of a number of sources. The

frequency bin at this period was not used when

PDS slopes were estimated.

The PDS for some of the brighter sources are

shown in Figure 17. The source to source differ-

ences are most likely dominated by the stochastic

nature of the variability process and there is no

significant evidence for a break in any of these

cases.

To reduce the stochastic and statistical fluctua-

tions and study the shape of the PDS for FSRQs

and BL Lacs as groups we averaged the PDS for

each of these two classes using all sources de-

tected with TS > 4500. We do this under the

assumption that the differences in PDS shape is

small compared to the random fluctuations ex-

pected due to the action of the (presumed) under-

lying stochastic process. The resulting averaged

PDS for the 9 FSRQs is shown in Figure 18. The

error bars are asymmetric 1 sigma errors for the
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Fig. 18.— Top: Average Power Density spec-

trum, PDS, for the 9 brightest FSRQs. White

noise level based on lightcurve error estimates has

been subtracted. The error bars are asymmetric 1

sigma errors of the mean. Our best fit estimate is

a PDS slope of 1.4 +/-0.1. Lower: A comparison

of the averaged PDS for three sets of sources, the

9 bright FSRQs from the upper plot (solid line),

the 6 brightest BL Lac’s (dotted line) and 13 addi-

tional FSRQs with TS > 1000 (dashed line). Best

fit slope for the BL Lac and fainter FSRQs is 1.7

+/-0.3 and 1.5 +/-0.2 respectively

mean over all sources and frequency points av-

eraged in a logarithmic bin. For determination of

the PDS slope we focus on the low frequency part,

below 0.02 day−1, since at higher frequencies the

PDS is more sensitive to systematics due to uncer-

tainties in the white noise contribution. For fre-

quencies below 0.017 we obtain a best fit slope of
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Fig. 17.— Power density spectra computed from 3 day binned lightcurves for some of the brighter sources.

The power density is normalized to rms2 I−2 Day−1 and the estimated white noise level has been subtracted.

1.4 +/-0.1.

The averaged PDS for the 6 bright BL Lacs

is similarily fitted with a power law up to 0.017

day−1. This gives a slope of 1.7 +/- 0.3 with

white noise based on the lightcurve errors. The

sample of sources consists of three LSP’s (AO

0235+164, PKS 0426−380 and PKS 0537−441),

one ISP (3C 66A) and two HSP’s (Mkn 421 and

PKS 2155−304). Due to the stochastic nature of

the variability and the fact that few sources are

considered, it is difficult to draw firm conclusions

about the differences between the low and high

peaked BL Lacs. An indication of a trend how-

ever, is that the three LSP’s show stronger vari-

ability at longer timescales and therefore domi-

nates the determination of the average, steep slope

while the two HSP’s both have PDS slopes flatter
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than 1.0. Further observations are needed to see if

this trend can be firmly established.

To increase the data sample and to test if source

brightness affects the analysis we selected the re-

maining FSRQs with TS > 1000 and extracted

lightcurves with 4 day binning. Sources where

parts of the lightcurve had very large flux errors

were not used. This resulting sample consisted

of 13 sources for which the PDS was averaged

and analysed in the same way as for the brightest

sources. For this PDS we obtain best fit slope of

1.5 +/-0.2, in good agreement with the slope for

the first sample.

Figure 18 show all three averaged PDS to-

gether for comparison. The difference in PDS

slope for BL Lacs and FSRQs is of marginal sig-

nificance but we note that the BL Lac slope is con-

sistent with 2 while this is not the case for the FS-

RQs. None of the averaged PDS show any sig-

nificant evidence for the presence of a break al-

though this may still not be excluded for individ-

ual sources. From Figure 18 it is also evident that

for the present data the fractional variability of the

BL Lacs is less than that of the FSRQs, at least

up to the 54 day satellite precession peak. The

total fractional rms integrated up to 0.017 day−1

in the PDS for the 9 FSRQs is 1.35 times that of

the 6 BL Lacs. If the ratio is instead estimated

by dividing the PDS for the two groups point-by-

point (which gives equal weight to each frequency

point) we get a value of 1.5. Both estimates were

made after subtraction of a white noise level cor-

responding to the flux error values. If the actual

white noise level is larger than this, the ratio be-

tween FSRQ and BL Lac fractional variance is

most likely larger than our estimate here.

6. Temporal Structure of Flares for the Bright-

est Blazars

The analysis of individual flares is performed

using the extracted 3-day time bin flux (E > 100
MeV) light curves (except for PKS 1502+106 for

which we chose 7-day time bins), as described in

Section 2. For this analysis, we selected the light

curves of the 10 sources which exhibited high

variability with several flares either separated or

partially superimposed (see Tables 2 and 3).

We use the following function to reproduce the

time profile of a single flare:

F (t) = Fc + F0

(

e
t0−t

Tr + e
t−t0
Td

)−1

(6)

where Fc represents an assumed constant level

underlying the flare, F0 measures the amplitude of

the flares, t0 describes approximatively the time

of the peak (it corresponds to the actual maxi-

mum only for symmetric flares), Tr and Td mea-

sures the rise and decay time. This function is

well suited to study both the duration and sym-

metry of the individual flares. Double exponential

forms for the functional fit were used in the past

to fit individual blazar flare pulses (Valtaoja et al.

1999). Other and more general functions are

used in gamma-ray burst science (see, for exam-

ple Norris et al. 2000, 2005; Vetere et al. 2006).

The time of the maximum of a flare can be eas-

ily computed from the first derivative of Equation

(6):

tm = t0 +
TrTd

Tr + Td

ln

(

Td

Tr

)

(7)

which is equal to t0 for Td = Tr. A good estimate

of the total duration of the flare is:

Tfl ≃ 2(Tr + Td) (8)

which, for symmetric flares, corresponds to the

interval where the flux level is reduced to about

20% of the peak value.

As a first step, we identify the flare to be fitted

and detect the time of the peak, which was kept

frozen in the fitting procedure unless the flare was

clearly superimposed on to a slow trend. We build

a function with as many components as the flares’

number and perform a fit for each source with the

function of Equation 6. To verify the validity of

this procedure we analyzed the distribution of the

residuals, calculated by subtracting the observed
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Fig. 19.— Six representative light curves (E > 100 MeV) of bright blazars (3C 66A, PKS 0426−380, PKS

0454−234, 3C 273, 3C 279 and 3C 454.3) obtained with 3-day bins. Data points represent detected flux

values having a test statistic greater than 9, and the continuous (blue) curve represents the best fit function

described in Equation 6.

flux from the modeled one and dividing by the

flux errors, which should be compatible with a

constant level. Figure 19 shows the light curves of

six sources with the fit function superimposed, 3C

66A, PKS 0426−380, PKS 0454−234, 3C 273,

3C 279 and 3C 454.3. This procedure was satis-

factory for the majority of the flares, but for a few

events it did not provide quite good fits. For in-

stance, in the case of the first flare 3C 273 some

data points lie above the fitting curve and this dis-

crepancy could be due to events of short duration

which were not well sampled.

We defined also the following parameter to de-

scribe the symmetry of the flares:

ξ =
Td − Tr

Td + Tr

(9)

which spans between -1 and 1 for completely right

and left asymmetric flares, respectively.

The value of ξ can provide useful indication

of the physical evolution of the flare. Those hav-

Fig. 20.— Distributions of the flare pulse param-

eters for the cumulated 10 bright blazars analyzed

with this technique. Values of ξ above and Tfl be-

low are shown.
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Table 2: Summary of the flare structure fit of the

brightest blazars using their 3-day bin light curves

3C 66A χ2
r = 8.0

flare time(a) ξ Tfl(
b)

260 0.73 ± 0.30 14.7 ± 11.9

280 -0.19 ± 0.19 8.3 ± 1.7

475 -0.55 ± 0.33 8.8 ± 2.5

495 0.02 ± 0.67 11.8 ± 7.9

Average 0.003 ± 0.207 10.88± 3.6

AO 0235+164 χ2
r = 11.4

flare time(a) ξ Tfl(
b)

230 0.16 ± 0.07 21.7 ±1.5

251 0.61 ± 0.06 34.4 ± 1.5

291 -0.49 ± 0.11 24.0 ± 1.9

301 0.63 ± 0.43 21.1 ± 7.9

380 0.04 ± 0.13 63.9 ± 8.3

401 0.36 ± 0.09 6.3 ± 0.5

425 0.55 ± 0.18 47.3 ± 7.2

460 -0.04 ±0.38 19.1 ± 7.4

485 -0.17 ±0.08 5.4 ± 0.4

Average 0.18 ± 0.07 27.02 ± 1.74

PKS 0426−380 χ2
r = 2.2

flare time(a) ξ Tfl(
b)

395 0.10 ± 0.07 4.4 ± 0.3

420 0.01 ± 0.30 24.2 ± 7.4

475 -0.11 ± 0.07 25.2 ± 1.8

Average 0.0003 ± 0.1068 17.97 ± 2.52

PKS 0454−23 χ2
r = 5.0

flare time(a) ξ Tfl(
b)

236 -0.39 ± 0.10 6.6 ±0.5

276 0.33 ±0.24 9.0 ± 2.2

325 0.21 ± 0.08 16.0 ± 1.2

344 0.30 ± 0.63 13.0 ± 7.9

375 0.25 ± 0.78 10.9 ± 8.2

Average 0.14 ± 0.21 11.07 ± 2.34

S4 0917+44 χ2
r = 9.4

flare time(a) ξ Tfl(
b)

364 0.0001 ± 0.1650 120.1 ± 19.8

520 0.0001 ± 0.0707 80.1 ± 5.6

Average 0.0001 ± 0.0898 100.10 ± 10.29

aday of the flare peak (DoY 2008 unit)
bfraction of days

Table 3: Continuation of Table 2.
3C 273 χ2

r = 3.7
flare time(a) ξ Tfl(

b)
229 0.13 ± 0.07 15.8 ± 1.1

263 -0.32 ± 0.03 30.2 ± 1.3

278 -0.24 ± 0.08 6.1 ± 0.4

290 -0.22 ± 0.17 15.5 ± 2.2

340 0.88 ± 0.04 17.0 ± 0.4

398 -0.11 ± 0.07 4.5 ± 0.3

445 -0.76 ± 0.04 68.0 ± 1.5

483 -0.31 ± 0.09 30.7 ± 2.3

525 -0.46 ± 0.11 45.7 ± 3.6

Average -0.16 ± 0.03 25.93 ± 0.89

3C 279 χ2
r = 3.7

flare time(a) ξ Tfl(
b)

238 -0.33 ± 0.24 11.0 ± 2.3

332 -0.22 ± 0.08 17.0 ± 1.2

355 -0.41 ± 0.03 28.4 ±1.3

398 -0.67 ± 0.05 71.9 ± 4.2

419 0.29 ± 0.08 22.4 ± 1.6

Average -0.27± 0.05 30.11 ± 1.07

PKS 1502+106 χ2
r = 4.4

flare time(a) ξ Tfl(
b)

242 -0.20 ± 0.10 40.7 ± 3.8

305 -0.71 ± 0.12 41.6 ± 2.9

336 0.11 ± 0.11 31.6 ± 3.2

365 0.13 ± 0.14 21.3 ± 3.4

405 0.28 ± 0.09 55.6 ± 4.1

485 -0.18 ± 0.08 57.2 ± 4.1

525 -0.05 ± 0.07 36.8 ± 2.6

Average -0.09 ± 0.04 40.67 ± 1.31

PKS 1510−08 χ2
r = 17.8

flare time(a) ξ Tfl(
b)

260 -0.52 ± 0.12 25.1 ± 2.0

381 -0.39 ± 0.10 19.7 ± 1.5

445 0.07 ± 0.01 24.2 ± 0.3

480 0.25 ± 0.08 11.1 ± 0.8

Average -0.15± 0.04 20.00 ± 0.66

3C 454.3 χ2
r = 7.3

flare time(a) ξ Tfl(
b)

235 0.24 ± 0.16 20.3 ± 3.8

255 0.29 ± 0.08 18.0 ± 1.3

272 0.24 ± 0.36 22.2 ± 7.9

295 0.44 ± 0.28 32.2 ± 8.2

327 0.25 ± 0.13 41.8 ± 4.4

378 -0.42 ± 0.10 28.5 ± 2.2

490 0.48 ± 0.11 59.4 ± 4.7

Average 0.22 ± 0.07 31.79 ± 1.98

aday of the flare peak (DoY 2008 unit)
bfraction of days
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ing a marked asymmetric profile can be explored

in terms of a fast injection of accelerated parti-

cles and a slower radiative cooling and/or escape

from the active region. Symmetric flares, with

or without a long standing plateau, can be re-

lated to the crossing time of radiation (or parti-

cles) through the emission region or can be the

result of the superposition of several episodes of

short duration. The ξ parameter is used to de-

fine three different classes of flares: i) symmet-

ric flares where −0.3 < ξ < 0.3, ii) moder-

ately asymmetric flares when −0.7 < ξ < −0.3
or 0.3 < ξ < 0.7 and iii) markedly asymmetric

flares when −1.0 < ξ < −0.7 or 0.7 < ξ <
1.0. The parameters are listed in Tables 2 and 3,

and their distributions are shown in Figure 20.

We also calculated the weighted mean of these

parameters to study the general properties of the

time profiles of gamma-ray flares. We obtain

〈ξ〉 = −0.084 ± 0.009 and 〈Tfl〉 = 11.87 ±
0.12. Looking at the results of the fitting pro-

cedure and the weighted means we can see that

the list of brighter sources shows two different

types of temporal profiles: the sources with a sta-

ble baseline with a sporadic flaring activity and

the sources with a strong activity with complex

and structured features. Based on our analysis we

can put 3C 66A, PKS 0426−380, S4 0917+44,

PKS 0454−234 in the first class of objects and

the remaining 3C 279, 3C 273, 3C 454.3, PKS

1502+106, AO 0235+164 and PKS 1510−08 in

the second one, while no evidence of very asym-

metric profiles is found. In Figure 19 we re-

port cases of both classes to show the different

time profiles. Note that for the majority of events

the uncertainties on ξ are small, however, for a

few flares of 3C 66A, AO 0235+164 and PKS

0454−23 the resulting asymmetries are not safely

estimated. In fact, despite their large values the

occurrence of symmetric of moderately asymmet-

ric profiles cannot be excluded within 1 standard

deviation.

We found only four markedly asymmetric

flares: for 3C 66A (DoY 2008 260 ξ = 0.73 ±

0.30), 3C 273 (DoY 2008 340 and 445, ξ =
0.88 ± 0.04 and ξ = −0.76 ± 0.04, respec-

tively) and PKS 1502+106 (DoY 2008 305,

ξ = −0.71 ± 0.12), where two of them have

rise times longer that the decays. In the case of

3C 66A the flare was rather short and the resulting

uncertainty on ξ is large, therefore no firm con-

clusion on its shape can be established. The two

flares of 3C 273 clearly exhibit different profiles.

Note that the highest point of flare at epoch 340 is

well above the fitting curve implying the possibil-

ity of an even higher value of ξ, whereas the sub-

sequent and much longer flare (DoY 2008 445),

which has a very well established negative asym-

metry, may be due to confusion because of the

partial superposition of low amplitude and short

events, not individually detectable. 3C 273 exhib-

ited also a couple of exceptional flares in Septem-

ber 2009 (Abdo et al. 2010f), in which it reached

a very high level, and the light curves were very

finely sampled. In both episodes rise times were

shorter than the subsequent decays. Similarly,

PKS 1502+106 exhibited a markedly asymmetric

outburst in August 2008, resolved with a daily

binning (Abdo et al. 2010d).

7. Summary and Conclusions

Gamma-ray light curves (Figures 1-5) and

variability properties of the 106 LBAS blazars

(0FGL list, Abdo et al. 2009a,b), collected dur-

ing the first 11 months of the all-sky survey

by Fermi LAT are presented. This represents a

first systematic study of gamma-ray variability

over a consistent set of homogeneously observed

blazars.

The light curves of 84 of these sources have

at least 60% of the 47 weekly bins with flux de-

tection of TS > 4 (� 2σ), and 56 have also a

significant excess variance (Table 1). The low

gamma-ray brightness states interposed among

the flares are studied as well for the first time,

and high flux states do not exceed 1/4 of the to-

tal light curve range (most sources being active

in periods shorter than 5% of the total light curve
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duration). FSRQs and LSP/ISP BL Lac objects

showed largest variations, as expected, with the

high energy SED component peaked at MeV and

GeV bands. HSP BL Lac object show lower

variability (with exception of ON 325), and their

emission is persistent, easily detected in all the

weeks of the considered period (Section 3).

In these first 11 months of Fermi mission PKS

1510−08, PKS 1502+106, 3C 454.3, 3C 279,

PKS 0454−234 (all FSRQs) are observed to be

the most bright and violently variable gamma-ray

blazars. In a few cases this was true also for BL

Lac objects (3C 66A and AO 0235+164 for exam-

ple). In particular PKS 1502+106 (OR 103), 4C

38.41 (S4 1633+38) and 3C 454.3 were also the

most intrinsically gamma-ray powerful blazars

in these months. The other sources appear dis-

tributed with decreasing observed maximum sub-

sequent variations with increasing redshift. Dif-

ferent auto-correlation patterns, central lag peak

amplitudes, zero crossing times, different tempo-

ral trends and power-law indices are shown by the

DACF and SF, pointing out different timescales

and variability modes (more flicker-dominated or

Brownian-dominated). The weekly PDSs evalu-

ated using in blind mode the SF point out a 1/fα

trend with values mostly distributed between 1.1

and 1.6. Light curves of AO 0235+164 and 3C

454.3 are observed to be fullly Brownian (i.e.

with the steepest PDS slopes, α ≥ 2) with longer

emission cycles and sustained flares, that could

identify more massive central black holes. Other

powerful sources such as PKS 1510-08 and PKS

1510+106 show variability behavior half-way be-

tween the two clases above (with α ∼ 1.3) show-

ing intermittence and de-trended complex super-

posed flares respectively. The DACF crossing lag

times are found mostly distributed between 4 and

13 weeks with a peak at 7 weeks.

The mean variability properties for the brighter

sources are studied in more detail by calculat-

ing an average PDS for each of the two main

blazar types, FSRQs (9 sources) and BL Lacs (6

sources). For both types the average PDS is de-

scribed by a power law without any evidence for

a break in the frequency range where our sensi-

tivity is best (0.003 to at least 0.017 day−1). The

power law index for the averaged PDS was esti-

mated to 1.4 ± 0.1 and 1.7 ± 0.3 for the FSRQs

and BL Lacs, respectively. The BL Lac sources

show a large spread in PDS slopes with an indi-

cation of trend such that the PDS is steeper for

LSPs than for the HSPs. Further observations are

needed to establish this trend, but we note that in

the present data the two brighter HSP’s (Mkn 421

and PKS 2155−304) have PDS slopes of order

1 or flatter. For Mkn 421 we can compare this

with the corresponding result for soft X-rays. An-

alyzing the RXTE ASM X-ray light curve for this

source we obtain a well defined power law index

of 1.04±0.05. Besides Mkn 421 the best available

long-term X-ray light curve is that of the FSRQ

3C 279. For this source Chatterjee et al. (2008)

found a slope of 2.3 ± 0.3 for the X-ray band and

1.7 ± 0.3 for the optical. In this case our result in

the gamma-ray band, both the average for FSRQs

and for 3C 279 itself (1.6 ± 0.2), is closer to the

PDS slope in optical than in X-rays. More gen-

erally the gamma-ray PDS of bright Fermi LAT

sources have slopes similar to those obtained from

long-term optical and radio light curves (Section

4). For the X-ray band the situation is less clear

since only a few sources have good enough long-

term light curve to allow a comparison.

The power density excess (above the noise

level) in the 0.003 to 0.017 day−1 range was

found to correspond to a mean rms fractional vari-

ability (rms/I2) of 0.50 for the 9 bright FSRQs

and 0.37 for the 6 brightest BL Lac’s. These

results imply that in the LAT energy range and

presently accessible time scales the FSRQs ex-

hibit a larger relative variability than the BL Lac’s.

Gamma-ray variability observed in these LBAS

blazars can be described both as essentially steady

sources with perturbations or as a series of dis-

crete, though possibly overlapping flares pro-

duced for example by traveling shock fronts. The

emission could be produced in multiple regions
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forming a inherently inhomogeneous blazar zone

or in an essentially homogenous region where all

particles are accelerated, depending by the partic-

ular source considered.

Random walk processes producing such PDS

variability slopes, like instabilities and turbulence

in the accretion flow through the disc or in the jet,

can cause the intermittent behavior observed in

several of these Fermi LAT light curves. These

are stochastic processes, mostly characterized by

the presence of a large number of weakly corre-

lated elements which appear at random, live only

a short time and decay. Steep PDS slopes means

more Brownian-dominated regimes characterized

more by long memory and self-similarity. Large

flares likely arise from the sudden acceleration

of relativistic electrons, related to bulk injections

of new particles and/or strong internal shocks

(Mastichiadis & Kirk 1997; Spada et al. 2001;

Böttcher & Dermer 2010). These type of PDS

could be related to mass accretion avalanches

providing shot pulses: larger (and longer) shots

contribute to the low-frequency part of the PDS,

while smaller and shorter shots determine the

power-law decline at high frequencies. In this

case variability would be explained as distur-

bances or inhomogeneities in the accretion pro-

cess, opposite to intermittence that can be evi-

dence of dissipation in the jet and described by

turbulence-driven processes. Furthermore well

identified GeV recurrent characteristic timescales,

pointed out by breaks in the PDS, can be re-

lated linearly to the mass of the central supermas-

sive black hole (Markowitz 2006; Dermer 2007;

Wold et al. 2007; McHardy 2008), as happens for

X-ray variability timescales in Seyfert galaxies,

but more detailed analysis with improved sam-

pling is needed to shed light on this question.

Finally the local analysis of flare temporal

shapes for the brightest sources revealed and con-

firmed in a quantitative way different temporal

profiles: stable baseline with sporadic flaring ac-

tivity or strong activity with complex and struc-

tured temporal features. The average durations

of the fitted flares varied from about 10 days up

to 100 days in the case of S4 0917+44. In other

very bright flares, times scales as short as a frac-

tion of day have been observed (3C 273, PKS

1510−089) and in some cases the light curves

were structured in series of shorter peaks. The

low mean asymmetry of the events analyzed in

Section 6 can be then explained by the superpo-

sition of series of peaks, even if the light curves

analyzed are already resolved with a short, 3-day,

sampling. A marked asymmetric profile can be

explained in terms of a fast injection of accel-

erated particles and a slower radiative cooling

and/or escape from the active region, and could

be considered cooling-dominated flares. The fast

rise and slower decay can be evidence for a dom-

inant contribution by Comptonization of pho-

tons produced outside the jet (Sikora et al. 2001).

Gamma-ray flares produced by short-lasting en-

ergetic electron injections and at larger jet openig

angles are predicted to be more asymmetric show-

ing much faster increase than decay, the latter de-

termined by the light travel time effects. On the

other hand symmetric flares, with or without a

long standing plateau, can be related to the cross-

ing time of radiation (or particles) through the

emission region, dominated by geometry and spa-

tial scales (Takahashi et al. 2000; Tanihata et al.

2001). Flares observed at or above the peak en-

ergy reflect the scale of the source along the line

of sight and are symmetric for cylindrical geome-

try of the active regions (Eldar & Levinson 2000;

Sokolov et al. 2004). The result of the superpo-

sition and blend of several episodes of short du-

ration could also provide symmetric flare shapes

(Valtaoja et al. 1999).

The presentation of gamma-ray light curves of

a consistent set of blazars observed in homoge-

neous conditions by Fermi LAT over almost one

year, and our systematic variability characteriza-

tion showed properties in some way similar to the

radio-band and optical variability. Variation am-

plitudes, flare durations, PDS slope values, pre-

liminary hints for typical timescales, and mor-
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phology of the flares can be used to support the

identification of the correct source class for newly

discovered unidentified sources. Basically LAT

gamma-ray blazar are displaying two “flavors”

of variability: rather constant baseline with spo-

radic flaring activity showing also intermittence

and characterized by more flat PDS slopes resem-

bling the red-noise, flickering, fluctuations, and

a few sources strong activity with complex and

structured time profiles characterized by the long

memory and steeper PDS slopes of random-walk

processes. Finally, our results can also serve as

preparatory study for more detailed analysis and

modeling that are possible with the brightest and

most variable sources through a better sampling

and time resolution.
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