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Abstract

Kin image generation from parents’ images is a high-level prediction and generation problem. This study presents a new 
method to predict and generate a kin face using parents’ faces, i.e. Tri-subject prediction or two-to-one prediction. Train-
ing one end-to-end conditional GAN from scratch can run into mode-collapse and may not converge, we overcome this 
by using a modular pipeline of unconditional smaller models. We start by extracting father and mother features using a 
pre-trained model FaceNet, then we use extracted features to predict kin features. After that, we use a linear regression 
model to convert the predicted features to a latent vector that can be passed to an unconditioned generative adversarial 
network (GAN) which generates the required kin face. Also, we present a disentangling method to help choosing the 
age and gender of the generated kin. The modular nature of the proposed model allows validating and improving each 
part of the pipeline separately. The model achieves promising results compared to the state-of-the-art.

Keywords Kinship synthesis · Generative adversarial network · Features disentangling · Modular GAN

1 Introduction

Kin image generation from parents images is a sophisti-
cated problem. The features of the child are deeply con-
nected to the parents. A human mind can imagine how a 
son or a daughter may look like, but it was impossible for a 
computer logic to predict it. This problem is hard because 
there is no single prediction for each father and mother 
combination which makes this problem nondeterministic.

Advances in kinship generation field can open doors 
to thorough understating of the deep hidden relations 
between parents’ features and kins’ features. Understand-
ing these relations can help in the future predicting off-
spring features, like genetic disorders, when combined 
with medical and DNA data. Kinship generation can also 
help producing better datasets and enhancing existing 
datasets which can help solving more problems like kin-
ship verification.

In this study, we build a complex modular pipeline 
using pre-trained models to generate the kin image. 

The modular nature of the pipeline changes the way we 
approach GAN problems and introduces a systematic way 
that can be easily generalized to more generative prob-
lems and it widens the door of possible solutions espe-
cially in conditional GAN problems by converting the 
problem to an unconditional GAN preceded by a feature 
prediction network and a features to noise network as 
thoroughly discussed in the study.

We start by extracting features from parent images 
using Facenet [23], then the features are combined 
through concatenation and are passed to a neural network 
to predict the kin features. The kin features are then passed 
to a linear regression model to convert the features to a 
latent vector which can be finally passed to the pre-trained 
PGGAN model [8] to generate the kin face.

We use mainly two datasets: (1) Family101 [5] which has 
206 families, with 14,816 images (2) FIW [16] which has 
1000 families with 11,932 images.

To verify the output, we calculate cosine similarity 
between generated kin face and parents using a logistic 
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regression model. The average accuracy of the generation 
is (63 % ± 7 %), this is comparable to manual human accu-
racy (66.75 % ± 4 %).

This study is organized as follows: We start with an in-
depth literature review on face generation using GAN, 
Kinship verification and kin face generation. After that 
we discuss the proposed model, then the experimental 
results. Finally, We conclude the study with final remarks 
and suggested future work.

2  Literature review

In this section, We start by reviewing datasets related to 
kinship verification and kin face generation, then we dis-
cuss kinship verification methods. We then list approaches 
used to generate faces in general. Finally we review recent 
researches directly related to kin face generation.

2.1  Datasets

2.1.1  Family101

Family101 [5] was the first introduced dataset related to 
the area of family verification and classification in 2013. 
The dataset has 101 public families with 1 to 7 genera-
tions per family, these 101 families translate to 206 nuclear 
families containing more than 607 individuals with 14,816 
images of resolution 120 × 150 pixel.

2.1.2  FIW: families in the wild

In 2016, the FIW dataset [18] was released which is larger 
and of better quality than any previous datasets related to 
family classification or kinship verification.

FIW has 11,932 family photos of 1000 families with a 
resolution of 224 × 224 pixels.

FIW datatset generally has better postures and higher 
quality images than other datasets.

2.2  Kinship verification

Like any classification and verification problem, the two 
main methods to approach the kinship verification prob-
lem are (1) the handcrafted feature-based approach and 
(2) the deep learning approach.

Starting from 2017, Northeastern University started to 
held the annual challenge RFIW (Recognizing Families In 
the Wild) [19] to target the problem of kinship verification, 
ever since a lot of new papers were released that target 
the problem using deep learning. Previous work before 
this point was mainly using hand-crafted facial features.

Some feature-based approaches include using LBP 
features [2] to encode the faces and then use a KNN or 
SVM to verify kinship. Other researches combined the 
LBP with HOG features [4]. SIFT was used in [13, 17] to 
extract features and SVM is used as the classifier.

The other approach is deep learning, one approach 
(The one used in this research) is using a deep feature 
extraction network like DeepID [15], ImageNet [21], 
ResNet [7], FaceNet [23], VGG [24], SphereFace [11] fol-
lowed by a distance calculation using Cosine similarity 
or Euclidean distance to calculate the score.

We discuss mainly two papers, SelfKin [1] by Dahan 
et al which won RFIW in 2018 and Tri-Subject Kinship [17] 
by Qin et al which is one of the best tri-subject verifica-
tion papers.

2.2.1  One‑to‑one verification

SelfKin [1] model won RFIW 2018 challenge and 
obtained the state-of-the-art accuracy of  70%, SeflKin 
scores each one-to-one relation independently to find 
the correct classification (Father–Son, Father–Daughter, 
Mother–Son, Mother–Daughter).

SelfKin uses VGG [24] as the feature extraction net-
work followed by a Mask Layer then a Local-Global classi-
fier, the result is then passed to a global averaging layer. 
The result of global averaging layer is passed to a soft-
max layer to get the label.

2.2.2  Two‑to‑one classification

Two-to-one classification is the problem of verify-
ing the kinship of a face to both parents together 
(Father–Mother–Son or Mother–Father–Daughter).

The Tri-Subject Kinship network [17] works as follows: 
an image of a potential father, an image of a potential 
mother and an image of the proposed kin are supplied 
to a SIFT feature extractor. Each image is divided into 
multiple overlapping patches before passing it to the 
SIFT feature extractor, each patch produce 128-dimen-
sion feature vector. Then the feature selection is used to 
select the best features representing the problem. Finally 
the father features are passed along with kin features 
to Symmetric Bilinear Model(SBM) model. The same is 
repeated on mother and kin features where it’s passed 
to another SBM, both results are then passed to a clas-
sifier, e.g. SVM which finally scores the inputs and give 
the final score.

RFIW included tri-subject kinship as separate branch 
in 2019 competition, so we predict faster progress in this 
track in the future.
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2.3  Face generation before GAN era

Even before the idea of generative adversarial networks 
was innovated, multiple artificial intelligence techniques 
were used to solve the problem of face generation.

Initial trials were targeting the face generation prob-
lem a bit differently, generative models weren’t available 
yet, so the solution was to use face retrieval and morphing 
methods using feature extraction to match a sketch or 
defined features to a set of faces [22], this method gives 
a discrete number of outputs equals to the number of 
labels, so no generation is involved. The output is one of 
the images the model trained on with some morphing.

Following the face retrieval, Variational Autoencoders 
[10] were innovated and VAEs offered an interesting solu-
tion to generative problems, VAE consists of an encoder 
and a decoder followed by an optimizer. Initially the VAE 
learns how to encode and then decode training data, 
the loss function minimizes the difference between the 
real image and the decoded image, the last layer of the 
encoder outputs a latent vector that can be used as a rep-
resentation of the face. After training the VAE, the decoder 
is used separately to generate images from different latent 
vectors. The values of the latent vectors give different out-
puts similar to the training data but not identical. The con-
tinuity of the latent variables is the special nature of VAE 
that helps generating data never seen in the training set.

2.4  GAN face generation

Using GAN to generate faces has been a trending research 
topic since the generative networks were introduced [6].

2.4.1  Progressive growth of GAN

Progressive Growth of GAN (PGGAN) [8] marked a new era 

of face generation, with resolutions up to 1024 × 1024. The 
results are very realistic that the generated images some-
times can’t be recognized as fake by humans.

Although the architecture is similar to other GANs, what 
makes this method unique is how the network is progres-
sively trained.

The network is trained in steps, starting by training a 
small generator and discriminator of size 4 × 4. When the 
small generator can produce good results, we advance to 
a higher resolution (8 × 8) by adding new layers to the 
generator and the discriminator. This allowed the network 
to reach high resolutions consistently and progressively.

2.4.2  Attribute‑guided face generation

The other trend of face generation is attributes-based gen-
eration [14]. In Conditional Cycle GAN, the generator takes 

two inputs: the original image and an additional attributes 
vector that represents the main differences needed on the 
face. Besides generating new faces, Conditional CycleGAN 
can reconstruct faces using features vector.

2.5  Kin face generation

In this section, we discuss the main trends in kin face gen-
eration field.

2.5.1  Face synthesis

Before the era of GAN, the main method of kinship gen-
eration was mainly through synthesis and picking the best 
synthesized face or directly picking one of pre-added kin 
images.

In [3], parent images are provided to a face detection 
algorithm, then a facial landmark identification algorithm 
detects main face points like eye boundaries, lips and nose 
tip. The face is finally provided to a feature extraction algo-
rithm which extracts and combines parents features includ-
ing: shape and color of the eye, mouth shape, skin color, lips 
edges. After extracting the needed features, one out of the 
nine-baby dataset is selected as a base of morphing. The 
base baby face is morphed based on parents features to 
generate the needed kin image based on Eq. 1 where IBaby 
is the base baby image and C is a smoothing factor for the 
baby features (F). � is base image to morphing ratio and � is 
how sharp the baby features should be.

2.5.2  KinshipGAN

Using GAN in Kin face generation is still a new area, a recent 
research [16] explored the possibility of creating gener-

ating kin faces based on one of these one-to-one rela-
tion: father–daughter father–son, mother–daughter and 
mother–son. The generator follows an auto encoder pattern 
where parent face main features are extracted (encoder) and 
then, the extracted features alongside a gender parameter 
(c) are used to generate kin face (Decoder).

To enhance the encoder network, and mainly due to the 
lack of a large scale dataset, a pre-trained VGGFace-16 net-
work is used as feature extractor.

3  Proposed model

GANs are hard to train. Moreover, changing the inputs or 
outputs of the model requires a complete retrain and may 
require a new dataset as well, depending on the changes.

(1)Feature = �I Baby + (1 − �)
(

�F + (1 − �)C�
)
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The complete model architecture is illustrated in Fig. 1. 
We start by extracting features from father and mother 
faces, then we concatenate both vectors to a single vector. 
We pass the concatenated features vector to a kin-features 
prediction network which predicts the new features. Then 

the new features as well as the age and gender are passed 
to a feature-to-noise model to get the needed latent vec-
tor which is finally passed to the PGGAN [8] model to get 
the kin face. The complete model architecture is explained 
in detail in the following subsections.

3.1  Feature extraction

We start by extracting features from both parents. For this 
task, we use FaceNet [23]. FaceNet is a deep neural net-
work that takes a 224 × 224 pixels image and produces a 
compact 128-dimensional vector to represent the features 
of the face.

3.2  Kin features prediction

After extracting parents’ features, we concatenate both 
vectors together in a single 256-dimension vector which is 
then passed to a custom network that predicts the kin fea-
tures (128-dimension vector). The kin features prediction 
network consists of 4 fully-connected layers followed by 
Adam optimizer with 0.01 learning rate and mean square 
error loss function. The model is illustrated in Fig. 2. The 
model is trained on parents features and corresponding 
kin features using FIW dataset.

Fig. 1  GanKin network Fig. 2  Kin features predictor
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3.3  Feature‑to‑noise model

GAN noise is reverse-engineered through regression, we 
obtained the needed noise to construct a face with similar 
features.

We use linear regression to convert the features to 
latent vector that can be passed to the PGGAN network. 
Besides the predicted kin features, we provide the needed 
age and gender of the kin. But we need to make sure the 
gender and age aren’t affected by other features by mak-
ing age and gender orthogonal on each other and on 
other features.

This process is called disentangling, disentangling is 
the process of making some features free or independ-
ent from being affected by other features. And that’s the 
main reason for using a linear regression as the feature-to-
noise model instead of a neural network, because we can’t 
easily disentangle a neural network regression network. 
In our example, there is no need to disentangle FaceNet 
features. So we use FaceNet output as is and we add two 
more manual disentangled features to represent the age 
and the gender of the desired kin. Linear Regression main 
purpose is to find the best relation between each output 
and each input, so it can later interpolate output values 
using any input vector. We use least squares fitting func-
tion to train the linear regression model.

We faced a challenge that the feature-to-noise model 
must be trained using randomly generated faces and the 
randomly generated faces don’t have pre-defined age or 
gender, instead of crafting a hand-made age-gender data-
set, we use the age and gender extractor defined in Rothe 
et al. [20] which uses IMDB-WIKI dataset, we only need 
to use that model in the training phase of the feature-
to-noise model so that the age and gender features can 
accurately represent the face properties. The final features 
vector consists of 130 features, 128 from the FaceNet net-

work + 1 feature to represent age + 1 feature to represent 
the gender.

To be used in our pipeline, the feature-to-noise model 
takes a single 130-dimension vector and produces the 
needed 512-dimension latent vector which is passed to 
the PGGAN network. To train the network in our case, we 
randomly generate 100,000 sample and extract the fea-
tures from generated faces. Using the latent vectors as 
outputs (labels) and the resultant features as inputs, the 
linear regression model is trained to convert any features 
vector to a latent vector.

3.4  Feature‑to‑noise model validator

To verify the accuracy of feature-to-noise model, we built a 
new simple model to measure how accurate can we gener-
ate a face from a features vector. To do that, we feed the 

GAN a latent vector to get the corresponding face, then 
extract the features from the generated face using our 
feature extractor model, after that the features are passed 
to the feature-to-noise model, finally the generated noise 
is passed again to the GAN model and both outputs are 
compared together as in Fig. 3.

To compare the images, we calculate the cosine similar-
ity between both images.

4  Experimental results

In this section, we discuss the results of each part of the 
pipeline. RAM, GPU and CPU that we use in this study are 
listed in Table 1

4.1  Feature‑to‑noise validation

We start with evaluating the feature-to-noise model using 
the model presented in Sect. 3.4. To test the model, we 

Fig. 3  Feature-to-noise verification
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supply the features-to-noise with a pre-generated face 
features. Features to noise samples can be seen in Fig. 4, 
the figure shows very good generation accuracy. Each face 
was re-generated using the features-to-noise model.

These good results lead us to an assumption, GAN can 
be used to reconstruct data from features. To validate this 
assumption we need to repeat the same experiment but 
on real images instead of generated images. Figure 5 has 
the results of reconstructing images from features. Note 
that these images are part of FIW dataset not part of Cel-
ebA dataset [12] (the dataset used to train the GAN).

The visual aspects of the results are good, but still the 
generated images have some inaccurate results. In depth 
analysis of the model are carried out to check the similarity 
between the indirectly generated images in comparison 

and the directly generated images. The directly gener-
ated images are those images which have been generated 
directly from latent vectors, and the indirectly generated 
images are those images which we used features to pre-
dict needed noise and then used the resultant noise to 
re-generate the images.

We extend the previous results to include the added 
gender and age model, we need to be sure the GAN will 
be able to handle the generation of the face using face-
net features while being restricted by the provided age 
and gender, the results are shown in Fig. 6 We selected a 

Table 1  Machine specifications Aspect Value

RAM 12 GB

GPU device NVidia 1050 Ti

GPU cores 768

GPU memory 4GB

CPU Xeon L5640, 
12 Cores, 
2.27GHz

Fig. 4  Generated Image (Top row) and reconstructed image using 
linear regression (Bottom Row)

Fig. 5  Generated faces using images to features to noise, real 
images (Top) and reconstructed images (Bottom)

Fig. 6  Generated images using image to features to noise pipeline 
after adding Age and gender features to the stack, going from up 
to down age is increased (y-axis) and going from left to right we 
move along gender axis from male to female (x-axis), the image on 
the top row is the real face used to extract needed features
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real image and extracted features and then used the linear 
regression model to generate multiple images with dif-
ferent ages and gender levels for the same face features.

Although the process used is the same, the results here 
are a bit worse than the previous results in Fig. 4. That’s a 
result of two main reasons:

The first reason is GAN biasing; any unconditional GAN 
is biased to the dataset used to teach the network how 
to generate. So in our case the GAN is biased to gener-
ate celebrity-like faces. It can try to imitate the output 
we want, but the output won’t be as good as using data 
similar to GANs domain. So, when we tried to regenerate 
an image that was originally generated using the same 
PGGAN network, the output was better than trying to gen-
erate an image that wasn’t generated using the PGGAN 
network.

The second reason is the noncontinuous nature of gen-
erated samples. Not all latent values generate a real face, 
to explain this a bit more, let’s assume we have Latent vec-
tor (A) that generates face (A) and latent vector (B) that 
generates face (B), when we move from Point (A) to point 
(B), intermediate latent vectors may not generate a com-
plete face like illustrated in Fig. 7, the middle result repre-
sents a very poor face generation in GAN space, moving 
around this point produces better results.

Figure 8 shows the real father image, the real mother 
image, the real kin image and the generated kin images. 
The generated images are very comparable to the correct 
kin face. Also, moving on gender and age axes yielded 
good results.

More results are included in Fig. 9, the generated kins’ 
faces have some visual aspects similar to the parents. For 
example, the first sample, the daughter has has the fathers’ 

eyes and mothers skin tone as well as face shape. The sam-
ples show that the model can preserve the race and skin 
color very well.

4.2  Validation

We use a cosine similarity calculation on parent features 
to predict if the kin is a truly related to the parents or not.

The Verification model average accuracy is 63%, a more 
detailed validation table is listed in Table 2

Applying the model on generated samples yielded an 
average accuracy of 63%, detailed accuracy in Table 3.

To compare our results with KINGAN model [16], we 
applied the same face retrieval test to check the retrieval 
accuracy, the retrieval accuracy using NN through cosine 
similarity between generated kin face and real kin face 

Fig. 7  Intermediate noise values generate partial faces, leftmost 
and rightmost images are considered true faces however, interme-
diate values between them -the middle images- are partially cor-
rupted

Fig. 8  Generated images using image to features to noise pipeline 
after adding Age and gender features to the stack, going from up 
to down age is increased (y-axis) and going from left to right gen-
der is increased (x-axis), the 3 images on the first row are the real 
father, real mother and the real kin



Vol:.(1234567890)

Research Article SN Applied Sciences (2020) 2:166 | https://doi.org/10.1007/s42452-020-1949-3

yielded a retrieval accuracy of 0.19. It’s worth to mention 
that we don’t think retrieval accuracy is the best test for 
our approach, however, for the sake of comparison, the 
results are in Table 4

To visualize the results even more, we ran the validation 
model on 3 sets: Positive Samples (Real Parent, Real Kin), 
Negative Samples (Parent, not the real kin) and Generated 
Samples (Parent and the Generated kin using our model). 
The Generated samples histogram landed very close to the 
positive samples histogram as seen in Fig. 10 . Where the 
x-axis represent the confidence of the validation model 
and y-axis represent the number of samples  

Table 2  Validation model accuracy

Relation Accuracy (%)

Father–Son 65.16

Father–Daughter 61.75

Mother–Son 61.95

Mother–Daughter 63.31

Table 3  Model accuracy

Relation Accuracy (%)

Father–Son 71.38

Father–Daughter 60.99

Mother–Son 57.68

Mother–Daughter 62.65

Table 4  Retrieval accuracy compared to [16]

Bold value indicates our result

Model Accuracy

KinshipGAN (w\o deep face) 0.048

KinshipGAN ( �
c
 = 1.0) 0.063

KinshipGAN ( �
c
 = 0.1) 0.107

Our model 0.19

Fig. 9  Generated images, the father on the left, the mother in the 
middle and the generated kin on the right

▸
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5  Conclusion and future work

In this study, We introduced a modular neural network 
model that predicts kin face from parents face images, the 
used model accuracy is 63%.

There is a huge potential of development due to the 
modular nature of the proposed solution. One of the pos-
sible improvements to the current pipeline is using the 
approach published in [9]. The study introduces a new 
generator architecture that learns how to deeply under-
stand the data, i.e. separate high-level features and attrib-
utes. We think using this model instead of PGGAN will give 
much better results. Also, replacing the linear regression 
with a more powerful regression technique will give better 
results as well.
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