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Preface

In the summer of 2002 I was invited to interview for the position of software en-
gineer at the Digital Technology department at the Netherlands Forensic Institute
(NFI). I ended up as one of the first two software engineers to be hired, and we
set up a software engineering-group within the department, dedicated to develop-
ing forensic software. Apart from dealing with the engineering challenges that are
the subject of this thesis, I was encouraged to develop and spread knowledge in
many ways. This included supervising students, teaching users to apply our tools,
writing publications and attending conferences.

It didn’t take very long for me to realize that I would like to be involved in the
necessary innovations around what we now refer to as automated digital forensics.
However, as a self-taught programmer without any formal training, I figured it
would be difficult to participate at the forefront of digital forensics technology. So I
decided to pursue the necessary education, on the side. At least, that’s how I thought
I was going to do it.

I enrolled in a part-time program to obtain a bachelor’s degree in computer
science, managing to complete nearly all courses in the first year and spending
my free time in the second year writing a thesis. Some courses exposed me to
work in the area of programming languages by members of the SWAT-group at
Centrum Wiskunde & Informatica (CWI). I discovered this research group had its
own master’s program in software engineering at the University of Amsterdam, so
I decided to enroll into the full-time program, taking off almost a full year from my
work at the NFI.

During my master’s I got interested in program transformation and was allowed
to do my thesis research in the SWAT-group at CWI. I saw some clear opportunities to
apply the techniques I had been working with to improve digital forensics. Around
this time I started wondering whether another step would be possible, such as some
kind of co-operation between NFI and CWI to allow me to really pursue some of
those ideas. I decided to propose it. This PhD thesis is the result of what happened
to that proposal.
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It is a capital mistake to theorise before one has data. Insensibly one
begins to twist facts to suit theories, instead of theories to suit facts.

— ARTHUR CONAN DovLE, The Adventures of Sherlock Holmes (1892)






Part I

Overview and Analysis

Highlights:
e Domain analysis of the characteristics of file formats.

e Domain analysis of the software requirements of data recovery tools.






CHAPTER

Introduction

In 2008, the mother of Caylee Anthony was accused of murdering her daughter.
A key piece of evidence brought forward by the prosecution was that a website
discussing the use of chloroform was visited 84 times on a computer the defendant
had access to.

This fact was discovered by an automated analysis of the data stored on the de-
vices related to the investigation. The analysis was performed by a digital forensics
software tool that recovers and analyzes potentially relevant information.

However, the tool’s designer discovered that his software contained an error
which lead to reporting incorrect information. A subsequent redesign of the soft-
ware, which allowed the relevant internet history file to be correctly decoded, re-
vealed that the website had only been visited once. The error was attributed to
complexities in the file format that the computer’s web browser used to store its
history [Alvii].

As shown by this case, the impact a single piece of software can have in a digital
forensic investigation is huge. At the same time, the large amount of information,
spread across many locations and all encoded in different and evolving file formats,
presents a significant challenge to investigators.

The only scalable solution is to automate the majority of this work: making
secure copies of data, recovering information in many shapes and aggregating and
visualizing the information for analysis on a higher level than individual items. All
this work has to be executed by software that is forensically sound, which refers to
processing data without modifying it, without built-in assumptions with regard to
interpretation and exhaustively logging all performed steps.
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The specialist nature of this functionality results in digital forensics relying al-
most entirely on custom software engineering. In addition to the domain-specific
functionality, automated digital forensics tools share the same non-functional re-
quirements: high runtime performance, scalability and modifiability:

Runtime performance: Analyses need to be fast. This is a hard requirement due
to legal restrictions on, for example, pre-charge detainment of suspects.

Scalability: An exponential increase in processing, storage and networking capac-
ity, along with growing popularity, requires tools to scale up.

Modifiability: Many different, evolving, and emerging file formats, requires con-
stant adaptation of the tools.

Realizing these qualities presents a significant engineering challenge, as they
are naturally at odds: all three require the software to be optimized in a differ-
ent dimension [BCK12]. For runtime performance, optimization depends on algo-
rithm selection and implementation, as well as allocation of functionality to differ-
ent modules, communication between modules and shared resource use.

For scalability, optimization also depends on allocation of functionality to dif-
ferent modules, but specifically to allow modules to be replaced by others with
different capacities. For modifiability, optimization depends on how functionality
is divided and how it is implemented, again usually at the level of modules.

This thesis presents an approach to address this challenge in one area of auto-
mated digital forensics engineering through the use of model-driven software en-
gineering (MDSE). We have developed the domain-specific language (DSL) DERRIC,
that captures a significant part of the problem space of data recovery applications
and is designed specifically to be easy to understand and modify. We achieve this
through an analysis of the domain and common changes to such applications.

DERRrIC is used to describe the structure of file formats, such as image and
document files. File format descriptions in DERRIC are declarative and independent
of any implementation. The syntax resembles how investigators encounter and use
file format information[’} making the descriptions easy to understand and modify.

File format descriptions in DERRIC are transformed to one or several implemen-
tations by a compiler and interpreter. These components encode the design and
implementation decisions to achieve high runtime performance and scalability.

We evaluate our approach in several ways. First, we use our solution to build
a typical digital forensics tool, called a file carver [PMog] and compare it to a set
of existing file carvers on a set of existing benchmarks. Second, we implement a
set of model transformations to allow the generation of components with different

*Common sources are hex editors, source code, standards documents and informal specifications.
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runtime performance characteristics, to allow the user to make custom trade-offs to
improve scalability. We evaluate these transformations on a custom benchmark.
Third, we perform a set of modifications to programs written in DERRIC in or-
der to evaluate its flexibility in realistic maintenance scenarios. Finally, we con-
struct an integrated development environment to assist in performing maintenance.
Additionally, this demonstrates how an MDSE approach allows the construction of
domain-specific tool support, that would be difficult to develop otherwise.

1.1 Automated Digital Forensics

At the inaugural Digital Forensics Research Workshop in 2001, the following defi-
nition for digital forensics was proposed:

The use of scientifically derived and proven methods toward the preservation,
collection, wvalidation, identification, analysis, interpretation, documentation
and presentation of digital evidence derived from digital sources for the purpose
of facilitating or furthering the reconstruction of events found to be criminal,
or helping to anticipate unauthorized actions shown to be disruptive to planned
operations [Palo1]].

1SO and IEEE use the following definition for software engineering:

The application of a systematic, disciplined, quantifiable approach to the de-
velopment, operation, and maintenance of software; that is, the application of
engineering to software [[SO10l.

When it is required, or at least desired, to develop and use software in order to per-
form digital forensic investigations, these areas intersect. While all digital forensic
investigations depend on software, in practice a stage beyond simply using software
tools to complete individual tasks is required: automated digital forensics.

The automated refers to the automatic execution of multiple steps in a digital
forensic investigation. This can either mean multiple steps on a single piece of data,
such as collection, identification and presentation, or to the processing of multiple
pieces of data in a batch, such as recovering millions of files from a hard drive.

Automatic batch processing of data has become a critical requirement in the
past decades, as processing capacity, digital storage size as well as network band-
width have continued to grow exponentially. As a result, in nearly any case, initial
investigation of single pieces of data has become intractable [Gar10].

Although there are some differences in terminology (e.g., acquisition [[Casog]
versus preservation [Caros|)), the partitioning of digital forensic investigations is
widely agreed upon. There are three main phases that occur in any digital forensic
investigation, regardless of the level of automation:
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Acquisition: Consists of all tasks associated with making a secure copy of the data
under investigation, so that it can be further investigated independently of
the original device and without risk of data loss.

Recovery: Extracting information from the acquired data for further analysis, of-
ten at multiple levels, such as a file’s metadata, its main content (such as its
multimedia or text content), and potentially embedded files.

Analysis: Applying different techniques such as aggregation and visualization in
order to answer legal questions. Mostly concerned with reducing the amount
of information to digest for investigators.

Each device goes through acquisition only once: when its contents have been
securely copied and backed up, only this copied data is used in the next phases.
Only when during a successive phase it is discovered or suspected that the acqui-
sition was incorrect or incomplete, acquisition is restarted (but this essentially boils
down to a restart of the entire process).

Recovery and analysis may be performed iteratively. For example, under high
time pressure, recovery may be reduced in precision to reach the analysis phase
quickly. However, once some relevant facts are discovered, a more precise version
of the recovery phase may be attempted, in order to find more information. These
phases and their relationships are shown in Figure

Error? -~ >

-
PO ~
~ S o ~
e ~ N

k N N
Acquisition —— Recovery ———— Analysis

\—/Reﬁne

Figure 1.1: The phases of a digital forensic investigation and their relationships.

This partitioning is similar to those in other domains, such as the Extract, An-
alyze, Synthesize (EASY) paradigm in metaprogramming [KSVogb]| and Extract,
Transform, Load (ETL) processes in data warehousing [Vas11].

Acquisition

The first step in any digital forensic investigation is to acquire a copy of all the rele-
vant data that may need to be investigated. Once a copy is made, it is authenticated
by calculating one or more types of cryptographic hashes and backed up to prevent
data loss due to errors in subsequent phases.
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An important decision to make during this phase is whether to attempt a dead
or live acquisition [Caros|. This refers to whether a system is off (dead) or on (live)
when its contents is copied.

While turning a device off will reduce the amount of possible outside influ-
ences (such as an installed rootkit), it may also revoke access to, for example, a
decrypted area on the system. Furthermore, a Faraday cage can be used to prevent
potential outside influences during a live acquisition from a device that has wireless
networking capabilities [Wilos].

To prevent inadvertent modification of the evidence during copying, a write
blocker is used. While the actual copying application is most likely designed specif-
ically not to modify its source data, other components such as the computer’s op-
erating system or BIOS, may attempt to write to the device. Write blockers exist in
two forms: hardware [Nato4] and software [Nato3].

Additionally, not all evidence is encountered on fully functioning computers or
devices that are either turned on or off. Hardware may be significantly damaged,
in which case parts of it may be repaired or replaced in order to access its contents.
Some hardware may be intact, but not accessible due to a legacy or proprietary
interface, in which case it may be taken apart (e.g., to access memory chips directly).

Recovery

Once a secure copy of the data under investigation is available, the next step is to
recover as much information from it as possible. The recovery phase transforms
large monolithic blocks of data (e.g., one data stream per device) into information
that can be interpreted, such as e-mails, logs, and image and document files.

Most information, is recovered using different kinds of metadata commonly
available in acquired data streams. For example, nearly all devices store their data
in a file system, that records physical locations for each file in the stream, along
with the file’s name. Additionally, the metadata itself may be considered relevant
information as well, such as time stamps of when or by who a file was created, last
accessed or modified.

However, the required metadata is not always readily available. For example, a
deleted file’s contents and metadata are generally not immediately overwritten (or
cleared) when a file is deleted, but instead marked as “available for writing”. With
knowledge of the data structures of the file system, deleted files that are not yet
overwritten can be recovered by looking beyond just the directly referenced links.

Even when the metadata is unavailable, the file’s contents may still be present
in the data stream. In order to recover it, a content-based approach can be used
to attempt to recognize, called validate, a file by its internal structure. All content-
based recovery approaches are referred to as file carving [PMog].
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Such a content-based approach can be combined with reconstruction algorithms
to recover files that are fragmented (i.e., divided into multiple parts). To prevent a
combinatorial explosion, the employed algorithms usually reduce the search space
to look for files fragmented in a common and simple pattern (e.g., bifragment gap-
carving [Garo7], see also Chapter [2).

Finally, validation also serves an important function even when files were di-
rectly recoverable: the metadata is not always correct. The simplest form is an
incorrectly named file, such as a JPEG image that has a DOC extension. Other possi-
bilities include concatenated files, where only the first file would be identified (and
the concatenated file(s) could be ignored during further analysis).

Files may also be investigated for embedded files. Even though embedding files
is a normal practice (such as a JPEG image embedded in a PDF document), it is
beneficial for analysis to have all embedded files available separately.

An example overview of how recovered files may relate to their physical storage
location is shown in Figure It depicts a scenario where a file is embedded inside
another file, that is in turn concatenated to another file and then stored in a logical
file (i.e., a file from the perspective of the file system and/or operating system).
This logical file is then represented as a stream in memory, which is stored in two
fragments in the file system, which in turn ends up in three fragments in the solid
state memory the file system resides on.

Analysis

Once recovery completes, the process begins to analyze the available information.
The process can itself consist of two distinct steps: loading the information into a
database or other information retrieval system and querying it for relevant facts.
However, since the loading step will potentially make decisions about which facts
to include and/or exclude, we consider them both to be part of analysis.

Due to the large amount of information generally involved in a digital foren-
sic investigation, along with the potentially complex legal framework surrounding
any conclusion, an analysis consists mostly of reducing the amount of information
to digest for a forensic investigator. Additionally, any conclusion will have to be
validated manually.

An example of automatic reduction of the amount of information to consider is
the use of a hash database of known files [RRo6]. For each file, a hash is calculated
and then compared to those in the database. If a match is found, such a file can then
either be automatically included or excluded (depending on whether the database
contains hashes of known relevant or irrelevant files respectively).

The analysis phase is essentially free form, since it consists of any conceivable
analysis on large sets of heterogenous information. Because of this, we will refrain
from defining fixed characteristics and instead describe some examples.
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|| embedded file

’ ; | ‘ ’ ‘ concatenated files

Figure 1.2: The relationship between recovered files and how they are stored.

An example of a relatively simple analysis is to filter all recovered data to collect
and present all images of a specific type, so that they can be viewed by an investiga-
tor to determine which of the images are relevant to an investigation. While simple,
having to manually traverse a file system to look for images, including unpacking
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compressed files, will take up a considerable part of an investigator’s time.

An example of a relatively complex analysis is a network analysis across recov-
ered information from multiple sources to determine links between suspects, such
as whether they have communicated or share large parts of a collection of files. For
example, receiving an e-mail from someone does not imply knowing that person,
but corresponding for an extended period of time suggests acquaintance.

Finally, an analysis that may lead to a return to the recovery process (as shown in
Figure|[1.1) is where metadata of image files is examined to determine the likelihood
of additional files from a series being present in the acquired data. For example, if
images contain a numbering scheme, a small set of missing numbers may indicate
that a more time consuming recovery step can yield important results by locating
the missing files.

1.2 Model-Driven Software Engineering

Nearly all software is developed using third-generation languages such as C/C++,
Java and PHP. They have lead to the development of large libraries of high-level ab-
stractions covering all kinds of domains including many in the software engineering
domain itself (such as middleware).

Unfortunately, with the advance of software, hardware and networking capa-
bilities, the complexity of developing applications has nonetheless increased. The
main reason for this is that third-generation languages still require high level goals
to be expressed in often thousands of lines of code [Scho6].

A potential solution to this problem is the development of Domain-Specific Lan-
guages (DSLs), or more generally, the application of Model-Driven Software Engineer-
ing (MDSE) [Bézo6]. Two parts of any MDSE approach are the following:

Direct Representation: A custom notation to allow the expression of the solution
at a high level of abstraction. These descriptions are not just documentation,
but first-class entities in the development process.

Automation: The implementation is automatically generated from high-level mod-
els expressed in the DSL. This means that the semantic gap between high-level
expression and low-level implementation is crossed automatically.

These parts were described in early work on MDA (an early manifestation of
MDSE) [BBI"04] along with standards to guarantee interoperability between differ-
ent technical solutions.

A key issue is how to determine whether the application of MDSE is beneficial
given an engineering challenge. Investment in designing a DSL and the related
implementation is significant, given that it requires extensive knowledge of both

10
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the application domain (in order to design the notation) and modeling/language
technology (in order to implement the automation) [MHSos].

The goals underlying any decision to use MDSE are usually to make an orga-
nization’s software engineering activities more economical as well as allow direct
participation in the software engineering process by end users [MHSos].

A large number of benefits are ascribed to using MDSE, including increasing
maintainability [DKg8], reliability [Spioi] and reusability [Krug2]. Success factors
observed in practice include increased maintainability [BJMHoz2), [KSV10] and relia-
bility, as well as shorter time-to-market and reduced development costs [HPDog].

Many open questions still remain on the use of MDSE, especially in relation to
how to apply existing tools in practice [PV12].

Direct Representation

Developing a DSL to solve or specify problems in a specific domain has been a
practice throughout the entire history of computer science [DKVoo]. For example,
classic general-purpose programming languages such as Cobol and Fortran were
originally designed to solve problems in a specific domain.

A graphical DSL, or visual language, can be used to express models and pro-
grams using a rich set of notational constructs, such as shapes, connectors, distance
and orientation. As a result, graphical languages have a syntactically dense layout:
they allow the use of positioning to express an almost infinite amount of relation-
ships [Ray91].

Although graphical notations are often thought to be easier to understand and
use for beginners, the large amount of different layouts they enable may actually
make them more difficult for these users [Petgs|]. Textual languages can be consid-
ered highly constrained graphical languages, which may be an advantage to both
the user and implementer.

Apart from the constraints on a textual language, they also allow the use of
existing programming tools such as version control systems and program compar-
ison tools without requiring specific extensions [XSos]. In practice however, there
are many benefits to developing custom solutions for such tasks such (e.g., model
comparison [KPPo6]).

Implementation Patterns

Application frameworks and libraries can be considered domain-specific languages,
since their interfaces provide a kind of “language” to express concepts in a specific
domain. This idea can be extended in (usually) functional programming languages
by using specific patterns to facilitate the use of a domain-specific syntax. Essen-
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tially, such an internal DSL is an application framework, but with a different flavour
to it [Fow10].

This implementation of a DSL inside another language has both advantages and
disadvantages. A major advantage is the reuse of the host language’s syntax and
semantics. For example, if a DSL requires expressions or interacting with external
libraries, support for this can be automatically inherited from the host language.
This can also be a disadvantage, since it is impossible to prevent the developer of a
program in the DSL from using the host language to step outside its intended scope.

An external DSL is another approach to DSL implementation. In this case, the DSL
is entirely separate from any other language or tool, providing the designer with
greater freedom to design its syntax and determine what a user can do with it.
Comparable to general-purpose programming languages, two common implemen-
tation approaches to external DSLs exist: interpretation and compilation.

In both cases the DSL has its own concrete syntax that exists separately from
the interpreter or compiler that transforms it, either to a runtime representation
(interpreted) or an output format that is either directly executed or input to a lower
level transformation tool (compiled). In both situations, from an implementation
perspective, they are the same as an interpreter or compiler for a general-purpose
programming language.

Hybrid approaches exist as well. For example, a general-purpose programming
language can be extended with domain-specific syntax that can be automatically
mapped to code in the host language [BVo4), ERKO11]. While this approach allows
restricted reuse of the host language, it does require the maintenance of a general-
purpose programming language extension.

1.3 Towards Model-Driven Digital Forensics

A key concern in all phases of automated digital forensics is handling variability,
since there is no control whatsoever over the input: any digital device may contain
relevant information. We have selected the recovery phase as the focus of our
research since we believe it will benefit the most from a model-driven software
engineering approach, since it is performed entirely in software.

Acquisition heavily relies on custom, manual approaches, including hardware
repair and replacement along with the use of hardware devices such as write block-
ers and faraday cages. In general it is related to the relatively low pace of change
in hardware used in practice. The resulting challenges therefore are mostly outside
the scope of a software engineering approach such as MDSE.

Analysis will likely benefit from model-driven software engineering approaches
in the future. However, since digital forensics-specific analysis techniques are
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mostly in their infancy, it is currently not possible to accurately determine the do-
main’s coverage and concepts, which are key requirements in order to apply MDSE.

There is currently a very small amount of literature on specific digital forensics
analysis techniques and forward-looking discussions mention it as an area that
requires substantial research and development effort [Beeog) [Gar10].

Variability in Recovery

Once acquisition of data during an investigation is complete, a lot of variability
remains. All digital data consists of bits, but how those bits are organized in order
to form information can differ greatly. Network dumps consist of interlaced streams
of packets or messages. Different levels of protocols encapsulate each other’s data
and in the process sometimes concatenate or truncate it.

Digital storage devices were traditionally disk-based devices that used sectors
as smallest possible units of storage. Usage of these devices was optimized around
the sectors that were quickest to access. Currently solid-state drives (SSDs) are gain-
ing in popularity. SSDs are laid out differently, related to the process of wear level-
ing [LNTGos||, which leads to spreading out data across the entire device evenly in
order to increase its longevity.

These variations lead to different recovery techniques in order to reconstruct
and interpret the acquired data. Still, once an approach to efficiently exchange
messages, optimize for storage in the fastest sectors or spread out data on an SSD
reaches a certain level of efficiency, the industry tends to standardize around it. The
recovery software that handles it then requires relatively little maintenance.

The farther we move away from the lowest level of data storage, the more vari-
ability we encounter, as each level makes it progressively easier to build different
abstractions on top of the previous one. This creates an inverted pyramid, as de-
picted in Figure While this image illustrates the increasing variability with
regard to digital storage devices, the view is similar for networking. In fact, the OsI
model [Zim80] is often displayed in a similar manner.

At the lowest level, all digital data is organized into strings of values that are
either 1 or o. They are stored in a limited set of hardware storage device types,
such as hard disks and memory chips. To manage their storage performance and
reliability characteristics, a bigger set of hardware/software solutions exist, includ-
ing RAID. On top of that, operating systems support a growing set of file systems,
such as NTFs. These file systems then store the actual files, within which two levels
can be distinguished, of files that are actually small portable file systems such as
zIP, and regular top-level files such as JPEG?}

2Which itself may contain additional files in different formats, such as thumbnails.
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Figure 1.3: The inverted pyramid of variability in storage abstractions.

This means that the biggest challenge in dealing with variability lies at the level
of top-level application file formats. Apart from this resulting from our analysis,
it is also our intuition after more than a decade of engineering automated digital
forensics tools. This variability is caused by a multitude of factors, that amplify
each other:

Operating Systems: Different operating systems have different file formats, includ-
ing logs, configuration files and caches.

Applications: Individual applications such as web browsers and mobile apps in-
clude their own logs, caches and file types (e.g., documents and cookies).

Versions: File formats tend to be revised regularly to support new capabilities, but
in practice each version of a format will be encountered.

Intended Variants: Vendors sometimes extend an existing or even standardized
format to support capabilities unique to their devices or applications.

Unintended Variants: Popular formats are produced by a large amount of different
applications, some of which contain bugs in their serialization code.

Engineering Recovery Tools

There is considerable activity in the engineering of digital forensics recovery tools.
Some tools are focused on specific domains, such as networking [[ATos|] or embed-
ded devices [BKos]. Others are specifically aimed at recovering data from mul-
tiple sources, either by implementing or aggregating different tools [BBB12], or
by ignoring the differences in order to improve runtime performance and scalabil-
ity [Garz3].
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Most modern tools adhere to good design principles in their implementationf|
such as separation of concerns. However, they are implemented in general-purpose
languages and as a result, this separation will never be perfect since some concerns
cross-cut others [TOHS]gg].

Our approach to move the development of recovery tools to model-driven soft-
ware engineering is twofold. First, we have developed a DSL to lift the specification
of file formats to a higher level of abstraction, in order to improve productivity
in dealing with variability. Second, we have decoupled the implementation of the
code handling these file formats from their (evolving) specification, so that other
non-functional requirements such as high runtime performance and scalability can
be realized independently from the file format specifications.

The need for investigation of this direction is the result of previous research and
development efforts, including experience with tools such as Xiraf [BBB"12] and
Defraser [Netos]. These tools have shown the usefulness of extensive automation
in the domain of digital forensics, but have also identified the need for effective
solutions to deal with large amounts of variability, especially in the area of file
formats and protocols.

1.4 Research Questions and Perspectives

This thesis is concerned with the study of applying model-driven software engi-
neering in the domain of automated digital forensics. More specific, the design,
development and evaluation of a domain-specific language to allow the specifica-
tion and maintenance of forensically relevant file formats. Additionally, the design,
development and evaluation of an accompanying implementation that optimizes
for the other non-functional requirements: high runtime performance and scala-
bility. This section discusses the research questions that were investigated and the
relevant research perspectives.

Main Research Question:

Can we improve the practice of engineering automated digital forensics tools
through the application of model-driven software engineering techniques, specif-
ically in the domain of recovering information stored in files?

In order to specify what is meant by the word improve, we break this question
down into several questions, related to the functional and non-functional require-
ments for automated digital forensic recovery tools.

3Based on an assessment of open source file carvers discussed in Chapter

15



1. INTRODUCTION

Q1: Can we separate the concerns in file format specification from their imple-
mentation?

Q2: Can we determine what the runtime performance costs are of separating the
concerns of file format specification from their implementation?

Q3: Can we leverage model transformation to tune the scalability and runtime
performance of our solution?

Q4: Can we determine whether our solution provides the modifiability required
in practice?

We address Q1 in Chapters|2|and [3| by performing domain analyses that lead to
DERRIC, a DSL to declaratively describe file formats. Q2 is addressed in Chapters
and [4} by evaluating the data recovery tool EXCAVATOR that uses DERRIC descrip-
tions on standard and custom benchmarks.

In Chapter [4] we address Q3 through the development and use of a set of op-
timizing model transformations and a custom 1TB benchmark. Finally, Q4 is first
addressed by performing a set of realistic maintenance scenarios on DERRIC de-
scriptions, which is discussed in Chapter 5} In relation to those maintenance activi-
ties we additionally discuss TRINITY, a supporting IDE to simplify the debugging of
DERRrIC descriptions, in Chapter @

Research Perspectives

Several perspectives can be applied to the research presented in this thesis, all
related to the application of model-driven software engineering. The first is about
MDSE in general, the other two about applying specific technologies:

Model-Driven Software Engineering in Practice: We present data on the feasibil-
ity and practical applicability of model-driven software engineering.

Derric: Applying MDSE in Automated Digital Forensics: We evaluate tools, in-
cluding DErr1c and TRINITY, in order to determine benefits and drawbacks of
using MDSE in the domain of automated digital forensics.

Rascar: DSL Engineering in Practice All MDSE-specific automation is implemented

using RascAL, presenting observations on its use in the domain in realistic
scenarios.
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1.5 Software and Technology

This thesis describes an evaluation of model-driven software engineering in prac-
tice. As such, a considerable part of the total effort concerned the development of
software used in the experiments.

All software is open sourcdf|and consists of the following major components:

DEerric: A DSL to describe file formats. Its implementation consists of:
Compiler front-end: Implemented in RascaL, includes grammar, optimiza-
tions and a custom intermediate (platform-independent) language.

Code generator: Implemented in RASCAL, generates Java source code imple-
menting file format validators.

Interpreter: Implemented in Java, executes the file format validator imple-
mented in the front-end’s intermediate language.

Excavaror: A file carver. Implemented in Java, interfaces with components created
by the DErRIC code generator.

TRINITY: An IDE for DERRIC. Implemented in Java, interfaces with the DERRIC com-
piler front-end and interpreter.

Utilities: Several tools to automate research tasks:

Fraggen: Hard drive image generator with support for fragmented files.

FileHerder: Runs DERRrIC generated code on sets of files and collects results.

To give an impression of the size of the developed software, Table[1.1|shows the
non-empty lines of code, along with the chapters the software is used in.

Component RascaL Java Chapter

DEerrIC 2.346 2.041 3,4,5,6
ExcAvATOR 1.416 3,4
TRINITY 1.009 6
Utilities 579 4,5
Total 2.346  5.045

Table 1.1: Component sizes and relevant chapters.

4Available from: http://www.cwi.nl/model-driven-engineering-in-digital-forensics,
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1.6 Origin of Chapters

Chapter 2. Towards an Engineering Approach to File Carver Construction.
Accepted at The Third IEEE International Workshop on Computer Forensics in Soft-
ware Engineering (CFSE’11). Published in the proceedings of the 35th Annual IEEE
Computer and Software Applications Conference Workshops (COMPSACW’11) [AB11].
Joint work with Leon Aronson.

Chapter 3. Bringing Domain-Specific Languages to Digital Forensics.

Published in the proceedings of the 33rd International Conference on Software Engi-
neering (ICSE’11) [BS11]]. Joint work with Tijs van der Storm.

Chapter 4. Domain-Specific Optimization in Digital Forensics.

Published in the proceedings of the 5th International Conference on Model Transforma-
tion (ICMT’12) [BS12]. Joint work with Tijs van der Storm.

Chapter 5. A Case Study in Evidence-Based DSL Evolution.

Published in the proceedings of the gth European Conference on Modelling Foundations
and Applications (ECMFA'13) [BS13a]. Joint work with Tijs van der Storm.

Chapter 6. TrinITY: An IDE for The Matrix.

Published as a tool paper in the proceedings of the 29th IEEE International Conference
on Software Maintenance (ICSM’13) [BS13b]. Joint work with Tijs van der Storm.
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CHAPTER

Towards an Engineering
Approach to File Carver
Construction

This chapter was previously published as a paper with the same title in 35th Annual IEEE Computer and
Software Applications Conference Workshops (COMPSACW'11) [AB11]. Joint work with Leon Aronson.

Abstract

File carving is the process of recovering files without the help of (file system)
storage metadata. A host of techniques exist to perform file carving, often used
in several tools in varying combinations and implementations. This makes it dif-
ficult to determine what tool to use in specific investigations or when recovering
files in a specific file format.

We define recoverability as the set of software requirements for a file carver
to recover files in a specified file format. This set can be used to evaluate what
tool to use or which technique to implement, based on factors such as file format
to recover, available time, engineering capacity and data set characteristics.

File carving techniques are divided into two groups, format validation and
file reconstruction. These groups refer to different parts of a file carver’s imple-
mentation. Additionally, some techniques may be emphasized or omitted not
only because of file format support for them, but based on performance effects
that may result from applying them.

We discuss a variant of the GIF image file format as an example and show
how a structured analysis of the format leads to design decisions for a file carver.
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2.1 Introduction

Forensic data recovery tools such as file carvers [PMog] use a large amount of dif-
ferent techniques to recognize (parts of) files, ranging from simple recognition ap-
proaches such as magic number matching [RRo5] to more advanced and involved
approaches such as file structure validation [Garo7] and statistical fragment classi-
fication [KSo6| [Veeo7].

Research in data recovery techniques typically provides empirical results of ef-
fectiveness on different types of files as well as a discussion of the underlying
causes. However, it is difficult to properly evaluate the complexity of recovering
a file of a newly introduced file format or the expected effectiveness of a proposed
recovery technique. Having this capability would make it easier to decide what
techniques to use during digital forensics investigations as well as assist develop-
ers creating new file formats to make design decisions that improve a file format’s
recoverability.

We propose a definition of recoverability specific to digital forensics based on the
software engineering requirements of implementing a file carver for a file format.
These requirements consist of techniques that are a reflection of two factors that
influence recoverability. First, the difficulty of automatically validating that any
given block of data conforms to the given file format. Second, the impact that
outside effects, such as fragmentation, have on the difficulty of recovering a file of
the given file format.

These requirements can be used in several ways. First, to determine the com-
plexity of (automatically) constructing a file carver for a given file format. Second,
to help decide what file formats to search for or which file carver (or algorithm) to
use during a digital forensics investigation. Finally, to guide application developers
in creating file formats that are relatively easy to recover.

This chapter is organized as follows. Section discusses the techniques that
are available as requirements for a file carver for a given file format. As such it
also serves as a discussion of related work in the domain of file carving. Section|2.3]
discusses the impact these techniques have on the performance of file carvers and
the recoverability of the file formats they support. Section [2.4| presents an example
discussing all the issues presented before and demonstrating their use. Section
discusses the suitability and applicability of the proposed approach. Section
concludes.

2.2 File Carving Techniques

If metadata describing where a file is stored (usually as part of a file system) is
missing or inaccessible, a content-based approach can be used to recognize and
reassemble available data in an attempt to recover files. File carving is the term used
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for all combined approaches in this area. Two factors influence how difficult it is
to recover a file using file carving: the file’'s own format as well as the state of the
(surrounding) data. The following subsections discuss these two factors and split
them into separate techniques that can be implemented independently.

Format Validation

The easiest way to determine whether a block of data conforms to a given format, is
to load it into an application accepting that format and, if it loads, manually inspect
the loaded file to see if the content makes sense. However, when recovering data
this approach is generally unfeasible: from terabytes of data, millions of files can
potentially be recovered, which could take months to inspect manually.

Cutting out user intervention increases feasibility considerably, which is achieved
by using an automated format validator. This is a program (or function in a system)
that accepts a block of data and determines whether it conforms to the defined
structure of the file format it validates.

Although this approach is typically orders of magnitude faster than manual for-
mat validation, major scalability issues remain. The more strict a validation is, the
more computing power it generally requires. For example, validating compressed
files may require decompressing all contents and calculating multiple hashes over
large amounts of data.

Whether automated format validation is at all feasible also depends on the file
format’s defined structure. If the structure is only loosely defined and does not have
any internal verification mechanisms (such as using length fields or an embedded
hash) it may even be impossible to automate format validation.

Several approaches exist to perform automated format validation, all related
to aspects of existing file formats. Following is a discussion of those approaches,
ordered by increasing complexity.

Magic Number Matching

Binary file formats typically use magic numbers, identifiers that signal the beginning
(or end) of a file or internal data structure. For example, GIF files always start
with the AsCII string "GIF" and end with the byte Ox3B. A validator using magic
numbers only needs to compare values in order to make decisions. However, except
for the bytes containing the magic numbers, not much is known about the data.

Scalpel [RRos5], the successor to ForeMost, is one of the most popular file carvers
and nearly exclusively uses this technique.

21



2. TowARDS AN ENGINEERING APPROACH TO FILE CARVER CONSTRUCTION

Data Dependency Resolving

The use of data dependencies allows file formats to parameterize (parts of) their own
layout. For example, BMP files contain length fields that specify both the size of the
entire file and of an internal data structure, as well as a flag specifying whether a
color table is embedded in the file. Interpreting these values can help validators to
locate possible inconsistencies (e.g., when the end of a block described by a length
field is not followed by the next expected data structure) but even then, the actual
contents of the data blocks are not validated.

Internal Verification Checking

As opposed to the previous two approaches, internal verification does take the actual
contents of (part of) a file into account. For example, PNG files consist of a series
of so-called chunks, which are blocks of data that specify their length, type (using
magic numbers), contents and a cyclic redundancy code (CRC) over the type and
contents.

While calculating CRCs takes time, a validated block of data is very likely to be
correct. Configuring which verifiable parts should actually be verified can be used
to reduce the required time.

Algorithm Output Analysis

Most file formats that are interesting in a digital forensics context employ some kind
of encoding or compression. Output analysis examines the encoded or compressed
data as stored in the file in relation to the algorithm that was used to create it. For
example, JPEG uses Huffman coding to compress data. Given a block of data, it is
possible to determine whether it was likely compressed with a given Huffman table
using bit sequence matching [SMog].

Compressed/Encrypted Data Decoding

Data decoding as part of validation is basically an automated version of the manual
validation process without the inspection. For example, successfully decoding an
MPEG file has a high chance of yielding at least a partially viewable movie. Addi-
tionally, if the decompression is only partially successful, the location of the error
is usually close to where the corrupted or missing data is. However, it does require
significant computation, even compared to typical internal verification or even out-
put analysis.
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File Reconstruction

If all data were stored in single consecutive blocks and never overwritten, data
recovery would be nothing more than running all available format validators on
a block of data and collecting the resulting files. In practice, operating systems
implement a host of performance optimizations that both enable and complicate
data recovery.

The biggest performance gain for file systems is typically achieved by not actu-
ally removing files upon deletion, but simply marking their location as available for
writing. This optimization makes file carving at all possible. File fragmentation is
an optimization that causes files to be split into several parts and scattered over the
physical contents of a storage device. This complicates data recovery significantly.

Without metadata, it is difficult to determine the original order the fragments
were stored in. Attempting all possible combinations of a set of fragments is in-
tractable. File reconstruction is concerned with employing heuristics such as knowl-
edge of typical fragmentation patterns or file characteristics in order to reduce the
search space. Following is a discussion of the approaches in this area.

Fragment Reordering

File reconstruction based on fragment reordering attempts a subset of all possible
combinations of available fragments and uses a set of format validators to deter-
mine matches. There are two general approaches to compute this subset and keep
implementations within an acceptable running time.

Bifragment Gap Carving [Garoy] restricts the search space by only carving frag-
mented files that are split into two fragments that occur consecutively on the phys-
ical storage. First, a block of data starting with a header and ending with a footer
that is rejected by the format validator is located. All possible combinations of frag-
ments that make up this block are then attempted, under the constraints that no
fragments are reordered and that all removed fragments are contiguous. In effect,
all embedded "gaps" are attempted.

Advanced Carving [Coho7| uses a format validator not only to accept or reject
files, but also to determine the location in rejected files where the fragmentation has
occured. As a result, only certain file formats (that have extensively defined internal
structure) and format validators (that implement data dependency resolving or data
decoding) can work with this approach. It can recover files where the fragments
are out-of-order on the physical storage, but on realistic data sets is only tractable
when recovering files split into two fragments.
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Fragment Classification

An alternative approach to reducing the amount of possible combinations of frag-
ments to consider when reconstructing files is fragment classification. Individual
fragments are considered and, based on their contents, either included or excluded
from further reconstruction. As such this approach combines well with fragment
reordering or any other file carving technique, as it simply reduces the amount of
fragments to consider.

Classifiers are generally implemented in the form of supervised learning ap-
plications using some metric that helps recognize different types of file fragments.
Experiments in this area have been conducted using a diverse set of metrics, in-
cluding byte frequency analysis and byte frequency correlation analysis [MHo3]],
Shannon entropy, chi-square distribution and Hamming weight [CBS™ 10] and Nor-
malised Compression Distance [Axe10].

Although classification techniques all have their own characteristics, a general
observation is that compressed and encrypted data is easy to recognize, but hard
to classify. Data that has not been encoded, such as plain text or bitmap files are
generally easy to classify, because they have easily identifiable characteristics (e.g.,
plain text only uses a subset of all byte values and bitmaps often have distinct
patterns such as having a zero every four bytes as alpha channel value).

2.3 File Carving Performance

The file carving techniques discussed in the previous section all enable automated
file carving and have some performance benefit or cost for a file carver that employs
them. In general, without a limitation on the amount of combinations of fragments
considered, no matter how fast a format validator is, the resulting running time on
an average hard drive can be months or years. At the same time, format validators
may require significant computation to come to a conclusion. These two factors are
discussed in the following subsections.

Format Validator Invocation Reduction

Recovering fragmented files is a combinatorial problem: all combinations of frag-
ments in the set of the smallest unit of data on a data storage device are to be
attempted to discover files that originally resided on the device. An attempt in this
context is an invocation of the format validator to determine whether a match was
found. This solution is intractable even when the large amounts of data involved in
practice are ignored. Two approaches are used to reduce the amount of times the
format validator is invoked.
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The first is to only consider a subset of all fragment combinations, which is what
all practical fragment reordering techniques such as bifragment gapcarving do. The
algorithm simply only looks for files that have been fragmented in a certain manner
that is common in practice, for example, fragmentation into two parts [Garo7].

The second is to use the results of each format validator invocation or some
other program or function to reduce the data set either by eliminating or group-
ing fragments. Elimination is achieved using techniques such as magic numbers,
by excluding all fragments that do not start with some fixed value, and fragment
classification, by excluding all fragments that do not match the statistical properties
of the file format that is being recovered. Grouping is achieved by all format val-
idation techniques that support partial validation by grouping fragments together
once they partially validate (typically the start of a block up to a certain point) in
some attempted order. The grouped fragments can then be considered a single
(larger) fragment, reducing the size of the data set.

Format Validator Computation Reduction

The amount of data on current data storage devices is growing to such a size that
reducing the amount of fragment combinations to consider from the original in-
tractable solution to a polynomial-time solution may still require days or weeks of
processing time dependent on the performance of the format validator.

For example, when considering a relatively small block of 100MB of data con-
sisting of typical 512-byte sectors, a quadratic function to determine all possible
candidates for validation requires billions of format validator invocations. This
makes it extremely important for format validators to only perform computations
that are crucial to validate files in a given file format.

One possible approach is to not implement computationally expensive vali-
dation techniques such as output analysis and data decoding and accept a small
amount of false positives, especially given that eventual evidence will have to be
manually inspected. If the percentage of false positives is manageable in this man-
ner, it may pay off to accept them and handle them in the manual stage.

2.4 Recoverability Example: GIF

Based on the techniques enumerated in Section [2.2]and the performance considera-
tions discussed in Section|2.3]it is possible to assess what combination of techniques
can either be discarded or included in the software engineering requirements for a
file carver for a given file format, as well as how to use those techniques effectively.
As a practical illustration, we discuss a simplified structure of the GIF image file
format.
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1format gif

.extension gif

3

4strings ascii

ssign false

sunit byte

;size 1

stype integer

9

iosequence

11Header

12 ([Image ComprBlk* ZeroBlk]
13 [AppExt DataBlkx ZeroBlk])x*
yTrailer

15

wstructures

1iyHeader {

18 Signature: "GIF";

19 Version: "87a" | "89a";
20 LSWidth: size 2;

21 LSHeight: size 2;

22 Flag: unit bit;

23 ColorResolution: unit bit size 3;
24 SortFlag: unit bit;

25 Size: unit bit size 3;
26 BGColorIndex;

27 PixelAspectRatio;

28 GCT: size Flagx(3*(2~(Size+l)));
29}

30

s1Image {

32 Separator: 0x2c;
33 Left: size 2;

34 Top: size 2;

35 Width: size 2;

36
37
38
39
40
41
42
43

44}

4

47
48
49
50
51

52}

53

Height: size 2;

Flag: unit bit;

InterlaceFlag: unit bit;
SortFlag: unit bit;

Reserved: unit bit size 2;

Size: unit bit size 3;

LCT: size Flag*(3x(2~(Size+l)));
LZWMCS;

5
46 AppExt {

ExtensionIntroducer: 0x21;
ExtensionLabel: Oxff;
BlockSize: 11;

AppId: type string size 8;
AppAuthCode: size 3;

s4DataBlk {

55
56

57}

58

Length: 1..255;
Data: size Length;

s9ComprBlk = DataBlk {

60
61
62
63

64}

65

Data: lzw(packing=lsbfirst,
codesize=variable,
startsize=Image.LZWMCS)

size Length;

66ZeroBlk = DataBlk {

67

68}

69

Length: 0;

oTrailer { Marker: 0x3b; }

Figure 2.1: Simplified structure of the GIF image file format.

A description of the structure we discuss is shown in Figure The structure
is expressed in DERRIC (see Chapter [3), a digital forensics-specific data description
language that we have developed to precisely express the structure of data formats

in order to allow extensive analysis.

Simplified GIF Format

A simplified structure of the GIF image file format discussed is shown in Figure
The only simplification that has been applied is the exclusion of some extension
structures due to size constraints in this chapter. As a consequence, a file that
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adheres to this specification is a well-formed GIF image file, making this example
realistic.

The specification identifies the name of the format (line 1) and its file exten-
sion (line 2) along with a set of defaults: strings use the ASCII character set (line
4) and whenever the specification of binary values is omitted, they are unsigned,
single-byte integers (lines 5-8). The rest of the specification is divided between the
specification of the file format’s sequence (lines 10-14) and structures (lines 16-70).

The terms used in the sequence section refer to defined structures of the same
name in the structures section. Additional characters are used to define gram-
matical aspects of the file format, such as optionality (question mark), repetition
(asterisk), alternatives (parentheses) and fixed order subsequences (square brack-
ets).

As a result, the defined sequence prescribes that every GIF file starts with a
Header and ends with a Trailer. In between is an arbitrary amount of any com-
bination of two subsequences: starting with an Image, followed by any number of
ComprBlks and terminated by a ZeroBlk or starting with an AppExt, followed by any
number of DataBlks and terminated by a ZeroBlk.

The structures referenced in the sequence are defined in the structures section.
Every structure has a name along with a list of its fields. Each field has a name and
a specification of its contents. Every part of the specification that is not defined is
based on the defaults specified at the top of the description (lines 4-8). For example,
the Size field in the Image structure (line 41) has an unknown value (not specified),
but its type is an unsigned integer (not specified, based on defaults) with a size of
3 bits (specified).

GIF File Carving

Developing a custom file carver for the simplified GIF image file format requires
an analysis of its specification and a definition of which techniques in Section
can be used to maximize the amount of recovered data, without using intractable
approaches that will often run for months in practice, as discussed in Section

GIF Format Validation

Every GIF file starts with a fixed header (line 18) and terminates with a fixed trailer
(line 70), enabling the use of magic number matching to find complete files.

data dependency resolving presents an interesting addition as the format contains
several flags to signal the existence of other data structures (lines 22 and 37) and
mandates length fields on all DataBlk(-based) structures (lines 54-64), including a
prescribed ZeroBlk terminator (lines 66-68).
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GIF files do not contain mechanisms for internal verification checking, but algorithm
output analysis can be performed, especially given the well-known compression al-
gorithm (Lzw) and variable starting size for code tokens (lines 60-62). Apart from
analyzing the tokens, compressed data decoding can be used to fully validate the com-
pressed data stream.

GIF File Reconstruction

Extensive structure in the GIF format based around small length-specified DataBlks
and a well-known compression algorithm make it relatively easy to develop a
format validator that is capable of fairly precisely pinpointing fragment bound-
aries when attempting to reconstruct a fragmented file, so Fragment Reordering ap-
proaches such as bifragment gapcarving can be applied.

Applying fragment classification however is more difficult. While the compressed
data will be relatively easy to recognize, the GIF image file format also allows AppExt
structures that may contain data that is not compressed, such as plain text com-
ments or even embedded text that is part of the image. So while classification
can be useful to identify possible fragments that may be part of a fragmented GIF
file, it is not recommended to discard fragments based on not being classified as
compressed.

GIF File Carving Performance

GIF files tend to be of limited size because larger (photographic) images are often
stored as JPEG or PNG, since they support more colors and better compression. The
smaller files typically are, the less they tend to be fragmented. Combined with the
opportunities in the file format to create a format validator that can fairly precisely
pinpoint fragment boundaries, the amount of format validator invocations will be
small compared to other media formats.

However, to maximize the amount of files that can be recovered, the algorithm
output analysis and compressed data decoding may be omitted completely. Instead,
format validation can rely on data dependency resolving fully. This is possible be-
cause each DataBlk(-derived) structure must specify its single byte length up front,
allowing easy detection of errors at a very high granularity of 256 bytes, half the
size of typical 512-byte sectors on storage media. Only checking length fields will
significantly reduce the amount of computation a format validator has to perform.

2.5 Discussion

Given the diversity in file formats, file carving techniques, performance consid-
erations and data storage systems, there are several cases where our approach to
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documenting the recoverability of files based on their format’s enabled file carv-
ing techniques raises questions about applicability and suitability. Following is a
discussion of the questions that we have currently identified.

Outside Factors

There are several factors that impact what the actual contents of files in a given
file format is made up of. The first is related to the applications that generate the
files. All kinds of design decisions were made by the developers of these applica-
tions that impact the recoverability of the files the applications create. For example,
whether or not to use the optional restart markers in JPEG files, or whether to split
the compressed data of a PNG file into separate IDAT structures. Both would make
it much easier for file carvers to recover those files, but since they both rely on im-
plementation aspects related to optional features in the file format, they are difficult
to integrate into an objective model.

The second factor deals with actual contents of the files. Bitmap files that contain
uncompressed data and that don’t use the alpha channel are easy to classify, but
it is unclear what that means for the entire format. Another example is file size
growth. With photo and video cameras producing larger and larger files, the ratio
between metadata and (compressed) contents is constantly changing, which may
have an impact on how difficult it is to carve files of that type.

Technique Selection

There is no fixed process describing how to proceed after enumerating the types
of file carving techniques that can be used to recover files of a given file format.
In general, it is important to have a validator that maximizes precision, because
more than 9o% of files are not fragmented [Garo7] and can be recovered without
requiring any type of file reconstruction. Beyond that it is difficult to decide on what
technique to implement first, especially since the specific encoding or compression
algorithms of the different file formats greatly impact the difficulty of implementing
the more advanced format validation techniques, such as algorithm output analysis.

Still, a structured assessment of the file carving techniques enabled by features
of specific file formats does lead to insights about how or if to apply them. An
example is in our discussion of the GIF image file format. Without careful analysis,
it may appear obvious that such a compressed format will require compressed data
decoding or fragment classification, while in practice, the extensive use of a small
length field makes faster approaches also feasible.
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Engineering Effort

Digital forensics investigations are often performed under high time pressure due
to deadlines related to legal proceedings such as pre-charge detainment. As a re-
sult, apart from precision and performance, another factor is present when dealing
with files of a file format that was previously unsupported: engineering effort.
When deciding what technique to implement, these three factors must be taken
into account. For example, if a file format’s embedded data supports high-speed
decompression and high precision with regard to locating corrupted data, imple-
menting compressed data decoding for this file format will probably result in fast file
carving. However, if implementing support for this feature takes up a large amount
of time, it might be more efficient to implement slower and less precise techniques
in the validator so that the file carving may start earlier.

Format Engineering Implications

Using file carving techniques to develop easily recoverable file formats may result
in some unusual design decisions. For example, while it is generally considered
good practice to implement existing standards instead of inventing or modifying
a new compression algorithm, custom data formats tend to make file carving eas-
ier. For example, the escaping in JPEG makes algorithm output analysis possible.
However, we believe it is a useful tool to assess the recoverability of files during file
format development, since most of the practices it promotes are in line with general
engineering guidelines.

Following the techniques described in this chapter, a file format developer would
be advised to use:

e Magic numbers for at least header and trailer.

o Length fields for all data structures.

¢ Flags to indicate the existence of all optional data structures.
o Checksums to protect the integrity of all data structures.

e Encoded data only if the application requires it.

e Small data structures that will require minimal fragment reordering to re-
cover.

2.6 Conclusion

File carving has been the subject of active research for the past decade and has
resulted in two techniques that we have discussed in this chapter: format validation
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and file reconstruction. The first focuses on validating that a block of data adheres
to a given file format and file reconstruction focuses on reassembling fragmented
files. In practice both techniques are combined so that file carving can be almost
entirely automated.

However, automation can easily result in a solution that will still be unfeasible
due to the large amount of time required to carve a single file. An important
conclusion is that a file carver that simply implements all file carving techniques
that a file format supports may not be an optimal solution in practice.

In this chapter we have proposed to take all aspects of a file’s format into account
and consider each technique within the context of accuracy and performance. This
will lead to design decisions that are both precise with regard to reducing false
positives as well as scalable with regard to recovering data in an acceptable running
time.

To illustrate our approach, we have presented an analysis of a simplified GIF
image file format and show that considering each technique and combination can
lead to different design decisions.

Future work

We are currently developing an automated file carving framework based on model-
driven engineering (see Chapter 3} including methods to automatically infer the file
carving techniques supported by a given file format in order to generate compo-
nents for the framework. This would for example enable a user to enter a time limit,
which is then used by the application to select a suitable set of carving techniques,
thus optimizing the results in a given time frame.
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Part 11

Modularity and Efficiency

Highlights:
Design and implementation of the DERRIC DSL and compiler.
Implementation of the ExcavATOR data recovery framework.

Implementation of model transformations to tune runtime performance and
scalability.

Development of custom 1TB data recovery benchmark to exercise DERRIC.

Benchmarking of ExcAVATOR/DERRIC on existing and custom benchmarks.






CHAPTER

Bringing Domain-Specific
Languages to Digital Forensics

This chapter was previously published as a paper with the same title in 33rd International Conference on
Software Engineering (ICSE’11) [BS11]. Joint work with Tijs van der Storm.

Abstract

Digital forensics investigations often consist of analyzing large quantities of
data. The software tools used for analyzing such data are constantly evolv-
ing to cope with a multiplicity of versions and variants of data formats. This
process of customization is time consuming and error prone.

To improve this situation we present DERRIC, a domain-specific language
(DSL) for declaratively specifying data structures. This way, the specification of
structure is separated from data processing. The resulting architecture encour-
ages customization and facilitates reuse. It enables faster development through
a division of labour between investigators and software engineers.

We have performed an initial evaluation of DERRIC by constructing a data
recovery tool. This so-called carver has been automatically derived from a declar-
ative description of the structure of JPEG files. We compare it to existing carvers,
and show it to be in the same league both with respect to recovered evidence,
and runtime performance.
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3.1 Introduction

Digital forensics is the branch of forensic science where information stored on dig-
ital devices is recovered and analysed in order to answer legal questions. The con-
tinuous growth of storage size and network bandwidth and the increased popular-
ity of digital hand-held devices, makes digital forensics investigations increasingly
dependent on highly customized data analysis tools. Only the use of extensive au-
tomation offers a means to deal with the scale of current and future investigations.
Apart from raw scale, the diversity in types of devices, storage and memory lay-
outs, protocols and file formats requires an equally impressive flexibility in these
tools: in order to deal with emerging and changing data formats they must be
continuously evolved, customized, and redeployed.

Data formats are often poorly documented and hence must be reverse engi-
neered. Even if data formats are documented, there are often many variants that
require changes to the implementation of the data format processor. Additionally,
off-the-shelf data format processors such as spreadsheets or image viewers are of-
ten inadequate, since in digital forensics, one often has to deal with incomplete or
otherwise corrupted data: such fragments may contain crucial evidence.

The challenge for software engineering in digital forensics is therefore:

How to construct high-quality data analysis tools that are easy to mod-
ify and customize, and yet at the same time are able to handle data in
the terabyte range?

To achieve both the required scalability and flexibility we propose an architec-
ture that separates the development of the data analysis tools from the data for-
mat processors. This allows the data analysis tool to be optimized for maximum
scalability and define how data format processors must be implemented to be us-
able in the tool. Additionally, data format processors are developed using a data
description language that allows declarative specification of data formats. These
specifications are then transformed using a code generator into the form the data
analysis tool requires. This approach simplifies development (by separating data
formats from processing algorithms) and allows for optimizations (by the code gen-
erator, either based on data analysis tool requirements or opportunities in the data
formats).

For data description, we propose a domain-specific language called DERRIC that
is designed to accomodate the workflow of a digital forensics investigator, imple-
menting constructs that match typical activities such as reverse engineering, itera-
tive development and using data format documentation. To evaluate our language,
we describe its use in a typical forensics scenario. Additionally, to evaluate our
entire architecture, we develop an instance of our system implementing a typi-
cal digital forensics data analysis tool doing file carving, the process of recovering

36



3.2. Digital Forensics Challenges

deleted, hidden or obfuscated files from a data storage device. We compare our
tool to existing relevant file carvers and show that our system performs as good as
industrial-strength carvers while being much more flexible.

This chapter makes the following contributions:

o An analysis of the software engineering challenges in digital forensics, mapped
to practical issues.

o The digital forensics-specific data description language DERRIC.

e An evaluation of a DERRIC-based data analysis application in comparison to
industrial-strength tools on standard benchmarks.

Organization of this chapter

The rest of this chapter is organized as follows. Section [3.2|discusses the software
engineering challenges in digital forensics and maps them to practical problems
in data analysis tools. Section [3.3| presents the data description language DERRIC,
demonstrating its use in a typical scenario. Section [3.4| presents an instance of our
complete architecture in the form of a file carving tool utilizing DErr1c. The evalua-
tion comparing our system to existing file carvers is also presented. Section [5.7] dis-
cusses issues around suitability and applicability of our work. Section [3.6]discusses
related work both in the area of domain-specific and data description languages as
well as in digital forensics. Section [5.8] concludes.

3.2 Digital Forensics Challenges

The most important challenges in digital forensics include domain-specific data ab-
straction, modularization and improving scalability [Gar1o]. Data abstraction deals
with the need for one or several standard formats to describe, store and use data
in different formats. Modularization refers to the need to increase and deepen in-
tegration between digital forensics tools to reduce manual preparations and allow
extensive reuse between types of tools (e.g., using the same tool to recover images
from both a storage device and a network stream). Scalability is important to keep
digital forensics investigations feasible in the face of current and future storage ca-
pacities, bandwidth and device use. Below we discuss the domain-specific aspects
of these challenges in more detail.

Data Abstraction

Digital forensics investigations typically require the support of a large amount of
data formats, ranging from file systems and formats to protocols and memory lay-
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outs, where each class can have several different instances depending on type, ver-
sion and implementation. An example of this is the FAT file system, which has
multiple types: FAT12, FAT16 and FAT32, where FAT16 has two versions. All types and
versions are implemented by multiple operating systems.

Reverse Engineering

Whenever data is encountered in an unknown (or known, but proprietary) format,
a process of reverse engineering starts to recover enough of the format’s structure
to be able to recover files of this type or extract information from recovered files.

A common problem is the distance between the encoding of identifiers dis-
covered in the data under investigation and the format in which they must be
expressed. If the notation doesn’t support the same encoding, the data must first
be transformed. Besides being error prone, it also obfuscates the description. Ex-
amples of different encodings are string encodings such as ASCIl and unicode and
numerical values of any bit size.

Fragmented or missing data is also common. If a data description method does
not support the expression of parts of the data that are currently unknown, the rest
of the format can either not be expressed or the unknown data must be described
using some approximation. This prevents the tool using the description from using
the knowledge of missing data to its advantage by choosing a method appropriate
to its requirements and capabilities. Additionally, expressing what parts of a format
are currently unknown instead of some arbitrary placeholder increases its value as
documentation.

Using Documentation

In another situation, the format of the data that is encountered in an investigation
is well-known and documented. In this case the documentation is used to create
an implementation of the format in order to recover files of this type or extract
information from recovered files.

A similar problem occurs here regarding the distance between the encoding of
identifiers in the documentation and the format in which they must be expressed.
Although data format documentation tends to map relatively cleanly to implemen-
tations in data description or programming languages, some important exceptions
exist. The most common is in the formatting of strings, where data formats typically
still use ASCII strings, the default format for strings in programming languages has
typically evolved to a type of unicode, or is dependent on external factors such as
compiler options, linked libraries or runtime platform. This functionality typically
exists so applications can easily be adapted but may have unwanted consequences
in a data format processor.
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Another problem related to the encoding issues is that documentation may
present data in a different format on purpose. An example is the Microsoft Office
file formats documentation [Mico8||, that displays all bit diagrams in big-endian
byte order for readability even though it requires implementations to store the ac-
tual files in little-endian byte order.

Iterative Development

Regardless of the approach used to develop the data format description, the process
is typically highly iterative for several reasons. The smallest possible description
that will reliably lead to recovering evidence is always sought since strict deadlines
are common. To find this description, it is developed iteratively, checking at every
increment whether it succeeds. This effectively requires the process to go from
describing to executing to be simple and fast. In an ideal situation, this means that
data analysis tools can be reconfigured or extended at runtime, or have capabilties
to easily and quickly shutdown and restart.

Modularization

The diversity in types of digital forensics investigations is high, ranging from the
analysis of a regular confiscated data storage device, such as a hard drive, to a
highly specialized embedded device such as a detonator. At the same time, as reuse
of techniques and formats between devices is high, the reusability of the tools an-
alyzing them should be as well. An example is a file system such as FAT, which is
typically used on (older) desktop computers and servers, but also on thumb drives,
memory cards and on internal memory of all kinds of embedded devices such as
mobile phones and MP3 players. Interfacing with these devices often requires differ-
ent hardware and accompanying software, but at some level the analyses converge
and boil down to support for the FAT file system layout. Modularization can facili-
tate that each data format must be developed only once and then used in multiple
scenarios on multiple devices.

Adding and Modifying Formats

All these independent implementations of standard data formats are rarely identi-
cal, prompting digital forensics investigators to regularly implement small changes
or create derived versions of popular formats. Any implementation that is far re-
moved from the specification of data formats will be difficult to use for regular
adaptation.

For example, if a hand-written parser is used, making a small change such
as changing the sign of all numbers in a data format can have significant impact
on the entire implementation, such as having to change all the number variable
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declarations and changing all calls to parsing methods related to numbers. Apart
from being time consuming it is also error prone and difficult to verify.

Modifying and Reconfiguring Tools

The combination of diversity and similarity in the domain of digital forensics leads
to additional complexity. An extremely rare combination of data formats in some
areas may be very common in another. To analyze data efficiently, different in-
vestigations benefit from different combinations of algorithms and formats, each
optimized for both a specific type and amount of data encountered.

An example is the analysis of the contents of a confiscated hard drive. In one
investigation all files of certain types may be identified and recovered. In another
however, time may be extremely limited and the investigators may be looking for
a possibly hidden spreadsheet created using Microsoft Excel 2007. To accomplish
this, they may want to look for all zIP files containing XML files (since Excel 2007
files are basically a set of XML files compressed with ZIP). The more difficult it is
to modify or reconfigure an application to perform this analysis, the less time the
investigators will have to do other analyses.

Scalability

For the past thirty years, the cost of hard drive storage has shrunk exponentially as
every fourteen months the price of a single gigabyte has halved [Komog]. Coping
with the amount of extra data would already be challenging in just this dimen-
sion, but there are more dimensions that show similar growth. The amount of
households with broadband connections is steadily growing and in The Nether-
lands, there have been more active mobile phone subscriptions than citizens since
2006 [Cenog]. Additionally, the digital world is becoming more and more diverse,
with desktops running Mac 0sx and Linux operating systems slowly becoming
more widespread and users choosing alternative browsers on any of these plat-
forms are already common.

As a result, data analysis tools must scale to support these exponential increases
in size as well as be able to identify and recover an increasing amount of different
data formats.

Scaling To Terabytes

From a hardware perspective alone it is already challenging to have to analyse the
largest hard drives available or network streams that do not fit on a single disk
of the largest available size. The demands this places on the data analysis tools
are even greater. Exponential growth in the encountered data means that analysis
techniques and algorithms have to be extremely refined in order to be usable for
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any length of time before they become too slow. When they do, it is typically a lot
of work for developers to modify a data analysis tool to work with new techniques
that have been optimized for the current generation of data sizes.

If the base functionality of these data analysis tools, such as reading and caching
data as well as implementing identification and recovery algorithms is tangled with
other concerns, especially related to identifying and recovering data formats, then
every scalability enhancement will have to be applied to each data format imple-
mentation. This means that as data grows and more data formats come into use,
not only will changes have to be made more frequently, they will also be more com-
plicated every time. Eventually the data analysis tool will become unmaintainable.

Trading Precision for Speed

As mentioned in section different types of investigations may be more efficient
in a custom configuration using only a specific set of data formats and a single (type
of) algorithm. However, there are also cases that this approach cannot be used to
save time, for instance when there is not enough information about what to look
for or how to look for it. When time is limited, a typical approach can be to simply
reduce the precision of all parts of the system and end up with a best effort result
given the time available.

If this requires a large amount of manual modifications across a large set of
components, several problems arise. The first are typical for modifying software,
such as making a lot of changes under time pressure being error prone and difficult
to trace. Additionally however, a set of components developed by multiple devel-
opers across a large period of time will most likely consist of very different looking
and functioning code, making it extremely difficult to modify all components in
such a way that they all lose a comparable amount of precision and gain the same
in performance. The result will be an unevenly optimized data analysis tool with
difficult to predict performance characteristics.

3.3 A DSL for Digital Forensics

Specifying data formats is one of the main challenges identified in Section 2, so a
data description language (DDL) [FMW10|] forms our starting point. We have devel-
oped DERrRic, a DDL designed to address the problems related to data description
in digital forensics. In the following subsection we will present the language using
an example, the description of JPEG [[TUg2]. The JPEG format is one of the most
important data formats in digital forensics investigations, given that nearly all dig-
ital cameras and mobile phones produce files of this type and it is also the most
prominent format for pictures on the world wide web.
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1format jpeg
.extension jpeg jpg jfif

30APPOJFIF = Segment {
51 blockId: OxEQ;

3 32 data: {

sunit byte 33 identifier: "JFIF", 0O;
ssize 1 34 version: expected 1, 2;
6sign false 35 units: @ | 1 | 2;

stype integer 36 xdensity: size 2;
sstrings ascii 37 ydensity: size 2;

9 38 xthumbnail: size 1;
osequence 39 ythumbnail: size 1;

11 SOI 40 rgb: size xthumbnailxythumbnail*3;
12 APPOJFIF APPOJFXX? g}

13 1 (SOI APPOJFIF APPOJFXX EOI)=* 42}

 EOI
15

43
14APPOJFXX = Segment {

6Sstructures 45 blockId: OxDA;

17S0I { marker: OxFF, OxD8; } 46 data: {

18E0I { marker: OxFF, 0xD9; } 47 identifier: "JFXX", 0;

19 48 tnformat: 0x10 | 0x11 | 0x13;
20Segment { 49 tndata: size length-

21 marker: OxFF; 50 (offset(tndata)-offset(length));
22 blockId; 51 }

23 length: lengthOf(data) size 2; 52}

24 data: size length; 53

25} 54S0S = Segment {

26

55 1dentifier: OxDA;

27DHT = Segment { blockId: 0xC4; } 56 comprData: jpegdata(ht=DHT.data,
28DQT = Segment { blockId: OxDB; } 57 qt=DQT.data);
29 58}

Figure 3.1: Excerpt of the JPEG format in DERRIC.

An Example: JPEG

A DEeRrIc description is fully textual and consists of three parts: a header, a se-
quence and a set of structures. As an example, an excerpt of the JPEG image file
format description is shown in figure

Following is a discussion of how DERRIC addresses the domain-specific aspects
of data description in digital forensics using the JPEG format description as an illus-
tration.

Specification and Implementation Encoding

DERRrIc allows literal values to be expressed in a large amount of different formats,
tailored to different ways the data may be encountered in an investigation. In the
case of reverse engineering, this will typically be in hexadecimal format. When doc-
umentation is used, other literals may be appropriate. The JPEG format description
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in Figure demonstrates several formats: line 21 shows hexadecimal and line 33
shows a string literal in combination with a regular decimal number. Additional
formats are supported, including octal and binary.

In addition to the multiple formats for expressing values, modifiers exist to
direct the interpretation of values. Modifiers exist to transform values based on byte
ordering (little, big and middle endian), sign, numerical type (integer, float), string
encoding (ASCII, UTF8, etc.) and size (with different units, such as bits and bytes).
Default values for modifiers can be expressed at the top of a DERRIC description.
An example of this is shown in lines 4-8. In this case, "JFIF" and 0 on line 33 will
be interpreted as an ASCII string and a single byte, unsigned integer respectively.

Not requiring data format developers to transform data before use reduces the
distance between actual data and data descriptions, thus improving usability and
readability.

Expectations and Unknowns

Whether reverse engineering or working from documentation, some fields in a data
format may have a lot of different values, but typically do not in practice. An exam-
ple of this is the version field on line 34. Even though different versions of the JPEG
format do exist, the 1.2 version is encountered nearly exclusively. Therefore, the
value of the version field should formally be defined as any value. When attempt-
ing to reassemble a heavily fragmented JPEG file that has been cut off just before the
version field however, it may improve performance dramatically to first try parts
that start with the most common value for that field. The expected keyword in
DERRrIc allows the investigator to express this information as a hint to the recovery
tool.

The opposite of having additional information about a field may also occur:
not understanding the contents of a field completely and specifying whatever part
is known or guessing. An example feature of DERrIC to facilitate this, is the
terminatedBy keyword. It can be used for blocks of data that are not understood
well enough to specify, by only specifying its terminator.

Allowing investigators to express additional or missing information about a
data format as part of the specification enables an iterative style of development.

Modification and Variation

Decoupling the ordering into a separate sequence makes it easier to extend a de-
scription. Instead of specifying ordering at data structure level (e.g., as a linked
list, which is common practice in many programming languages) a distinct se-
quence allows specifications such as on line 13, where the ! operator used in
1 (SOI APPOJFIF APPOJFXX EOI)* automatically includes all data structures except
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the ones specified. Adding a data structure automatically adds it to the sequence,
which maps well to the process of reverse engineering where discovering previ-
ously unknown data structures is common. Additionally, if the sequence keyword
is not specified, a sequence is inferred where any combination or ordering of spec-
ified data structures is accepted.

Data formats often have some fixed characteristics that are shared by most in-
ternal structures. In the case of JPEG, as shown by the Segment structure on lines
20-25 in Figure this is a single byte marker, followed by a single byte blockId,
following by a 16 bit length specifying the size of the data structure (in this case,
apparently excluding marker and blockId) and finally the payload named data. Sup-
port in DERRIC for inheritance makes it easy to add another structure. As shown
in the specification of the remaining structures on lines 27-58, inheritance allows
overriding of fields (even with multiple fields, as shown on lines 32-41, where the
data field is overridden by eight fields).

Decoupling the sequence from data structure specifications and inheritance make
data descriptions shorter and help group related information, improving readabil-
ity and expressiveness of the language.

3.4 Application: Carving

We have evaluated DERRIC in the domain of file carving [PMog], which is the pro-
cess of recovering deleted, fragmented or otherwise lost files from storage devices.
The complete description of Figure [3.1| has been input to a code generator to ob-
tain a JPEG validator. Such a validator can be used by dedicated carving algo-
rithms [Garoy] to recover evidence from disk images. The complete system includ-
ing file format descriptions in DERRIC, code generator and runtime library is named
EXCAVATOR.

Concerns in the Carving Domain

Analysis of the carving domain uncovers three concerns that are variable across
typical carver implementations: (1) Format, (2) Matching and (3) Reassembly. A
schematic overview of this variability is shown in Figure The first type of
variability entails that for each type of file that must be recovered, the file format
must be defined. Carvers must know the structure of, for instance, JPEG in order
to recognize that a certain sequence of bytes might be part of a valid JPEG file. Ad-
ditionally, some file formats exist in different versions and variants. For instance,
the Portable Network Graphics (PNG) format has three official versions [W3Co3|.
Finally, manufacturers of digital devices such as mobile phones or digital cameras
may implement a file format standard in idiosyncratic ways, which could be valu-
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Figure 3.2: Variability in the file carving domain.

able for recovery. We consider all kinds of variation to be covered by the “Format”
concern.

The second dimension captures (1) the ways in which files are matched in the
input image, and (2) the method of reassembly if fragmentation is detected on the
basis of file format structure. In Figure these variation points are indicated as
“Match” and “Reassemble” respectively, below the abstract “Algorithm” concern.

There are at least three matching algorithms that are used in carvers. The most
basic matching algorithm is header/footer matching that returns blocks between
signatures of file headers and footers. Next, file structure-based matching uses
complete structural knowledge of a file format in order to deal with, for instance,
corrupted files. Finally, characteristics-based matching takes (statistical) character-
istics about a file’s contents into account, for instance high entropy in compressed
files.

Finally, the third concern consists of algorithms for reassembling fragmented
files. For instance, bifragment gap carving [Garoy] assumes that files consist of
only two fragments and that they are located on the data storage device in the
correct order. The algorithm tries all possible gaps between the matched beginning
and end of the file. Map/generate [Cohoy] is more elaborate in that it supports
reassembling files that are arbitrarily fragmented. It exercises any combination of
sectors and then prunes the search space if mismatches are found.

Currently, file carvers implement a limited combination of file formats and/or
matching and/or reassembly algorithms. Off-the-shelf carvers typically do not sup-
port explicit variation points to efficiently make trade-offs between precision and
performance. The implementation of data format, matching and reassembly is
completely tangled. As a consequence, modification or reconfiguration of carvers
is time consuming and error prone.

Additionally, the top-level dimensions of Figure “Format” and “Algorithm”,
correspond to two different roles in the practice of using carvers in forensic inves-
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Figure 3.3: Overview of the ExCAVATOR architecture.

tigations. On the one hand there are the digital forensics investigators that have
intricate knowledge of many file formats. On the other hand, there are the soft-
ware engineers that know how to implement, evolve, and optimize carving tools.
With the current tools, no division of labour is possible: domain-specific knowledge
about file formats has to be communicated to software engineers in order for them
to make the necessary changes to the system.

Each concern of Figure [3.2| corresponds to a variation point in the implementa-
tion. In EXCAVATOR, each variation point corresponds to a logical component. These
components are:

1. The declarative surface syntax of DERrIC for describing the structure of file
formats (Format).

2. A code generator that takes file format descriptions and generates matching
code (Matching)

3. A runtime library implementing reassembly algorithms as well as defining
the base types and interfaces for the generated matching code. (Reassemble)

Both the file format metamodel and the code generator are implemented in Ras-
caL [KSVoogal. File format descriptions are input to the code generator. The gener-
ator produces Java classes implementing the “Matching” concern. These classes are
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Tool Version Command line

Revivelt 20070804 -e -F -t OUTDIR -c ../etc/file_types.conf INPUT
Scalpel 1.6 -b -c scalpel.conf -o OUTDIR INPUT
PhotoRec 6.11 /d OUTDIR INPUT

Table 3.1: Carvers participating in the evaluation.

used by the Java runtime library which contains algorithms for fragment reassem-
bly. Currently, the runtime library contains two algorithms, a brute force algorithm
and bifragment gap carving discussed in Section

The final component is the code generator. It takes a description such as that of
Figure and produces a Java class implementing the matching code that is used
by the runtime library. This code generator uses a model-to-text approach [CHo6].
It is implemented using RascaL’s string templates, which are ordinary strings,
interpolated with arbitrary expressions and control flow statements.

An overview of the ExcavaTor architecture is shown in Figure The abstract
Carver class captures the reassembly concern; implementations exist in two vari-
ations as indicated by the concrete subclasses. A carver uses implementations of
the IValidator interface (matching concern). Implementations of this interface are
generated from DERRIC file format descriptions.

Evaluation

In order to evaluate the resulting JPEG carver, we have compared its performance to
that of three popular carvers. First, we assert that EXCAVATOR is in the same league
with respect to the number of recovered files and runtime performance. For this,
the carvers are run on five established benchmarks for carvers. Secondly, we argue
that the flexibility induced by the domain-specific language approach of ExcavaTor
is unmatched by the other carvers.

The file carvers that we compare EXCAVATOR to were chosen based on two crite-
ria. First, they are actively used in digital forensics investigations, both in govern-
ment and industry. This ensures our comparison is relevant. Second, we required
the tools to be open source in order to make a source-based assessment of the effort
of customizing a carver. These criteria have lead to the selection of Scalpel [RRos],
PhotoRec [Greog] and Revivelt [Met]. The precise versions and command line op-
tions that were used in the evaluation are shown in Table Below, we briefly
describe each carver.

Scalpel A high performance, file system-independent and cross-platform file carver
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# Short name Name Size (MB) #JPEGs
1 JPEG1 JPEG Search Test #1 10 7
2 Basic1 Basic Data Carving Test #1 62 3
3 Basicz2 Basic Data Carving Test #2 123 3
4 DFRWS06  Forensic Challenge 2006 48 14
5 DFRWS’oy  Forensic Challenge 2007 331 18

Table 3.2: File carving tests participating in the evaluation.

written in C. It employs a header/footer based algorithm to recognize files;
the structure of headers and footers is described using regular expressions. It
tends to generate a relatively large amount of false positives but is extremely
fast.

PhotoRec Originally designed to recover digital photographs from memory cards
but has since been extended to support a plethora of file formats. This carver
is completely implemented in plain C and all logic, file format, matching and
reassembly, is hard-wired.

Revivelt The most advanced of the three carvers. It employs Garfinkel’s bifrag-
ment gap algorithm [Garo7] and is configured using an external specification
of file formats. This specification is then interpreted at runtime.

Forensic Benchmarks

The set of benchmarks used in the evaluation of ExcavaTor consists of five files
containing either a byte-for-byte copy of a data storage device or a synthetic data
structure with similar properties. The files were selected since they all contain
recoverable JPEG files and are widely recognized as benchmarks for carvers.

The size of each benchmark, together with the number of JPEG files contained
in it, is shown in Table JPEG 1, Basic 1 and Basic 2 originate from the Digital
Forensics Tool Testing Images [Car] collection, a project set up to share benchmarks
that are useful for testing digital forensics tools. They are regularly used to evaluate
new algorithms and tools in digital forensics research. DFRWS 2006 and DFRWS
2007 are taken from the Digital Forensics Research Workshop’s (DFRWS) Forensic
Challenge in 2006 and 2007, when the challenge focused on file carving. Together,
the benchmarks exercise file carvers in nearly all relevant areas, such as recovering
deleted files, reassembling fragmented files, ignoring placed false positives and
dealing with file system-specific issues. Below we briefly describe each benchmark.
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Revivelt Scalpel PhotoRec ExcAvATOR

JPEG1 4 (57.1%) 6 (857%) 4 (57.1%) 6 (85.7%)
Basict 3 (100%) 1 (333%) 3 (100%) 3 (100%)
Basic2 3 (100%) 1 (333%) 1 (333%) 3 (100%)

DERWS06 10 (71.4%) 6 (42.9%) 8 (57.1%) 8 (57.1%)
DFRWSo7 1 (5.6%) o (0%) 1 (5.6%) 1 (5.6%)

Total 21 (46.7%) 14 (31.1%) 17 (37.8%) 21 (46.7%)

Table 3.3: Number of true positives and recall per carver, per benchmark.

JPEG Search Test #1 An NTFS file system containing JPEG files in various disguises.
Additionally, some traces of JPEG headers and footers have been placed in
strategic locations, to confuse carvers.

Basic Data Carving Test #1 A byte-for-byte copy of a 64MB FAT 32 formatted thumb
drive including deleted files and some corrupted data structures, including a
JPEG header.

Basic Data Carving Test #2 A byte-for-byte copy of a 128MB EXT2 formatted thumb
drive including deleted and fragmented files.

DFRWS Forensic Challenge 2006 A 50MB file generated using random data and
seeded with, amongst others, fragmented JPEG files which may be interleaved
with other JPEG files or hand-crafted headers to confuse carvers.

DFRWS Forensic Challenge 2007 Similar to the 2006 DFRWS benchmark, only larger
(331MB) and heavily fragmented.

Evaluation Details

To compare the existing carvers to Excavator, we have run all four carvers on
all five benchmarks. To ensure the best results, if a tool has multiple modes of
operation we have run each benchmark in each mode and recorded the best result—
see Table 3.1] for details on how each carver was run.

File Carving Performance

Table[3.3|lists the results of our evaluation. The table shows the number of correctly
recovered files for each carver, including the recall between parentheses.

Of all carvers, Scalpel recovers the smallest amount of files. The reason is that
its simple header/footer matching algorithm prevents it from recovering any frag-
mented files. PhotoRec performs better, but does not find files that are prefixed
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with random data (JPEG 1) and has trouble dealing with fragmentation in the EXT2
benchmark (Basic 2). Revivelt also misses the files that are prefixed with random
data (JPEG 1), but does succeed in reassembling more fragmented files than any
other tested carver (DFRWS 2006) through its combination of file structure matching,
characteristics-based matching and bifragment gap reassembly. Finally, Excava-
TOR recovers several fragmented files as well but misses a few more than Revivelt
because it does not implement characteristics-based matching. However, it does
recover the random data prefixed files (JPEG 1).

Table shows the number of files that (1) are completely recovered and (2)
are actually present in the test image. The first condition is checked by feeding the
recovered file to an image viewer. The second condition is verified using the MDs
checksums provided with each benchmark. Any file that is recovered, but is not
viewable or does not match an MDs5 checksum, is a false positive.

We chose not to include the number of false positives (and hence, the precision)
in the results for two reasons. First, when a file matches none of the MDs5 checksums,
it is not automatically useless in forensic investigations. For instance, it may be a
partial file containing crucial evidence. Thus, a false positive is not necessarily a
bad thing. Second, the degree as to which a false positive is useless, is hard to
quantify. During our experiments, we have observed that some files were partially
recovered by multiple tools, but that some tools recovered a larger part than others.
Which part of a file is important depends on the case at hand. We have therefore
chosen to only measure the number of true positives and recall}

Nevertheless, a large number of false positives is not desirable, since they have
to be manually inspected. In all of our tests, ExcavaTor had no more false positives
than the best performing tool of all the tools in the evaluation.

From the results it can be concluded that EXCAVATOR, on average, finds as many
files as the other carvers. In fact, the only benchmark where ExcavaTror performs
worse than any other carver is DFRWS 2006: Revivelt recovers two more files be-
cause it employs characteristics-based matching. We expect that adding support
for characteristics-based matching to ExcavaTror will make it as good as Revivelt
on DFRWS 2006 as well.

Runtime Performance

The runtime performance results are shown in Table On the whole, Revivelt
performs worst on all benchmarks. This can be explained by its use of characteristics-
based matching, which requires it to process much more data than the other tools.
The other tools typically finish within a couple of seconds with a few exceptions.
The high running times of Revivelt and Scalpel on DFRWS 2007 can be explained
from the fact that the image is much larger than the others, and both tools recover

'This is in accordance with the rules used in the DFRWS Forensic Challenges.
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JPEG 1 Basic1 Basic2 DFRWS06 DFRWS’ oy

Revivelt 11.8s 14.6s 17.8s 37.08 7m58s
Scalpel 0.48 1.9 3.68 2.8s 21.75
Photorec 0.25 0.55 0.6s 0.25 3.8s
ExcAvATOR 0.2s 0.4 0.8s 18.6s 3.1s

Table 3.4: Runtime performance per carver, per benchmark (wall clock time).

many partial files. On the DFRWS 2006 benchmark, Revivelt and ExcavATOR use
bifragment gap carving to recover some fragmented files that both Scalpel and
PhotoRec miss; this explains the additional time required.

Based on the numbers in Table we conclude that the runtime performance of
ExCAVATOR is similar to the performance of the fastest carvers in these benchmarks.
Important to note however is that in real-life digital forensics investigations, the
data sets will typically be much larger, since hard drives of several terabytes in size
are becoming common. Unfortunately, no publicly available benchmarks exist of
this size. As a result, we have not been able to determine how EXCAVATOR scales
compared to the other carvers.

Flexibility

Efficiently implementing new file formats or modifying existing ones is an impor-
tant requirement in digital forensics investigations. The carvers in our evaluation
all support this requirement with varying degrees of flexibility. Below we provide
a qualitative assessment of the domain-specific language approach of EXCAVATOR in
comparison to the other carvers.

PhotoRec requires a file format definition to be directly implemented in code,
along with a matching algorithm. This tangling of concerns makes it practically
impossible for a non-programmer to make changes. Furthermore, to leverage
advances in matching algorithms, existing file format implementations must be
adapted.

Apart from PhotoRec, all other carvers have separate file format definitions that
can be modified without altering the application code. The definition that Scalpel
uses, however, is very basic: header and footer matching along with some basic op-
tions (such as case sensitivity). This means that the built-in header/footer match-
ing is hard to replace with a more advanced matching algorithm. Furthermore,
reassembly algorithms typically require the matching to be much more precise in
order to do scalable reassembly.
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Component Implementation Size (SLOC)
Grammar SDF 52
JPEG description DERRIC 92
png description DEeRrrIC 58
Structure-based matching (code generator) RAscaL 510
Bifragment gap (runtime) Java 72
Brute force (runtime) Java 44
Utilities (runtime) Java 256

Total: 1084

Table 3.5: Sizes of the EXCAVATOR components.

The remaining two, Revivelt and ExcavaTogr, support full file format descrip-
tions. The definition that Revivelt uses however is tied to concepts of the matching
algorithms it implements. For instance, its definitions mention characteristics-based
matching, which in our view belongs to the matching concern and not to the def-
inition of a file format. As a result, these file format definitions are hard to reuse
for alternative matching algorithms and even harder for different types of data
analysis. ExCAVATOR’s file format definitions are strictly declarative; both matching
algorithm and file formats can be varied independently.

Furthermore, EXCAVATOR separates matching and reassembly algorithms, allow-
ing variation between these dimensions in a similar manner. None of the other
carvers expose explicit variation points to independently vary matching and re-
assemblyP] EXCAVATOR can be run using both bifragment gap and brute force re-
assembly algorithms without having to adapt file format descriptions.

The results of Tables [3.3] and [3.4] show that the separation of concerns achieved
in ExcavaToR did not incur a penalty in either carving performance or runtime
performance. Moreover, this flexibility did not come at the price of more code
either. Table[3.5/shows the size statistics of EXCAVATOR. The entire system, currently
encompassing the language grammar, JPEG and PNG descriptions, code generator
and a runtime library containing two reassembly algorithms, consists of just above
a thousand non-commented lines of source code.

3.5 Discussion

Although techniques such as separation of concerns and declarative specification
are commonly regarded as improving quality whenever they are used, it is diffi-

2Scalpel does not support reassembly at all.
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cult to assess whether any given solution applies these principles completely, cor-
rectly and whether an even better solution could exist. Nonetheless, given the very
small amount of code required to develop ExcavaTor and the results achieved, we
believe the general effectiveness of the approach is clear. However, some issues
surrounding suitability and applicability exist and are addressed in the following
subsections.

Scalability

One of the challenges discussed in Section 2 is improving scalability. To measure
this, benchmarks or scenarios must be used that push a data analysis tool to the
limit in terms of data size it can handle. However, the largest publicly available
benchmark is the DFRWS Forensic Challenge 2007 image, which is included in our
test set. At 331MB, this does not come near a size that requires an analysis tool to
take special measures in the area of scalability. This challenge therefore has not
been addressed.

Universal Data Description

DERRIC can be used to describe any data format, but in the current evaluation has
only been used to describe JPEG. The language’s usability however depends on its
ability to describe a large range of data formats. In order to develop our language,
we have described a large set of data formats, including other image formats such
as PNG and GIF, along with several document formats such as Microsoft Office Word
and Excel and container formats such as ZIP and RAR. To test our language and code
generator, these descriptions were successfully tested on sets of files of those types.
The benchmarks are all focused on JPEG, so our measurements use these results.

The application we have developed recovers data but does not process it further.
Additional capabilities that may be related to the data description language, such
as processing embedded files in a container format or detecting encryption are
therefore not evaluated. However, recognizing a file’s type without processing it
further is useful outside of data recovery, for example in network filtering and
content detection (in network proxies and web browsers).

Usability

The eventual users will be the final judge of DERRIC’s usability. Even though we do
not have numbers on user satisfaction, we believe that there are several reasons that
DERRIC can be considered an improvement over other approaches. First, when data
format processing code is developed by a software engineer, the digital forensics
investigator would need to transfer knowledge of a data format to the engineer.
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DERRIC provides a tailored notation that can be directly used by digital forensics
investigators.

Second, if the investigator develops the data format processor directly, then
DERRIC still only requires the same information that would otherwise need to be
expressed in any programming language, but stripped of all implementation details
such as memory management. Therefore we believe DERRIC can be considered a
step forward from direct implementation since it requires nothing more, but does
remove a lot of work for the investigator.

3.6 Related Work

There is extensive work in the area of model-driven engineering (MDE) [Scho6],
DsLs [DKVoo] [Spio1] [KTo8] and DDLs [FMW10].

The work in [Stao6] investigates the factors that influence industrial adoption of
MDE. One of the conclusions is that generic, well-established modeling languages
are favoured over more advanced modeling technologies, such as dedicated DSLs.
As such, this identifies an open research question regarding our work.

A case-study of MDE in an industrial context is described in [BLWos|]. There,
the use of MDE has been found to lead to significant productivity and quality im-
provements. In one division that was investigated 65%-85% of the code could be
generated from high-level models. Moreover, the model driven perspective also
lead to improvements in some phases of the software process: it turned out that
the time to correctly fix a defect was regularly reduced by a factor between 30 and
7o. This tremendous gain is attributed to the fact that many defects could be fixed
and tested at the model level. This can be seen as additional supporting evidence
for the observation that MDE may significantly improve changeability of software.

In [MHSo5] a survey of the techniques and tools related to the different stages
of DSL development is presented. One important conclusion is that these nearly
all focus on the implementation phase and ignore earlier phases such as decision,
analysis and design.

A study of the success factors of DSLs is described in [HPDog||. There, learnabil-
ity, usability and expressiveness of the DSL, reusability of the code and development
costs and reliability of the resulting software are identified as the most important
factors contributing to the success of using a DSL.

Most data description languages are either tied to a specific type of application,
such as PacketTypes [MCoo] and Zebu [BRLMo7] to network protocols, or technol-
ogy, such as XML Schema to XML.

Some general data description languages that allow specification of binary for-
mats do exist, such as PADS [MFW T 07] and DataScript [Baco2]. Of these, PADS
supports extensive error handling. Derric distinguishes itself by having a syntax
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that maps onto common activities in the field of digital forensics such as reverse
engineering.

The technology behind file carving is strongly related to parsing [GJo8]. How-
ever, traditional grammar formalisms, such as ANTLR [Paroy|] and SDF2 [Visg7], are
specifically targeted at describing textual computer languages. They are gener-
ally unsuitable to build parsers for binary file formats, since these often require
complex data dependencies between elements of a file. Data-dependent grammars
extend traditional parsing technology to allow the definition of such dependen-
cies [[MW10] and may be usable in some applications of DERRIC.

3.7 Conclusion

Data storage size and network bandwidth is growing continuously and popularity
of digital hand-held devices is increasing. Additionally, the software market is
diversifying and growing steadily. This brings serious challenges to digital forensics
investigators who must cope with large quantities of data and an evolving set of
data formats to consider.

We present a practical interpretation in the area of software engineering of these
digital forensics challenges, identifying which activities are directly affected by
them, so they can be addressed systematically.

Next, we present the domain-specific language DERRIC, designed to fit into the
workflow of a digital forensics investigator. It allows declarative specification of
data formats, thus separating the task of data description from data analysis tool
development, enabling increased data abstraction and modularization.

To evaluate DErRRIC we have developed EXCAVATOR, a data analysis tool in the
area of file carving making full use of DERRIC to describe data formats. ExcAvATOR
is compared to popular existing file carvers used in practice on a test set consisting
of standard carving benchmarks and challenges used in digital forensics research.
Our comparison shows that EXCAVATOR is in the same league as the existing file
carvers in terms of carving results and runtime performance, while requiring min-
imal effort to develop and allowing reuse of its data format specifications.

Directions for Future Work

In order to better validate our efforts to address the challenges in the areas of data
abstraction and scalability, we intend to develop a test set that is large enough to
allow evaluation of scalability and contain a large amount of files in different data
formats that are representative of the domain, including image, movie, document
and container formats.
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Second, to evaluate whether our language is usable in multiple areas of digital
forensics, we intend to develop different data analysis tools based on DERRIC, for
instance to analyze network streams and memory layouts.

Finally, a user evaluation of DERRIC must be performed among actual users of
the language, once a system using it is actually deployed and used in real-world
digital forensics investigations.
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CHAPTER

Domain-Specific Optimization
in Digital Forensics

This chapter was previously published as a paper with the same title in 5th International Conference on
Model Transformation (ICMT’12) [BS12]. Joint work with Tijs van der Storm.

Abstract

File carvers are forensic software tools used to recover data from storage de-
vices in order to find evidence. Every legal case requires different trade-offs
between precision and runtime performance. The resulting required changes to
the software tools are performed manually and under the strictest deadlines.

In this chapter we present a model-driven approach to file carver develop-
ment that enables these trade-offs to be automated. By transforming high-level
file format specifications into approximations that are more permissive, foren-
sic investigators can trade precision for performance, without having to change
source.

Our study shows that performance gains up to a factor of three can be
achieved, at the expense of up to 8% in precision and 5% in recall.
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4.1 Introduction

Digital forensics is a branch of forensic science that attempts to answer legal ques-
tions based on the analysis of information recovered from digital devices. These
digital devices are typically computers or mobile phones confiscated from a sus-
pect, found near a crime scene or otherwise expected to have information stored
that is relevant to an investigation. In the context of this chapter we are interested
in file carvers: tools that recover data from storage devices without the help of (file
system) storage metadata [PMog].

The current growth in size of storage devices requires that file carvers scale to
analyze data in the terabyte range. Moreover, forensic investigations are often per-
formed under very strict deadlines, making the runtime performance of such tools
critical. Additionally, the large diversity in (variants of) file formats encountered on
devices requires these tools to be easy to modify and extend.

Because each case may require different trade-offs with respect to precision and
runtime performance, file carvers often need to be modified on a case-by-case basis.
Currently, this kind of just-in-time “carver hacking” is performed by hand, which is
error prone and time consuming; it is also inherently incompatible with very strict
deadlines.

In previous work we have developed a model-driven approach to digital foren-
sics tool construction (see Chapter . In this work the file formats of interest, e.g.,
JPEG, GIF etc., are declaratively modeled using a domain-specific language (DSL)
called Derr1c. These descriptions are then input to a code generator that produces
highly efficient and accurate format validators that form an essential part of our file
carver EXCAVATOR.

ExcavaTOR competes with file carvers widely used in practice, and is much eas-
ier to maintain due to the high-level DErrIC language. Nevertheless, the generated
components encode a particular trade-off between precision and runtime perfor-
mance. In this work we apply model transformations on DERrrIC descriptions in
order to make this trade-off configurable. We present three model transformations
that successively obtain format validators that are more permissive (i.e., produce
more false positives) but exhibit better runtime performance. As a result foren-
sic investigators can choose between precision and runtime performance without
having to change any code.

We have evaluated ExcavaToRr using the different format validators at each per-
missiveness configuration for the file formats JPEG, GIF and PNG on a representative
test image of 1TB. Our results show that performance gains up to a factor of three
can be achieved, at the expense of up to 8% in precision and 5% in recall.

This chapter makes the following contributions:

o We present three model transformations to automatically derive format val-
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Figure 4.1: An example set of contiguous clusters on a storage device.

idators that trade precision for better runtime performance.

o We evaluate our approach on a representative test image in the terabyte range
showing that substantial performance gains can be achieved.

Organization of this chapter

The rest of this chapter is organized as follows. Section |4.2| discusses file carving
and analyzes the development, performance and scalability challenges in the engi-
neering of digital forensics software. We introduce our model-driven approach to
building file carvers and discuss how it addresses the challenges. This includes an
overview of DERRIC, our domain-specific language (DSL) for file format description.
Section [4.3|defines three model transformations on DERRIC descriptions. Section[4.4]
evaluates the effect of the model transformations on the runtime performance and
precision of the generated carvers. In Section we discuss our results. Related
work is discussed in Section We summarize our research and results in Sec-

tion 4.7

4.2 Background

File Carving

When recovering data from a storage device, all available metadata such as file
system records and application logs are used to identify locations where data is
stored. After this initial step, there is usually a significant amount of unallocated
space left on the storage device. This space may contain only zeros (or some other
factory default value), but may also contain deleted files, operating system caches
or data that has been hidden on purpose. To recover this data, a content-based
technique called file carving can be used.

A typical modern file carver consists of a set of format validators used by one
or more file reconstruction algorithms. In its most basic form the format validators
consist of checking for format-specific constants at the start and end of a stream
(called header/footer matching) and the file reconstruction algorithm simply moves
through the input stream in a single pass, invoking all format validators at each
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offset to determine whether a file is located there. On each hit, the identified file is
saved for further analysis.

Apart from generating a large amount of false positives, this approach has an-
other drawback: it is unable to recover files that are split into multiple parts and
stored in non-contiguous locations. This so-called file fragmentation is common,
usually as a result of performance optimization by the operating system and im-
plementation details of the file system.

To recover fragmented files but avoid a combinatorial explosion, file carvers
implement file reconstruction algorithms, such as bifragment gap carving [Garo7].
However, to improve precision and reduce the amount of required iterations to
reconstruct a single file, they also use more advanced format validators that validate
(part of) the format’s structure and content.

Common optimizations include running multiple format validators on the same
block of data concurrently and applying data classification techniques to reduce the
search space (e.g., removing blocks of zeros). These techniques are not discussed
further in this chapter.

File Carving Example An example set of contiguous clusters commonly found
on storage devices is shown in Figure Clusters 1, 15, 16 and 20 contain only
zeros. The remaining clusters contain three files: F; (clusters 2-6), F, (fragmented,
clusters 7-10 and 17-19) and F3 (clusters 11-14).

A traditional file carver that performs a single pass over the data checking for
headers and footers only will probably recover Fj, since it will find a header in clus-
ter 2 and a correct following footer in cluster 6. Fragmented file F, is problematic,
as the first footer following the header in cluster 7 is F3’s footer in cluster 14. As a
result, both F, and F3 are not recovered.

A more sophisticated format validator may detect a problem around cluster 11
or 12 and report this to the file carver. The file carver can then decide to look for
suitable footers within a certain range, possibly finding both F3’s footer in cluster
14 as well as F,’s footer in cluster 19. Some shuffling of the clusters between the
original error location in cluster 11 and the potential footers may lead the file carver
to consider clusters 7—10 and 17-19, which the format validator will accept. From
the remaining clusters, F3 will then be easy to recover as well.

Software Engineering Challenges

From a software engineering perspective, the challenges in file carver construction
can be classified into three areas, described in the following subsections.
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Modifiability

Digital forensics tools must be continually adapted to new versions and variants
of storage formats encountered during investigations. For instance, even when
using a standardized format such as the JPEG image file format, different vendors
of, for instance, digital cameras may store the actual files in different ways, often
deviating from the standard. When forensic investigators encounter traces on some
device that they want to recover or analyze, they often need to adapt their tools to
these new, modified or different storage formats in order to maximize recoverable
evidence.

Runtime Performance

Strict time constraints means that analyses must be completed as quickly as pos-
sible, even when the amount of data to analyse grows very fast. Brute force al-
gorithms are intractable when it comes to reconstructing a file by finding its parts
in a set of millions of fragments. Hence, the challenge is to use as much domain-
specific knowledge as possible for optimization. This includes knowledge about
hardware, operating systems, file system implementation, file formats and typical
fragmentation patterns [Garoy].

Scalability

Digital forensics tools must be scalable to deal with relatively large data sizes. Com-
mon hard drive sizes in desktop computers are already in the terabyte range. Sup-
port for these data sizes imposes additional constraints on the design and imple-
mentation of tools. Recovering evidence from a set of data of which 1% barely
fits into working memory requires custom approaches. Most analyses must use a
streaming architecture to collect information while reading through the data from
beginning to end in a single pass.

Model-driven Digital Forensics

To address the challenges described in the previous section, we have developed a
model-driven approach to file carver construction, called ExcavaTor. The architec-
ture of EXCAVATOR consists of three parts and is shown in Figure

The first part is a domain-specific language called Derric that allows file for-
mats to be specified in a declarative way. A simplified example of a DERRIC specifi-
cation of the PNG image file format is shown in Figure which will be discussed
in more detail below. A DERRric file format description captures the information to
be used by a file carver to recognize (fragments of) files in a data stream. DERrIC
file format descriptions are tailored to digital forensics applications; they may leave
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Figure 4.2: Overview of the ExCAVATOR architecture.

out details of a file format that would be relevant for implementing a file viewer,
for instance, but are not important for file carving.

The DErric file format descriptions are input to the second component, a code
generator to obtain format validators. A format validator is used to check that a
certain sequence of bytes indeed can be recognized as part of a file format. The
code generator performs domain-specific optimizations to make the resulting code
as efficient as possible, such as skipping over blocks of data that will not be inter-
preted and only generating variables for values read from the input data that will
actually be referenced. Both the DErrIC DSI[| and the ExCAVATOR code generator
have been developed using RascaiP} a DSL for source code analysis and transfor-
mation [KSVogal]. The code generator produces Java source code.

The third part is the file carver itself, which employs dedicated algorithms and
heuristics for locating candidate files in the data stream. This component uses
the generated format validators to verify if a candidate file is an instance of a file
format. This component can be considered the runtime system of ExcavaTor. The
runtime system is implemented in Java using the latest IO libraries for maximum
throughput.

ExcAVATOR can be configured to run with or without file reconstruction capa-
bilities. The algorithm it implements is bifragment gap carving with a configurable
maximum gap size, with a default value of 2MB. It supports a variable cluster size
with a default value of 4096 bytes. It does not support parallelism or filtering
through data classification.

Our model-driven approach to digital forensics tool construction addresses the

thttp://www.derric-lang.org/
2http://www.rascal-mpl.org/
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aforementioned challenges in the following way:

e Modifiability Using high-level file format descriptions separates the “what”
from the “how”: if a new variant or version of a file format has to be accomo-
dated, only the file format description has to be changed; the code generator
and runtime system remain unchanged.

e Runtime performance The code generator can apply sophisticated optimiza-
tions to obtain fast code. Because this concern is now isolated in the code
generator, it does not affect the description of file formats. Traditionally, opti-
mizations in digital forensics tools are tangled with the matching logic of file
format structure.

o Scalability The runtime system effectively captures the way data is processed,
independently from the generated validators. This means that a file carver can
be made to run in streaming fashion by changing the runtime system. Addi-
tionally, state-of-the-art file carving algorithms (e.g., [Coho7]) can be plugged
into the system without affecting the other components.

Still, there is room for improvement. Digital forensics tools are often adapted to
a certain situation in order to trade quality and completeness of the results for
increased performance. On the one hand, if a recovery tool produces many false
positives, this may be problematic, because they all have to be inspected manually.
On the other hand, this may be preferable to not having any results at all before
the deadline. In order to make this trade-off configurable we can apply model
transformations to DERRIC file format descriptions to obtain a faster file carver at
the cost of some precision. These transformations are described in Section

Example: PNG Image File Format

As an illustration of DERRIC, we present a description of a simplified version of the
PNG image file format in Figure It omits the details of optional data structures
but is complete enough to be transformed into a validator that properly recognizes
PNG files.

At the beginning of the format description, the name of the format is specified
(line 1) along with a set of storage-related defaults, such as string encoding (line 2)
and default numerical type (lines 3-6), in this case single-byte unsigned integers.

Next is the definition of the format’s sequence (lines 8-11), which defines the
ordering of data structures in a valid file. In this example only a single operator
appears (asterisk), which specifies that the structure must appear zero or more
times. Additional constructs exist such as selection (parentheses), subsequencing
(square brackets), optionality (question mark) and exclusion (exclamation mark).
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1 format PNG

> strings ascii
;3 sign false

4 unit byte

s size 1

6 type integer
7

8

9

sequence
Signature IHDR

10 Chunkx IDAT IDAT* Chunksx

11 IEND

12

13structures

14Signature {

28IHDR = Chunk {

29 Cchunktype: "IHDR";

j0 chunkdata: {

31 width: '0 size 4;

32 height: '0 size 4;

33 bitdepth: 1]|2|4|8]|16;
34 colourtype: 0|2|3]4]6;

35 compression: 0;
36 filter: 0;

37 interlace: 0|1;
3}

39}

40
41 IDAT = Chunk {

15 marker: 137,80,78,71,13,10,26,10; 42 Chunktype: "IDAT";

16 } 43 Chunkdata: compressed/(

17 44 algorithm="deflate",
18Chunk { 45 layout="z1lib",

19 length: lengthOf(chunkdata) size 4; 46 fields=chunkdata)

20 chunktype: !'"IDAT" size 4; 47 size length;

21 chunkdata: size length; 48}

22 crc: checksum( 49

23 algorithm="crc32-ieee", 50IEND {

24 start="1sb",store="msbfirst", 51 length: 0 size 4;

25 fields=chunktype+chunkdata) 52 chunktype: "IEND";

26 size 4; s3 crc: OxAE, 0x42, 0x60, 0x82;
27} 54}

Figure 4.3: Structure of the simplified PNG image file format.

The final part is the structures block (lines 13-54), defining the structures men-
tioned in the sequence. Each structure has a name and a list of field descriptions
between curly braces. For example, the Chunk structure on lines 18—27 has four
fields: length (line 19), chunktype (line 20), chunkdata (line 21) and crc (lines 22—26).

The Chunk structure’s fields demonstrate some of DERRIC’s specification con-
structs. The length field has the length of the chunkdata field as value, and its type
is a 32-bit unsigned integer. The chunktype field is four bytes in size and may con-
tain any value except the ASCII string “IDAT”. The chunkdata field does not specify
its value but constrains that its size must correspond to the value of the length field.
Circular references like this are common in format descriptions and are useful in
situations where only part of a data structure has been recovered; each value can
be used to validate the other.

Finally, the crc field has a fixed size of four bytes and defines a value that
must be calculated using the “crc32-ieee” algorithm (line 23) using the values of the
chunktype and chunkdata fields (line 25).

Additionally, DERRIC supports structure inheritance. This is shown on line 28
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where the IHDR structure inherits the fields of the Chunk structure and then overrides
the chunktype and chunkdata fields (lines 29—38). Its length and crc fields remain
the same as in Chunk.

4.3 Transforming Derric Models

In order to make the trade-off between precision and runtime performance con-
figurable we have implemented three model-transformations on DERRIC descrip-
tions, based on an analysis of validation techniques in file carving (see Chapter [2).
Each transformation removes constraints so that more permissive specifications are
obtained. The transformations consist of replacing computationally expensive op-
erations with cheaper versions that resemble the original technique, or skip over
data entirely instead of processing it. They can be applied successively so that in
the end four format validators can be derived from a DERRrIC specification. The
transformations are source-to-source transformations; as a result, the generic code
generator of EXCAVATOR can be reused to obtain a working format validator from
each transformed description.

Using the transformations, we can distinguish four configurations of format
validator precision:

e Base: base validator (the most precise validator, based on the complete file
format description).

e NoCA: removal of all content analysis (e.g., removal of CRC checks, data de-
compression, etc.).

e NoDD: removal of all data dependencies (e.g., a field’s value becomes unde-
fined if it used to be equal to the contents of some other field’s value).

o Header: removal of all matching except header and footer patterns.

Although each transformation could be applied independently, for the purpose of
this chapter we only consider the consecutive application of each transformation.
The effect of other combinations of transformations is left as future work. The
transformations are described in more detail below.

Remove Content Analysis

The most computationally expensive technique is content analysis, which is the
interpretation and validation of a file’s content, as opposed to matching structural
metadata. For instance on lines 22-25 of Figure a CRC32 over each Chunk of
PNG data is defined using the checksum keyword. Additionally, lines 43-46 describe
the compression scheme used by the IDAT structure using the compressed keyword.
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Removing these expensive analyses will reduce running time significantly at the
cost of missing some fragmented files due to lower precision.

Removing content analysis consists of one of two rewrites, based on the field
the content analysis is defined on:

o If the field has an externally defined size, i.e., if it has a fixed value (such
as the CRC32’s four bytes) or references an outside value (such as the IDAT’s
reference to its length field), the field’s value specification is removed. As a
result, the data will be skipped over instead of processed.

e When the end of a field is specified by an end marker as part of the content
analysis itself, the end marker is lifted out of the content analysis specification
to be used to specify the end of the field.

More precisely, the transformation is defined by the following two rules:

fi CA(x) size n; = f: size n;
fi: CA(x, terminator=c); = f: terminatedBy c;

The first rule replaces a fixed-length field f which requires content-analysis CA
with a field of unknown data but of the same length. If the field f has no fixed
length, but a terminator constant c is specified in the content-analysis, the content-
analysis is removed, and field f is now terminatedBy c.

Remove Data Dependencies

The second transformation removes data dependencies. All references to values or
sizes defined elsewhere in the description are removed. An example of this is the
chunkdata field as shown on line 21 in Figure [5.1 where size depends on the value
of length on line 19. There are two types of data dependencies that are dealt with
differently. First, if the contents of a field are defined by reference to another field,
the reference is removed by clearing the content specification. The field’s value
becomes “undefined”. The transformation rule implementing this transformation
is as follows:

f: E[f'] size n = f: size n;

If the value of a fixed-length field f is defined by some expression E referencing
field f’, the value specification is simply removed.

Second, if the size specification of a field depends on another field, the trans-
formation is more involved. It is not possible to clear the size specification of a
field just like with value dependencies, since then the position of a following field
or structure becomes undefined. Instead, we remove the entire field from its con-
taining structure. To ensure that the generated validator still works, we locate the
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IDAT {
length: lengthOf(chunkdata) size 4;
chunktype: "IDAT";
chunkdata: size length;
crc: size 4;

IDAT {
length: size 4;
chunktype: "IDAT";
crc: size 4;

}
IEND {

}
IEND { length: terminatedBy 0 size 4;

length: 0 size 4;
} }

Figure 4.4: Example of Remove Data Dependencies.

first field f’ that defines a constant value c that is required to follow the removed
field f; if s does not define such a field itself, we find the first following struc-
ture that does, using the format’s sequence. We replace the definition of f' with
f'+ terminatedBy c;. To prevent backtracking in the generated validator, we remove
any non-mandatory structures (indicated by =, ?, and ()) inbetween f and f’. To
find the first mandatory field that defines a constant, we use a simple algorithm,
similar to the computation of first-sets of context-free grammars [ALSUo6].

Figure shows the effect of a single transformation step to remove the size
dependency of the chunktype field of PNG’s IDAT structurg’] In this example the
content-analysis and value dependencies have already been removed. In this step,
the chunkdata field has been removed from IDAT. Additionally, the length field of
IEND has been changed to include the terminatedBy modifier, because it is the first
mandatory constant field following the removed chunktype field.

Reduce to Header-Footer Matching

The third and last model transformation reduces a format description to two pat-
terns: one for the beginning and one for the end of the file. This is the same strategy
that is employed by the ScaLPEL carver [RRos]. It requires file formats to have a
clearly defined header and footer, using only constants. As a result, a validator
based on this description will hardly ever reject data since for every header some
footer is very likely to be found (assuming a large amount of files or fragments in
the input data). Fragmentation in the input data will lead almost certainly to false
positives. However, all recovered files are collected in a single linear pass over the
input data.

3Note that the IDAT structure no longer inherits from the Chunk structure; the inheritance hierarchy
has been flattened during normalization.
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sequence
S e

structures
s { header: 137, 80, 78, 71, 13, 10, 26, 10; }
e { footer: terminatedBy 0, 0, 0, 0, "IEND", OXAE, 0x42, 0x60, 0x82; }

Figure 4.5: Example of Reduce to Header/Footer.

The transformation operates as follows. Let S be the largest sequence of non-
optional consecutive structures starting from the beginning of the sequence def-
inition of the file format. Let E be a similar list of structures, but now starting
backwards, from the end of the sequence definition. Now collapse both S and E
into single structures s and e by taking the largest sequence of constant fields start-
ing from the beginning and the end respectively, and concatenating consecutive
field constants into single constants a and b. Then define the structures s and e as
s { header: a; } and ¢ { footer: terminatedBy b; }. Finally, construct a new file
format with sequence s e. The resulting file format searches for the constant header
pattern a, and (if found) subsequently searches for the constant footer pattern b.

Figure |4.5/ shows the result of applying this transformation to the full PNG de-
scription of Figure Note that all consecutive constant fields in the IEND struc-
ture have been merged into the single field footer to construct the largest possible
constant.

4.4 Evaluation

To evaluate the effect of the transformations we have applied them on three DERrIC
file format specifications, namely for JPEG, GIF and PNG. We have run the resulting
3 x 4 = 12 carver configurations on a representative disk image of 1TB, containing
over a million recoverable files. We have then compared the difference in runtime
performance, precision and recall between the configurations.

Development of Benchmark Disk Image

The largest publicly available disk image for exercising file carvers is 40GB in size/}
This, however, is not large enough to properly assess how an application deals with
scalability issues in practice. We have therefore developed our own 1TB test set
based on data downloaded from Wikipedia. The size of Wikipedia means we could

4http://digitalcorpora.org/corpora/disk-images
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get enough files to fill at least a significant part of the 1TB data set we wanted to
create. We used the latest available static dump of all images on Wikipedia, which
dates from 2008| Attempting to download all files from that list resulted in around
50% errors due to missing files. The end result was a usable set of over 1.2 million
files with a total size of 357GB. An overview of how the files are distributed over
each type (JPEG, GIF and PNG) and their total sizes is shown in the first column of

Table

These files were written into the test image file, spread out across the entire
1TB. Space between files (or fragments) was filled using 543GB of random data and
100GB of only zeros. Although there is little known about the amount and size of
zero data blocks on hard drives, we believe 10% is a low estimate, which means
the test image is more challenging for file carvers (since zeros are relatively easy to
disqualify).

93% of the files have been written into the test image in contiguous blocks and
are therefore not fragmented. 3% has been split into two parts and the remaining
4% has been divided into four equal size groups of 3, 4, 5-10 and 11—20 fragments,
corresponding to observations of fragmentation in the wild [Garo7]. Splitting was
done at random locations in the files, but always on a cluster boundary of 4096
bytes, corresponding to the smallest common cluster size.

Format Configu- Running True False Preci- Recall
ration time positives  positives  sion
JPEG Base 742m 882,511 0 100.0% 94.9%

input data: NoCA 295m 860,022 22,007  97.5% 92.4%
files: 930,424 NoDD 231m 837,382 46,561  94.7% 90.0%
size: 327GB Header 231m 837,382 46,561  94.7% 90.0%

GIF Base 320m 34,078 0 100.0% 93.2%
input data: NoCA 267m 33,210 702 97.9% 90.8%
files: 36,576 NoDD 231m 32,912 2,780  92.2% 90.0%

size: 3GB Header 231m 32,912 2,780  92.2% 90.0%

PNG Base 691m 222,660 0 100.0% 94.2%

input data: NoCA 28om 219,001 8,073  96.4% 92.6%

files: 236,457 NoDD 231m 212,911 13,905  93.9% 90.0%
size: 27GB Header 231m 211,790 14,577  93.6% 89.6%

Table 4.1: Results per configuration for all three file formats.

Shttp://static.wikipedia.org/downloads/2008-06/en/images.lst
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Execution of the Benchmark

The 12 carver configurations have been run on a 3.4GHz Intel Core iy-2600 with
8GB of RAM and an attached 2TB 10.000RPM SATA harddrive. The operating system
used was Ubuntu Linux 11.04, with Oracle’s JDK 1.6.0 update 13. The results of
each run are shown in Table For each file type and configuration it shows
the wall clock running time in minutes in the third column. The fourth and fifth
column of each table display the number of true and false positives respectively.
True positive means a file has been recovered that was actually present in the disk
image. False positive means that the file carver recovered a file erroneously, for
instance, by combining a file header with the wrong footer. The last two columns
give precision and recall percentages.

Analysis of Results

The fastest two configurations, NoDD and Header, require the same amount of
time to complete for each format. The 231m corresponds to the time required
to read through a terabyte of data on the hardware used, indicating that when
using the NoDD and Header configurations, the application is bound by the read
performance of the underlying platform. In other words, reading all data in a single
linear pass would take the same amount of time.

Additionally, on JPEG and GIF, both the NoDD and Header configurations return
exactly the same results, indicating that the final transformation does not impact
the quality of the results or runtime performance. However, on PNG the situation
is different: the NoDD configuration returns a little more true positives and fewer
false positives.

This difference can be traced to the fact that the descriptions for JPEG and GIF
both have a large variable block in the middle that is effectively eliminated by
the remove data dependencies transformation, while the PNG description does have a
fixed structure at a variable location between the first and final structure (the IDAT
structure). This causes the PNG NoDD configuration to be more discriminating than
the Header configuration. The result is slightly higher precision and recall.

For all three formats, the Base configuration returns no false positives, reaching
100% precision. The Base descriptions are complete, which leads to validation of
all the contents of a candidate match. Since all three formats are compressed, even
a single missing or misplaced fragment will lead to errors during validation and be
rejected by the validator.

Another point of interest is the running time of the Base configuration. For JPEG
and PNG, this is both at least twice the time required to run the NoCA configura-
tion and at least three times the amount of time required to run the NoDD and
Header configurations. Two factors contribute to this. The first factor is the rela-
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tively expensive operations by the validators. An example of this is CRC calculation.
Although an optimized implementation is used, due to fragmentation, the CRC is
sometimes calculated over large blocks that end up not being matches.

The second factor is the effect of fragment reordering in ExcavaTor. Whenever
a validator rejects a candidate match, an additional check is performed to deter-
mine whether a possible footer of the same file format is relatively close to the error
location. If this is the case, the clusters between the error location and the matching
footer are partially reordered and removed, running the validator on each combi-
nation to determine possible hits. To prevent a combinatorial explosion, reordering
is only enabled when the distance between error location and footer is smaller than
2MB. Consequently, it is triggered by the most precise validators. In the more per-
missive validators the gap size is either too large or it is entirely undetected (and
leads to a false positive in the results).

4.5 Discussion

Effects on Analysis Time

It can be argued that, although more permissive validators will run faster, in prac-
tice, they may end up requiring more of the investigator’s time, because there are
more false positives to inspect. This time could also be spent running the analysis
using a higher precision validator. Depending on the legal case, however, it might
be more valuable to have results more quickly: even with more false positives, a
crucial piece of evidence could be found earlier.

With our current results we believe the transformed validators are a useful al-
ternative to the most precise validators, since the loss of precision and recall (8%
and 5% respectively) is relatively small compared to the gain in performance (be-
tween 40% and 320%). For example, for PNG, the fastest carver returns 211,790 true
positives and 14,577 false positives but it requires only 1/3rd of the running time
of the most precise carver.

At the same time, the fastest validators do not make the original validators
obsolete, considering that, after the fastest validator has finished, the most precise
JPEG validator is able to recover 45,129 true positives in the extra 510 minutes.

An alternative approach is to use the more precise validators for only a short
period of time and use their intermediate results when time runs out. While this
is possible, there is a chance that the more precise validator will spend a lot of
time near the beginning of the disk image recovering a fragmented file, while the
fastest validator (which does not reject anything) will skip over it and return all the
relatively simple matches directly.

Another alternative approach is to use one of the fastest validators and run the
most precise validator on the results to remove false positives. This may help all
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carver configurations achieve 100% precision.

Other File Formats

Our experiment takes three popular image file formats and shows how the de-
scribed model transformations affect runtime performance and precision of the
generated validators from their descriptions. A question is whether this approach
works as well on other file formats. There is a strong indication that they will
perform similarly, considering that most forensically interesting file formats tend
to either be multimedia, document or container files. All three of these types of
files often have features comparable to the image file types we used: extensive
metadata, compressed contents and well-defined headers and footers. Examples
of forensically interesting file types that are structured similarly are AVI and MPEG
for multimedia, XLS and PDF for documents, and zZIP and RAR for containers. In
future work we will apply ExcavaTor and the model transformations on DERRrIC
descriptions of these file formats.

4.6 Related Work

Transformation for optimization is as old as compiler construction [AC72]. More-
over, transformation is considered to be one of the cornerstones of model-driven
engineering [Scho6, [Bézo6] and generative programming [CEoo]. In both areas the
objective is to specify the essential variability of an application domain at high
levels of abstraction, and then generating the low-level code automatically. The
commonality of an application domain is captured by such transformations. We
have applied this well-known pattern in the context of digital forensics.

Domain-specific analysis, verification, optimization, parallelization and trans-
formation (AVOPT) are well-known reasons for DSL development [MHSo5]. In par-
ticular, for optimization, the explicit representation of high-level domain concepts
can be used by a compiler in order to generate code that is more efficient. Such
optimizations are very hard to obtain in the context of ordinary, hand-written pro-
grams, since the high-level domain concepts are lost in low-level code. In this
chapter we have shown how to use domain concepts of DERRIC (content analysis,
data dependencies and header/footer) in order to obtain faster file carvers.

In [CBDMoi1]| the authors present a model and strategy for transforming source
code in order to reduce the energy consumption of a program. It includes an
explicit cost model of both the transformations and the object program. Our trans-
formations themselves are very inexpensive, and the cost model for file carving is
based solely on the most expensive operations at runtime. Another instance of ap-
plying model transformation for optimization is presented in [BJS10]. The authors
apply a number of successive transformations on BIP (Behavior, Interaction, Prior-
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ities) models to obtain a single monolithic, efficient program. The DErrIc model
transformations operate in the same way in that they remove overhead elements
from the input model. What makes our transformations different from such ap-
proaches, however, is that the transformations are not (strictly) semantics preserv-
ing, as they discard information. As such the transformations can be considered
approximations, in a similar way that context-free grammars can be approximated
by regular expressions [MNoo].

Our software tool EXCAVATOR represents the state-of-the-art in digital forensics
data recovery, implementing fragmented file recovery [Garo7, (Coho7] and a stream-
based processing model [Gario]. Furthermore, our model-driven approach distin-
guishes itself by allowing high-level specification of elaborate data structures not
implemented in popular file carvers. By comparison, PHOTOREC [Greog] requires
hand-written format validators and ScaLPEL [RRos|] employs regular expressions
for format validation.

4.7 Conclusion

Modifiability, runtime performance and scalability are the major challenges in digi-
tal forensics software construction. Moreover, forensic investigations are often con-
strained by very strict deadlines. As a result digital forensics software is often
modified on a case-by-case basis. This just-in-time “carver hacking” is error prone
and time consuming,.

In previous work we have introduced a model-driven approach to digital foren-
sics software development, DERRIC, which improves performance and modifiability
by generating efficient code from high-level file format descriptions. In this chapter
we introduced three source-to-source model transformations on DErriC descrip-
tions in order to make the trade-off between precision and runtime performance
configurable. This allows investigators to choose performance over precision if
time constraints should require so, or the other way around,—without having to
change any code.

The effect of the model transformations is evaluated on a 1TB disk image con-
taining over a million recoverable files, specifically constructed to resemble a real-
istic file carving scenario. Our results show that performance gains up to a factor
of three can be achieved. This comes at a loss of up to 8% in precision and 5% in
recall.
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Maintainability

Highlights:
e Evaluation of the maintenance characteristics of DERRIC.

e Design and implementation of the TRINITY interpreter-based DERRIC IDE.






CHAPTER

A Case Study in
Evidence-Based DSL Evolution

This chapter was previously published as a paper with the same title in 9th European Conference on
Modelling Foundations and Applications (ECMFA'13) [BS13al. Joint work with Tijs van der Storm.

Abstract

Domain-specific languages (DSLs) can significantly increase productivity and
quality in software construction. However, even DSL programs need to evolve
to accomodate changing requirements and circumstances. How can we know if
the design of a DSL supports the relevant evolution scenarios on its programs?
We present an experimental approach to evaluate the evolutionary capabilities
of a DSL and apply it on a DSL for digital forensics, called DErrIC. Our results
indicate that the majority of required changes to DERRIC programs are easily ex-
pressed. However, some scenarios suggest that the DSL design can be improved
to prevent future maintenance problems. Our experimental approach can be
considered first steps towards evidence-based DSL evolution.

77



5. A CAsE STuDY IN EVIDENCE-BASED DSL EvoLuTION

5.1 Introduction

Domain-specific languages (DSLs) can increase productivity by trading general-
ity for expressive power [MHSo5, [DKVoo|]. Furthermore, DSLs have the potential
to improve the practice of software maintenance: routine changes are easily ex-
pressed. More substantial changes, however, might require the DsL itself to be
changed [DKg8|. How can we find out whether the relevant maintenance scenarios
will require routine changes or not?

In this chapter we present a test-based experimental approach to answer this
question and apply it to a domain-specific language for describing file formats:
DERRIC (see Chapter [3). DERRIC is used in the domain of digital forensics to gener-
ate software to analyze, reconstruct, and recover file-based evidence from storage
devices. In digital forensics it is common that such file format descriptions need
to be changed regularly, either to accomodate new file format versions, or to deal
with vendor idiosyncrasies.

As a starting point, we have assembled a large corpus of image files to trig-
ger failing executions of the file recognition code that is generated from DERRIC
descriptions. Each failing execution is attempted to be corrected through a mod-
ification of the DERRIC code, until all image files are correctly recognized. The
required changes are accurately tracked, categorized and rated in terms of com-
plexity. This set of changes provides an empirical baseline to assess whether the
design of DERrRrIC sufficiently facilitates necessary maintenance.

The results show that all of the required changes were expressible in DERRIC;
the DSL did not have to be changed to resolve all failures. The majority of harvested
changes consists of multiple, inter-dependent modifications. The second most com-
mon change consists of a single, simple, local modification. Finally, a minority of
changes is more complex. We discuss how the DErRrIC DSL may be changed to make
these changes expressed more easily. Thus, the experiment has provided us with
empirical data to improve the design of DERRIC.

The contributions of this chapter can be summarized as follows:

e We describe and apply an experiment in DSL-based maintenance in the context
of DERRIC, and provide a detailed description including its parameters.

o We present empirical results on how the DERRIC DSL supports the mainte-
nance process in the domain of digital forensics.

o We discuss the usefulness of this approach and how it has helped us to both
evaluate and improve the design of DERRIc.

These contributions can be considered first steps towards evidence-based DSL evo-
lution.
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1 format PNG

> strings ascii
;3 sign false

4 unit byte

s size 1

6 type integer
7

8

9

28IHDR = Chunk {

29 Cchunktype: "IHDR";

j0 chunkdata: {

31 width: '0 size 4;

32 height: '0 size 4;

33 bitdepth: 1]|2|4|8]|16;
34 colourtype: 0|2|3]4]6;

sequence 35 compression: 0;
Signature IHDR 36 filter: 0;

10 Chunkx IDAT IDAT* Chunksx 37 interlace: 0|1;
11 IEND 38 }
12 39}
13structures 40
14Signature { 41 IDAT = Chunk {
15 marker: 137,80,78,71,13,10,26,10; 42 chunktype: "IDAT";
16 } 43 Chunkdata: compressed/(
17 44 algorithm="deflate",
18Chunk { 45 layout="z1lib",
19 length: lengthOf(chunkdata) size 4; 46 fields=chunkdata)
20 chunktype: !'"IDAT" size 4; 47 size length;
21 chunkdata: size length; 48}
22 crc: checksum( 49
23 algorithm="crc32-ieee", 50IEND {
24 start="1sb",store="msbfirst", 51 length: 0 size 4;
25 fields=chunktype+chunkdata) 52 chunktype: "IEND";
26 size 4; s3 crc: OxAE, 0x42, 0x60, 0x82;
27} 54}

Figure 5.1: Simplified PNG in DERRIC.

5.2 Background

DERRIC is a DSL to describe binary file formats (see Chapter [3). It is used in digital
forensics investigations to construct highly flexible and high performance recovery
tools. One example is the construction of file carvers (see Chapter [2), which are
used to recover possibly damaged evidence from confiscated storage devices (e.g.,
hard disks, cameras, mobile phones etc.). DERRIC descriptions are used to generate
some of the software components, called validators, that check whether a recovered
piece of data is a valid file of a certain type.

An example DERRrIC description for a simplified version of the PNG file format
is shown in Fig. The structure of a file format is declared using the sequence
keyword. The sequence consists of a regular expression that specifies the syntax
of a file format in terms of basic blocks, called structures. In this case, a PNG file
starts with a Signature block, an IHDR block, zero-or-more Chunks and finally an IEND
block.

The contents of each structure is defined in the following structures section.
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A structure consists of one or more fields. The contents and size of each field are
constrained by expressions. The simplest expression is a constant, that directly
specifies the content, and hence length, of a field. This is the case for the marker
field of the Signature structure. Another common type of constraint only restricts
the type and/or length of a field. For instance, the chunktype field of structure Chunk
is constrained to be of type string and size 4. Constraints may involve arbitrary
content analyses. For example, consider the crc field. To recognize this field a full
checksum analysis following the crc32-ieee algorithm should be performed.

5.3 Observing Corrective Maintenance

To study the maintainability characteristics of DERRIC, we need a way to inspect and
evaluate actual maintenance scenarios. In other words: we need to observe how
DSL programs are changed. For the purpose of this chapter, we focus on corrective
maintenance [[SOo06], which is maintenance in response to observed failures (“bug
fixing”).

To realize this, a large corpus of representative and relevant inputs to a DSL pro-
gram is needed, which allows us to automatically generate failures, which in turn
trigger corrective maintenance actions. The approach is similar to fuzzing where a
program is run on large quantities of invalid, unexpected or even random input
data [Oehos]. For maintenance evaluation, however, it is of paramount importance
that the data is representative of what would be encountered in practice.

In the case of DERRIC we have assembled a large, representative corpus of image
files (JPEG, GIF and PNG) for which DERRIC descriptions are available. The exact
nature of these descriptions and the corpus is described in detail in Section

For each file format f, the initial DERRIC D} description is compiled to a valida-
tor and subsequently run on the corpus files of type f. This results in an initial set
of files for which validation faild"} The set of failures is then divided over equiv-
alence classes which are sorted by their size. This allows us to focus on the most
urgent problems first. Next, Dl is edited to obtain a new version Dj,“ which re-
solves at least one of the failures in the largest equivalence class. As soon as the set
of failures is observed to decrease, D! is committed to the version control system.
Before committing we ensure that the set of correctly validated files (the true posi-
tives) strictly increases, as a form of regression test. The process then repeats, now
using D}H as a starting point.

After all failures have been resolved, the changes, as stored in the version con-
trol, are categorized in change complexity classes. A change may thus be interpreted
as being more complex than another change. This provides an empirical base line

*Technically, both false positives and false negatives are failures. However, since the corpus only
contains real files, we cannot detect when a validator would incorrectly validate a file.
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to qualitatively assess to what extent DERRIC supports maintenance of format de-
scriptions.

5.4 Experiment

DSL Programs and Corpus

The three DSL programs that have been used are DERRIC descriptions of JPEG, GIF
and PNG. These file formats are well-known, very common and highly relevant to
the practice of digital forensics. An impression of the sizes of these descriptions
is given in Table From the table it can be inferred that the descriptions are
significantly different. Both GIF and PNG have a richer syntactic structure than JPEG.
Structure inheritance is heavily used in JPEG and PNG but only once in GIF. Finally,
GIF has a lot more fields per structure (58 per 12). Summarizing, we claim that the
three file format descriptions cover a wide range of DERrIC’s language features, in
different ways.

JPEG GIF PNG

Sequence tokens 14 29 30
Structures 15 12 20
Uses of inheritance 10 1 17
Field definitions 32 58 27

Table 5.1: Initial DERRIC descriptions.

Data Set Failures
Format # size # %

JPEG 930,386 327GB 5,485 0.6%
GIF 36,524 3GB 389 1.1%
PNG 236,398 27GB 5,789 2.4%

Total 1,203,308 357GB 11,663 1.0%

Table 5.2: Initial validator results.

The second important component of the experiment, is a representative corpus.
We have developed such a corpus for the evaluation of our earlier work on model-
transformation of DERRIC descriptions (see Chapter [4). This data set contains JPEG,
GIF and PNG images found on Wikipedia, downloaded using the latest available
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Figure 5.2: Distribution of EXIF Software tag values over 28.4% of the corpus.

static dump list, which dates from 2008% Around 50% of the files on that list were
still available and included in the set. An overview of the data set is shown in
Table The corpus contains a total of 1,203,410 images, leading to a total size of
357 GB. As the last two columns show, not all images in the data set are recognized
by the validators generated from the respective JPEG, GIF and PNG descriptions:
between 0.6% and 2.4% of the files in the data set are not recognized using the base
descriptions of the respective file formats.

The Wikipedia data set can be considered representative, since the files up-
loaded to it originate from many different sources (e.g., cameras, editing software,
etc.). We have verified this diversity by inspecting the metadata of the files and
aggregating the results.

This shows that the set contains files from a large number of different cameras
(e.g., Canon, Nikon, etc.) Furthermore, many images have been modified using a
multiplicity of tools (e.g., Photoshop, Gimp, etc.) Original computer images such
as diagrams and logos have been created using many different tools (e.g., Dot,
Paintshop Pro, etc.)

The diversity is depicted graphically in Fig. showing the distribution of
files over values of the EXIF Software tag present in 28.4% of the images. The most
common tool is Photoshop 7.0, used on 3.4% of the corpus; Photoshop CS2 and CS
(Windows) are used on 2.3% and 1.8% respectively. ImageReady covers 1.6%. After
that the percentages rapidly decrease: no specific version of any application was
used in more than 1% of the files. The number of different values is 4,024.

2Available athttps://github.com/jvdb/derric-eval
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Structures Sequence
Add Add new structure Insert structure symbol
Modify = Add, modify, or delete field Change regular grammar
Delete ~ Remove structure definition Remove structure symbol

Table 5.3: Edit semantics: a DERRIC description’s two main sections can be edited
in three ways.

Classifying and Ordering Failures

To improve productivity and handle the most relevant issues first, the set of failures
is divided over equivalence classes, according to their longest normalized recognized
prefix: this is the sequence of DERRIC structures that has been successfully rec-
ognized before recognition failed. Classification is repeated after each iteration,
because after each change to a description, files might now fail with another prefix.

The prefix is normalized to eliminate the common effect of repeating structures.
For instance, if the recognized prefix consists of the structures A B B C, then the
normalized prefix is A B+ C. The plus-sign indicates one-or-more occurrences. As
a result, files that failed recognition with prefixes A B C, AB B CCA B B B C,
etc. all end up in the same bucket. The equivalence classes thus obtained are then
sorted according to size in order to first improve those parts of the description that
generate the most failures.

Evolving the Descriptions

The next step in the experiment is to manually fix the descriptions until all failures
have been resolved. After each change, we recorded how many edits—additions,
modifications and deletions—were needed to reduce the number of failures. An
edit captures an atomic delta to a description. Edits can be applied to either the
sequence or the list of structures. The semantics of edits is summarized in Table

The simplest edits are addition/removal of a structure to/from the structures
section of a DERRIC description, and adding/removing a referenced structure from
the sequence expression (cf. Fig.[5.1). Furthermore, a structure itself can be mod-
ified by adding, modifying or removing fields. The sequence can be modified by
changing the regular expression without adding or removing a structure reference.

Each change has been tracked in the Git version control systemf| to allow full
traceability and reproducability of the results of this chapter. In fact, a single change
corresponds to a single commit. After each change the DERRIC compiler was rerun

3Available at https://github.com/jvdb/derric-eval
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with the modified descriptions. The process was repeated until all failures were
resolved.

Change Complexity Classes

After all failures have been resolved, the resulting set of changes is divided over
equivalence classes according to their change complexity. Change complexity is in-
tuitively defined in terms of the number of edits in a change, their interrelatedness
and how much they are scattered across a source file: more edits, more interrelat-
edness and more scattering, means higher complexity.

A change consisting of a single edit has very low change complexity. On the
other hand, a change involving many logically related edits, scattered over the
whole program, has a high change complexity. Simple, low complexity changes
leave the structure of the original program mostly intact. At the opposite end, high
complexity changes might well create future maintenance problems.

Just like code smells [FBB™ 9g] might be indicators of software design prob-
lems, in the case of DERRIC, we conjecture, high complexity changes might indicate
language design problems. For the purpose of our experiment we have identified
3 change complexity classes. Below we briefly describe each class, rated as Low,
Medium or High.

o Single, localized edit (Low) The ideal situation is where a change requires a
single modification of the program. By implication, such a change is always
localized. Example: a single edit of the sequence, or the change of a single
field in a structure.

o Multiple, but dependent edits (Medium) In this case, a change requires multiple,
inter-dependent edits. For instance, defining a new structure, then adding a
reference to it in the sequence section.

o Cross-cutting changes (High) Cross-cutting changes require many (more than
two) similar edits scattered across the program. Such changes always involve
some form of duplication. This kind of changes is very bad, since they affect
the program in a way that is dependent on the size of the program.

The changes, categorized in the change complexity classes, provide an empirical
base line to start discussing to what extent DERRIC supports maintenance.

5.5 Results

The results of the experiment are summarized in Table and [5.6] for the file
formats JPEG, GIF and PNG respectively. The first column of each table identifies
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the change (i.e., set of edits). In the following, we will identify changes by using
a combination of file format name and Id, like so: PNG 11 denotes the eleventh
change of the PNG description in Table Columns 2-5 display how many edits of
that particular type were required in order to decrease the number of failures. For
instance, change JPEG 1 involved two edits: a structure definition was added, and
a reference was added to the sequence expression. Note that deletions are omitted
from these tables since they never occurred.

The actual decrease in failures is shown in the “Errors Resolved” column. Fi-
nally, the last column shows how a change was categorized with respect to change
complexity. Revisiting change JPEG 1 we see that it is ranked as Medium, which
means that the change contains multiple, dependent edits. Hence we can conclude
that the reference inserted into the sequence expression has to be a reference to the
newly added structure.

Structure Sequence Errors

Id Add Mod Add Mod Resolved CcC

1 1 1 520 Medium

2 1 284 Low

3 1 1 245 Medium

4 1 1 821 Medium

5 1 3395 Low

6 1 138 Low

7 1 2 46 High

8 1 4 21 26 High

9 1 4 5 High
10 1 19 3 High
11 1 2 2 High

Table 5.4: Modifications to the JPEG description.

5.6 Analysis

To summarize the results of our experiment, Table [5.7] shows the total number of
changes per complexity level. The table shows that the majority of changes are
easily supported by DERRIC: 13 are simple, localized edits (Low), and 19 changes
require multiple, dependent edits. The dependency between edits in these changes
is a direct consequence of separating sequence from structure definition. In other
words: this dependency is anticipated by the design, and hence unavoidable.

Only 5 changes are categorized as cross-cutting (High). While in the experiment
these changes did not occur very frequently, they still might indicate there is room
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Structure Sequence Errors
Id Add Mod Add Mod Resolved CC
1 1 9 Low
2 115 Low
3 137 Low
4 3 36 Medium
5 1 39 Low
6 1 48 Low
7 1 3 Low
8 2 2 Medium

Table 5.5: Modifications to the GIF description.

for improving the design of DErriCc. Moreover, looking at the results for JPEG,
we seem to observe a pattern of deterioration. Investigating the actual changes
reveals that, indeed, duplication introduced by earlier changes, has a detrimental
effect on the required subsequent changes. The fact that cross-cutting changes may
amplify each other, is exactly the evolutionary effect we would like to avoid. Three
language features could be introduced to DERRIC to eliminate such cross-cutting
changes completely:

o Abstraction: a language construct to declare subsequences so that duplicate
subsequences can be referred to by name.

e Padding: a construct to automatically interleave certain bytes inbetween struc-
ture references in the sequence declaration.

e Precedence: declaring that a particular structure has priority over another
one.

Below we motivate these language features based on the results of the experiment.

Abstraction In JPEG 7, a newly discovered data structure SOF1 is added to the
description. It was discovered that it is part of a sub-sequence of structures that
may occur both before and after a mandatory S0S structure. As a result, a reference
to SOF1 had to be inserted in two places. The relevant part of the original sequence
reads as follows:

sequence ...

(DQT DHT DRI SOF® SOF2 APPX COM)=*
S0S

(SOS DQT DHT DRI SOF® SOF2 APPX COM)*
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Structure Sequence Errors
Id Add Mod Add Mod Resolved CC
1 5 5 3136 Medium
2 1 1 1819 Medium
3 1 1 332 Medium
4 1 1 63 Medium
5 1 1 73 Medium
6 2 2 112 Medium
7 1 1 144 Medium
8 1 1 24 Medium
9 1 20 Low
10 1 18 Low
11 1 20 Low
12 1 1 10 Medium
13 1 1 2 Medium
14 1 1 9 Medium
15 2 2 2 Medium
16 1 3 Low
17 1 1 1 Medium
18 3 1 Medium

Table 5.6: Modifications to the PNG description.

Level  Name #
Low Single localized 13
Medium  Multiple dependent 19
High  Cross-cutting 5
Total 37

Table 5.7: Changes per change complexity class.

Note that the sequence DQT DHT DRI SOFOG SOF2 APPX COM is duplicated. An abstrac-
tion construct would allow the description to be refactored as follows:

def Seq = DQT DHT DRI SOFO SOF2 APPX COM;
sequence ... Seqx SOS (SOS Seq)=*

To accomodate the new SOF1 structure, only the definition of Seq would have to be
adapted. Such an abstraction mechanism feature would not only reduce the severity
of such changes, it would also clearly communicate to readers of the description
that the sequences before and after the SOS reference are always the same.
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Padding The JPEG 8 change clearly signals a problem: padding bytes are allowed
everywhere in between structures. Every change that modifies the sequence will
explicitly make sure that padding is maintained. The duplication introduced by
JPEG 7 makes the way this change is expressed even less desirable. A (domain-
specific) padding construct allows padding to be expressed in a single place in the
configuration section:

padding OxFF
The compiler would then weave the generic padding element into the sequence.

Precedence The cross-cutting change JPEG 10 signals another language feature that
could be added to DERRIC. A new structure COMElanGmk was identified, which func-
tions as an alternative to the standard COM structure. The only difference from COM is
that COMElanGmk redefines the contents of a single field using DERRIC’s support for
structure inheritance. We would, however, like to also express that COMElanGmk has
precedence over COM: if it is there, consume it, otherwise attempt to match COM.

The current resolution involves duplicating large parts of the sequence to move
the choice between either structure to a higher level. A proper solution would be to
extend the set of sequence operators (?, *, etc.) with a new binary operator <. The
precedence ordering could then be expressed simply as COMElanGmk < COM.

5.7 Discussion

Lessons Learned

Based on this case study, we can draw a number of conclusions that are generally
applicable to the area of DSL development and model-driven development at large.
First of all, in order to do evidence-based DSL evolution, the existence of a large,
representative corpus is of paramount importance. Given such a corpus, it becomes
possible to apply our test-based experimental approach. Our results show that such
an experiment indeed provides useful feedback on the design of a DSL.

The corpus of files used in our experiment in essence represents a very large and
comprehensive test suite. In other domains, such a test suite has to be designed up
front. Nevertheless, the existence of test suites for (legacy) code, could thus be in-
strumental in deciding whether to adopt a model-driven approach. For instance,
in [LSVW10] the authors perform a study whether the Mod4] framework is suitable
to build web applications following a reference architecture. In this case, the orga-
nization had ample experience building such web applications. If (evolving) test
suites for a representative sample of non-Mod4] applications exist, they can be run
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against Modg] replicas to find out whether Mod4] supports the necessary evolution
facilities to fix the failing tests.

Second, to our surprise, the experiment showed that even a simple DSL such
as DERRIC requires abstraction facilities in order to mitigate future maintenance.
Maybe DSLs and modeling languages are much more like programming languages
than we might think. As such, our results provide a cautionary tale, which may be
taken into consideration when designing a DSL or modeling language. Furthermore,
it might suggest that, if such a feature is to be avoided, that graph-like, visual
concrete syntax is preferrable, since it would allow the direct representation of
sharing of sub-structures.

Finally, since our experiment requires the accurate tracking and classification
of changes to source models, textual syntax seems to be an advantage. The textual
syntax of DERrIC allowed us to use standard diff tools to get insight into what was
changed inbetween revisions. A visual modeling language would most certainly
require custom, domain-specific difference algorithms [XSos]. Generic difference
algorithms (on trees or graphs) would likely contain irrelevant noise, and hence
would be hard to interpret.

Threats to Validity

Even though our classification of changes is informal, we contend that it is suffi-
ciently intuitive. Proficient users of computer languages (domain-specific or general
purpose) use similar reasoning to distinguish “good” changes from “bad” changes.
Most programmers are familiar with the principles of Don’t-Repeat-Yourself (DRY)
and Once-and-Only-Once (OAQO). These are precisely the principles that were vi-
olated in the cross-cutting changes.

The changes were performed by the first author (the designer of DErrIC) who
has ample experience in digital forensics. As such, he could have tended towards
the smallest and simplest changes. However, in order to evaluate the way a lan-
guage supports maintenance it is essential to analyze optimal changes; only then
can the language aspect be isolated. A subject who is less versed in the domain of
digital forensics or DERRIC, would probably have added noise to the results (i.e.,
unneeded complexity in the changes), and consequently, the results would have
been harder to interpret.

As shown in Section we consider the set of image files from Wikipedia a
suitable test set for generating failures and harvesting changes. First, the set of im-
ages is constructed by thousands of users of Wikipedia, so there is no selection bias.
Second, there is a high variability in the origin of the images and how the images
were processed in user programs (Fig. [5.2). Finally, the data set is large enough
to generate realistic failures; any of the observed failures could have occurred in
practice.
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It could be argued that neither JPEG, GIF nor PNG are rich enough to cover the full
expressivity or expose the lack thereof of DERrIC. This might be true, however, the
DErric language is designed precisely for this kind of file formats. In Section
we have argued that the DERRIC descriptions of these file formats are sufficiently
different to cover the whole language.

Related Work

Mens et al. [MEos5] define evolution complexity as the computational complexity of
a metaprogram that performs a maintenance task, given a “shift” in requirements.
Our classification of changes is comparable since we consider small and local edits
(fewer “steps”) to be easier than multiple, dependent and scattered edits (requiring
more steps). Making this relation more precise, however, is an interesting direc-
tion for further research. This would involve formalizing each change as a small
metaprogram, and then using its computational complexity to rank the changes.

Hills et al. [HKSV11a] do a similar experiment but use an imaginary virtual
machine for “running” maintenance scenarios encoded as simple process expres-
sions. Since the changes and programs investigated in this chapter are relatively
small, writing them as actual metaprograms might be practically feasible. Even
more so since DERRIC is implemented using the metaprogramming language Ras-
caL [KSVooal, which is highly suitable for expressing the changes as source-to-
source transformations.

The work presented in this chapter can be positioned as an experiment in lan-
guage evaluation. Empirical language evaluation is relatively new since, as pointed
out by Markstrum [Mar1o], most language features are introduced without evi-
dence to back up its effectiveness or usefulness. In the area of DSL engineering, how-
ever, there is work on evaluating the effectiveness of DSLs with respect to program
understanding [MHSos5], key success factors [HPDog], and maintainability [KSV10].
Our experiment can be seen in this line of work, but focusing on how a DSL as a
language supports evolution.

Corpus-based language analysis dates at least from the "7os, but is getting more
attention recently; see [FGLP10] for a comprehensive list of references. A recent
study is performed by Lammel and Pek. [LP10]. The authors have collected over
3,000 privacy policies expressed in the P3P language in order to discover how the
language is used and which features are used most. Morandat et al. [MHOV12]
gather a corpus of over 1,000 programs written in R to evaluate some of the design
choices in its implementation. A difference with respect to our work, however, is
that corpus-based language analysis focuses on a corpus of source files. Instead, in
this chapter we used a corpus of input files to trigger realistic failures, not to analyze
the usage of language features, but to analyze how these features fare in the face of
evolution.
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Since the changes we propose for DERRIC may have an impact on existing
descriptions, another perspective on the work in this chapter is that of coupled
evolution [DRIP12], In the context of the classification described by Gruschko et
al. [GKPo7]|, the changes we propose are all "Not Breaking Changes".

However, it is imaginable that changes that would break existing descriptions
could be proposed, so it may be useful to develop a mapping between our clas-
sification and the difficulty in automatically migrating DERRIC descriptions. The
feasibility and complexity of automatic migration using tools such as Cope [HBJog]
or Flock [RKPP10] may be a useful metric, although the user’s perspective remains
the most important for an end-user DSL.

5.8 Conclusion

DSLs can greatly increase productivity and quality in software construction. They
are designed so that the common maintenance scenarios are easy to execute. Nev-
ertheless, there might be changes that are impossible or hard to express. In this
chapter we have presented an empirical experiment to discover whether DERRIC,
a DSL for describing file formats, supports the relevant corrective maintenance sce-
narios.

We have run three DERrIC descriptions of image formats on a large and rep-
resentative set of image files. When file recognition failed, the descriptions were
fixed. This process was repeated until no more failures were observed. The re-
quired changes, as recorded in version control, were categorized and rated accord-
ing to their complexity.

Based on the results we have identified to what extent DERRIC supports main-
tenance of file format descriptions. The results show that most of the changes are
easily expressed. However, the results also show there is room for improvement:
three features should be added to the language. The most important of those is a
mechanism for abstraction to factor out commonality in DERRIC syntax definitions.

Our experimental approach can be applied in the context of other DSLs. The
only requirement is a representative corpus of inputs that will trigger realistic fail-
ures in the execution of DSL programs and a way to classify and rank the changes
required to resolve the failures. By fixing the DSL programs, tracking and ranking
the required changes, it becomes possible to observe how seamless (or painful) ac-
tual maintenance would be. We consider the experiment presented in this chapter
as a first step towards evidence-based DSL evolution.
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CHAPTER

TrRiNITY: An IDE for The Matrix

This chapter was previously published as a tool paper with the same title in 29th IEEE International
Conference on Software Maintenance (ICSM’13) [BS13b]. Joint work with Tijs van der Storm.

Abstract

Digital forensics software often has to be changed to cope with new variants
and versions of file formats. Developers reverse engineer the actual files, and
then change the source code of the analysis tools. This process is error-prone
and time consuming because the relation between the newly encountered data
and how the source code must be changed is implicit. TRINITY is an integrated
debugging environment which makes this relation explicit using the DERrIcC
DSL for describing file formats. TRINITY consists of three simultaneous views:
1) the runtime state of an analysis, 2) a hexview of the actual data, and 3) the
file format description. Cross-view traceability links allow developers to better
understand how the file format description should be modified. TRINITY aims
to make the process of adapting digital forensics software more effective and
efficient.
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6.1 Background

Maintenance Challenges in Digital Forensics

The storage capacity of digital devices continues to grow. Forensic software is
currently required to analyze data in the terabyte range in very short time frames.
This requires perfective maintenance to optimize and tune analysis tools. At the
same time, corrective maintenance has to be performed when new variants and
versions of file formats are encountered. Most of these variants are non-standard,
so standards documents cannot be consulted for the required changes. Moreover,
the data is often created by proprietary firmware (e.g., of digital cameras) or other
types of closed-source applications (e.g., word processors, photo-editing software).
As a result, the source code is generally unavailable for inspection.

Corrective maintenance then boils down to reverse engineering the file format
variant based on the binary data itself. This process is quite cumbersome, since
the structure of the data is not a first class citizen in general purpose program-
ming languages. In hand-coded file processing software, the layout of a binary
file format like PNG [W3Co3], for instance, is encoded in complex control-flow and
(interdependent) data structures. This means that debugging requires ad hoc de-
coding of values, inspection of input data to check dependencies between values
and manually tracking structural layout and ordering.

Besides time consuming, these steps also tend to be error-prone. For example,
an off-by-one error in an offset calculation causes a wrong value to be used, but also
shifts interpretation of all consecutive values and their dependencies. Such small
errors are hard to catch since there are no explicit links between the input data and
how the code interprets it.

When adapting existing implementations of file processing software, interactive
debuggers can be used, but they are agnostic to the domain-specific aspects of
file formats. Furthermore, each file format may have its own conventions such as
whether length fields include or exclude marker values, and whether indices are o-
or 1-based. As a result, reverse engineers have to mentally translate the information
that is presented to them.

TrRINITY is an IDE for reverse engineering binary data which automates a sig-
nificant portion of this translation. By maintaining semantic links between data,
runtime state and code, it becomes possible to debug the data, instead of just the
code. The key enabler for this is representing file format structure at a higher level
of abstraction. DERRIC is a domain-specific language (DSL) that precisely does that

(see Chapter
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Declarative File Format Descriptions

DERRIC is a domain-specific language to declaratively describe binary file formats.
It allows the definition of the components of a file format (called “structures”),
their sequential arrangement, and the possible dependencies between elements.
For instance, a file format description may contain structure definitions for head-
ers, footers and data blocks. These structures are arranged sequentially according
to a (regular) grammar, capturing the layout of a file format. An example of a
dependency is when the length of a certain sequence of bytes is constrained by
the value of certain bytes elsewhere in the file. DERRIC provides a configurable
language for expressing these and other aspects of file formats.

A DERrIcC description is divided in two main sections. The first part of a DERRIC
description is the sequence section, which consists of a regular expression capturing
the sequential layout of a file format. For instance, the following example presents
an abridged version of the layout of PNG (where ellipses indicate omitted details):

sequence
Signature IHDR
(...)%x PLTE? (...)* IDAT IDATx* (...)x*
bBPn? IEND?

The regular operators * and ? have the usual meaning of repetition and optionality.
The identifiers (e.g., Signature, IHDR, etc.) refer to specific components of PNG. These
structures are described in the second part of a DERRIC description. As an example,
the following snippet describes the IEND structure:

IEND {
length: 0 size 4;
chunktype: "IEND";
crc: OxAE, 0x42, 0x60, 0x82
)

This declaration states that the IEND structure consists of a length field of 4 bytes
(containing zeros), followed by the (ASCII encoded) string “IEND”, and terminated
by a CRC code consisting of 4 constant values. To factor out common fields in
structure definitions, DERRIC allows structures to inherit from other structures. For
instance, in PNG, most structures inherit from an abstract Chunk structure which
declares common fields for length, type, data and CRC check; such fields can be
overridden if needed.

A DERric description is input to the DERrRIC compiler which generates exe-
cutable validators. A validator tries to match binary input streams against the file
format definition captured in DERRIC. One application of these validators is file carv-
ing: the process of recovering possibly damaged or fragmented files from storage
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devices [Cohoy, PMog]. Previous research has shown that the generated validators
perform well, both in terms of recovered files and runtime speed (see Chapter
and that DErr1c descriptions can be automatically transformed to improve runtime
performance (see Chapter [4

The benefits of DERRIC are only fully realized, however, if the file format de-
scription can be considered correct. If files are encountered that are not recognized,
there are two possibilities:

e The binary data is not an instance of the file format we are looking for, or the
data is corrupted. In other words, the data is at fault.

o The file format description is incorrect and has to be changed to cope with
this specific variation of the file format.

Note that these situations may overlap. In fact, it is quite common to relax a file
format description to trade some precision for a higher recall. Nevertheless, in both
cases the question remains: how to find out if a description should be adapted to
the new situation? And if so, how should the description be changed? TrINITY
helps to answer such questions by providing debugger functionality at the level of
Derric itself. This way, both the data and the runtime state of an analysis can be
interpreted in terms of the sequential layout and the structures and fields of the file
format.

6.2 TRINITY

Integrated Data Debugging

TRINITY is an IDE which aims to leverage the domain-specific information contained
in DERRIC descriptions to bring integrated data debugging support to the process
of reverse engineering binary file formats. A screen shot of TRINITY is shown in
Figure The IDE consists of three synchronized views:

e Data: A hexview showing the input data (top right).

e State: An outline view of the runtime state, with root nodes for structures
and child nodes for fields (left column).

e Code: A syntax-highlighting editor for showing a DERRIC description (bottom
right).

The user can navigate between views using hyper links which connect all three
views. For instance, after selecting the byte at offset 8 in the Data view at the top
right, the contextual structure and field of this byte are highlighted. Similarly, the
IHDR structure and its length field are highlighted in the State view on the left,
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8006 png.derric on logo.png results in: Validated!
File
| Signature Offset 0001 02 03 04 05 06/07 D809 OA 0B OC 0D OE OF Ascii
™ marker 80000000 89 50 4E 47 00 @A 1n oA [ 00)60] B0 49) 981 H52] . G . ... THDR
=R 0000610 B8 0] 6152 601 60! ¢ 651 B8 02) 6] 00) 6] 69 DI 78 . . .. . . . Y ix
D 1T5Eh 20020020 E4100 00 08 81 73 52 47 42 80 AE CE 1C E9 80 00 ..... SRGBusiansn
9@a¢00A30 @8 89 7@ 48 59 73 00 @@ BB 13 0@ 00 0B 13 01 80 ..pHYS..........
_| chunktype 00000040 9A 9C 18 0@ 00 20 @0 49 44 41 54 78 DA ED 7D 4D ..... JIDATX. .M
Y width 200200850 68 5D D9 76 E6 7E BA 34 88 4D 5E 73 89 42 B7 82 hl.v.~.4.M"s.B..
5 height @ C4 43 4E A2 54 4C 3B 80 EF 45 2A 5B 20 4D 6C 18 .(N.TL;..Ex[ ML.
Y bitdepth T =
Chealourtype >-Signe-n-:ure
: compression THDR
] filter (bKGD cHRM gAMA iCCP sBIT sRGB pHYs sPLT tIME iTXt tEXt zTXt pr
_] interlace PLTE?
] cre (bKGD hIST tRNS pHYs sPLT tIME iTXt tEXt zTXt wpAg oFFs gIFg cm
il sRGB IDAT
5 length IDAT*
™ chunktype ég;ME iTXt tEXt zTXt cmOD cpIp meTa eXIF)*
n?
] chunkdata TEND?
Y cre
[ pHys structures
[ ToAT Signature {
(&3 10AT marker: 137, 8e, 78, 71, 13, 1e, 26, 1@;
& 1oAT
[ IEND
Chunk {
length: lengthOf{chunkdata) size 4;
chunktype: size 4;
chunkdata: size length;
crc: checksum{algorithm="crc32-ieee",
init="allone",
start="1sb",
end="invert",
store="msbfirst",
fields=chunktype+chunkdata)
size 4
i3
IHDR = Chunk {

Figure 6.1: Screenshot of TRINITY used on a PNG example file.

which provides the dynamic execution context to this byte. In the Code view at
bottom right, the IHDR structure is highlighted in both the sequence and structures
sections. Finally, the length field is highlighted in the Code view as well, where
it is defined not directly in the IHDR structure, but in the Chunk structure it inherits
from.

It is also possible to go the other way. For instance, clicking on a field in the code
view will highlight all the bytes in the input stream that have been successfully
matched using that very field. Similarly, clicking on an element in the sequence
section highlights all bytes in the input stream captured by that syntactic element.
Because syntactic elements in the sequence may occur multiple times (through the
use of the regular operator x), clicking on a source element may highlight multiple
parts of the input data.

Figure |6.2] illustrates the relationships between the three views in more detail.
On the left (Data) is a hexview of the input data (between offsets 16 (0x0010) and 48
(6x002C + 4). In the center (State) the trace of interpreting the input data (showing
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Data State Code
0x0010 02 FF FF 7F Header (offset=0x000E, size=14) structures

0x0014 22 C4 00 FF fonfig (affset=0x001C, size=8); Block { marker:0xfF, 10; 3
0x0018  A@ AF 15 BE : marker =0xFF,0x07 | Config = Block {

0x001C FF 0710F BB

0x0020

0x0024 FF 10 00 FF_
0x0028 54 FE 3E 23 reference  =0xAA7B reference:size 2;
0x002C BB 32 3F 1B Data  (offset=0x0024, size=259) 3

I_gfclr_:e_f)_/[fe:_}})z(gf@_.%) istoretype:0. 0x1FG6 size '2';:§

packtype =0x02 : : packtype:1|2]4;

tabletype  =0x04 : : tabletype:!0;

Figure 6.2: The relationship between Data view (left, hexview), State view (center,
outline) and Code view (right, text editor).

matches for structures named Header, Config and Data, of which only Config is
expanded and showing its fields). On the right (Code) the text editor view of the
DERrIC description (showing the definition of the Config structure). In all three
views, the dotted line marks the Config structure and the dashed line its storetype
field.

By making the links between data, runtime state and code explicit, TRINITY
simplifies the reverse engineering and maintenance tasks in dealing with binary file
formats. The developer can interactively explore the original file format description
in DERRIcC directly in the context of the actual bytes in the input data. Below we
describe how TRINITY can be used in digital forensics practice.

A File Format Reverse Engineering Scenario

The design of TRINITY is informed by more than a decade of experience in reverse
engineering file formats. Additionally, in previous research we have performed
an experiment which studied corrective maintenance of DERRIC descriptions (see
Chapter [f] by executing evolution scenarios. These scenarios for “fixing” the de-
scriptions all represent typical cases where TRINITY could be used. In fact, the
research of Chapter [5| would have been much less time consuming if TRINITY had
been available at the time, as most of the effort consisted of relating error locations
in binary data to source locations in DERRIC.

The use of TRINITY starts when a file is encountered that is expected to validate,
but fails to do so. The following steps describe the expected work flow using
TRINITY:

'The changes can be reviewed online at http://github.com/jvdb/derric-eval/,
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6.3. Implementation

Initial Run

The file and the DErric description of its expected file format are loaded into TRIN-
ITY and the interpreter halts at the first byte where validation fails (i.e., where a
value is encountered that does not match the description). The file’s contents is
shown in the Data view, the DErrIC description in the Code view and the gener-
ated trace after an initial run in the State view.

Locate Area of Interest

The user clicks on the last data structure listed in the trace, automatically showing
the relevant child nodes. The Data view is automatically scrolled to the corre-
sponding bytes. The cursor in the Code view is positioned on the structure where
validation failed.

Inspect Structure

The user clicks the last field below the structure in the trace. This keeps the existing
highlighting but adds additional ones of the fields’ bytes in the Data view and its
description in the Code view.

Make Corrections

Based on whether that field is the source of the validation error, the user will either
make a modification or move up to the previous field, backtracking until a field or
structure is encountered which accounts for the failure. Finally, the validation is
rerun, and the process repeats if there are (new) failures.

6.3 Implementation

DERRIC is implemented as an external DSL in the metaprogramming language Ras-
cal [KSVoga|]. Rascal provides built-in grammars for describing syntax, primitives
for analyzing and transforming source code, and provides hooks into the Eclipse
IDE to obtain editor services (e.g., syntax coloring, outlining, hyperlinking etc.).

The DERrIC compiler operates in three steps. First the DERRIC description is
desugared (e.g., flattening inheritance, constant propagation). Second, a DERrIc
description is transformed to an intermediate representation called Validator, which
is an imperative but platform-independent model of the final validator. Finally, the
Validator model resulting from the previous step is transformed to Java source
code.

An overview of the architecture of TRINITY is shown in Figure[6.3] TRINITY reuses
the front-end part of the DERRIC compiler, up to and including the transformation
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Derric
source

‘_.

TRINITY

Figure 6.3: The TRINITY architecture. The dashed arrows indicate the information
sources of the three views in the IDE.

to the Validator model. Instead of generating Java code however, the Java foreign-
function interface of Rascal is used to build an in-memory model in Java of the
Validator. Following the Interpreter design pattern, the classes representing the
model contain evaluation methods to execute the validator. This interpreter is then
hooked up to the TRINITY IDE.

To realize the fine-grained cross-linking of views in TRINITY, origin tracking is
used [DKTog3]l. This means that the original source locations of syntactic elements
in a DERRIC description are maintained throughout all phases of the compiler and
interpreter. The DERRIC parser generated by Rascal initially annotates the parse
tree with such origins. During desugaring and the transformation to the Validator
model, the origins are propagated. Finally, the in-memory model in Java is dec-
orated so that, when the interpreter is stopped, the TRINITY runtime environment
knows where in the DERRIC description execution is taking place. The same tech-
nique is used to maintain a mapping from the runtime state (i.e., the values of the
matched structures and fields), to the source code, and from the source code to the
data.

6.4 Related work

The key idea of TRINITY is to integrate the input data into the activity of debugging
and to provide bidirectional cross-links among code, state and data. Moreover, the
integration is domain-specific: DERRIC descriptions capture file formats at a level
that can be understood by forensic investigators. In TRINITY this understandability
extends to the data and the runtime state of the validator. As a result, TRINITY pro-
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Data

7\

State & Code

Figure 6.4: The trinity of debugging in TRINITY.

vides debugging for reverse engineering file formats at a higher level of abstraction.

Using TRINTTY the user can navigate from the source code to the data and vice
versa, but also from the runtime state to the data and vice versa, and finally, it is
possible to go from the data to the runtime state and the source code. We have
depicted these 6 types of cross links in Figure Traditional debuggers, on the
other hand, provide only two of such links: 1) from the runtime state (e.g., stack
trace) to the source code, and 2) from the data to the code (e.g., from a variables
view to declaration sites). Although specialized visualizations for general purpose
debuggers are quite common (e.g., [ZLg6| Hex]), these do not provide the same
level of integration as TRINITY.

TRINITY is most related to domain-specific debuggers in other domains. For
instance, ANTLRWorks [BPo8] is an IDE which provides support for debugging ANTLR
grammars. The generated parsers communicate with the IDE during their execution,
allowing the user to replay its actions and inspect the input data, grammar and
parse tree afterwards. Similar tools exist for debugging regular expressions. A
recent example is Debuggex [Ioal], which features coloring of the (matched) input
data, and visualization of the finite-state automaton.

6.5 Conclusion and Future Work

Reverse engineering binary file formats is a time-consuming and error-prone activ-
ity. One of the reasons is that the relation between the structure of the data and how
software processes that data is obscured by low-level implementation details and
has to be mentally reconstructed. In this chapter we have presented TRINITY, an IDE
that brings integrated data debugging support to the DERRIC IDE for file format de-
scription. It consists of three views, which display the input data, the runtime state
of a file format validator and the DERRIC source code respectively. Each view is re-
lated to the other. Clicking in any of the views highlights corresponding elements
in the others. If a file fails to validate, the three integrated views allow the developer
to assess the situation: why does validation fail? What changes are needed to the
file format description? TRINITY aims to reduce the effort of performing corrective
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maintenance of digital forensics software.

There are ample opportunities for further improving TRINITY. For instance, the
way elements are highlighted in the different views is mostly syntactic. One exten-
sion would be to add more semantics to the visualization. For instance, clicking
a field that has a dependency on another field in its length or content specifica-
tion, could also highlight the bytes that were captured by those dependency fields.
Conversely, clicking on a byte in the data view could also trigger highlighting of
all expressions affected by it. Such data flow visualization could further increase
understanding of what happens at runtime and help diagnosing failures.

Another direction for further work is increasing the “liveness” of TRINITY [LF95].
Currently, TRINITY allows the dynamic inspection of state and data. However,
changes to the DERRIC description still requires a full rerun of the validator. The
potential benefits presented by TRINITY could be increased further by instantly re-
flecting a change to the format description in the other views. One way to approach
this is to incrementally update the runtime state of the interpreter based on the
changes to the code (see, e.g., [Sto13]).

Finally, we plan to perform a user study to evaluate to what extent TRINITY
helps to improve the maintenance of DERRIC descriptions. The evolution scenarios
obtained in Chapter [5|can provide a starting point for the maintenance tasks to set
up this experiment.
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CHAPTER

Contributions

This thesis addresses the main research question posed in Chapter

Can we improve the practice of engineering automated digital forensics tools
through the application of model-driven software engineering techniques, specif-
ically in the domain of recovering information stored in files?

In order to specify the meaning of improve in the context of this question, we
have broken it down into four specific research questions. In the following sections
we discuss the research results that contribute to answering these questions.

7.1 Achieving Separation of Concerns

Q1: Can we separate the concerns in file format specification from their imple-
mentation?

We consider DERRIC a sufficient example of the feasibility of separating the spec-
ification of a file format from its implementation in the domain of automated digital
forensics. Although our evaluations discuss only a small set of file formats de-
scribed in DERRIC, the used file formats are diverse in structure and representative
of file formats in general.

Domain Analysis

In Chapter 1| we described that the highest level of variability in data storage exists
at the level of application file formats. New file formats are encountered regularly,
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as well as multiple versions and variants of existing file formats. In order to simplify
development and maintenance of the recovery tools that validate files in those file
formats, we have built the DSL DERRIC.

We distinguish between requirements for the features of the DSL (i.e., what
should be expressible in the DSL) and requirements for the syntax of the DSL (i.e.,
what the surface syntax should look like). In order to design DErrIC, we have
performed a domain analysis to determine the requirements for both aspects.

Language Features

In Chapter |2l we discussed the aspects of file formats that are relevant for the engi-
neering of recovery tools. This domain analysis creates a constraint on the design
of the resulting DSL: any of those aspects should be expressible in some form, in
order to guarantee that the associated recovery tool can be created with it. As a
result, we arrive at the following three requirements:

Constant specification: To allow Magic Number Matching, the DSL should support
the specification of constant values occurring in fixed locations in a file format.

Data dependencies: To allow Data Dependency Resolving, the DSL should support
the specification of dependencies between the values of fields.

Content analysis: To allow Internal Verification Checking, Output Analysis and Data
Decoding, the DSL should support the specification of such algorithms.

A design decision we have made is to design Derric with direct support for
constant specification and data dependencies, but without direct support for con-
tent analysis. Any type of content analysis can be specified in DERrrIc, but only by
naming it and providing configuration values (such as encoding) and data depen-
dencies (such as compression tables).

There are two reasons for this decision. First, this design allows DERRIC to be
a small and fully declarative language, that is easy to automatically analyze and
transform. Second, this type of specification allows content analysis to be easily
mapped to an existing implementation, reducing the amount of work related to
specifying a file format.

This decision comes with a major drawback: the implementation of output anal-
ysis cannot easily be included in automated analyses and transformations, since
they are not expressed in DERrIC. Realizing specification of content analysis algo-
rithms in DERRIC is future work, since it may allow higher fidelity optimizations.

For example, with support for specifying these algorithms, it is conceivable that
the transformations discussed in Chapter |4/ would have lead to higher granularity
control of the resulting tool performance.
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Language Syntax

Apart from the required features for specifying values, the actual syntax of DERRIC
is also based on a domain analysis, discussed in Chapter |3} The notation is based on
the most common sources of information that lead to the development and main-
tenance of DERRIC specifications: reverse engineering, documentation and source
code.

Reverse engineering usually leads to the use of data dump utilities showing data
in hexadecimal encoding. Documentation often employs pseudocode, and source
code to file format specifications is usually in C/C++ and Java. Staying close to
that familiar syntax is beneficial, since these languages are most used for low-level
serialization code that writes data in binary file formats.

7.2 Measuring Runtime Performance Costs

Q2: Can we determine what the runtime performance costs are of separating the
concerns of file format specification from their implementation?

In our implementation and evaluation, we have not observed any runtime per-
formance penalties resulting from separating the concerns of file format specifica-
tion and implementation.

Evaluating Runtime Performance

Discussed in Chapter [3}, we have created the file carver ExcavaTor. It implements
similar functionality as a set of three popular file carvers. ExcavaTOR uses code
generated by the DERRIC compiler for its file format validation concern.

The tools used in our comparison were selected based on two criteria. First, all
tools should be used in practice, to ensure relevancy of the comparison. Second,
all tools should be open source, in order to compare the implementation to that
of ExcavaTOR/DERRIC. The second criterium did not lead to the exclusion of any
relevant tools.

The comparison was performed on a set of five benchmarks. Three of the bench-
marks are part of the Digital Forensics Tool Testing-suite (DFTT) and the other two
were Forensic Challenges at the Digital Forensics Research Workshops (DFRWS) in
2006 and 2007.

The benchmarks used in our comparison were selected based on three criteria.
First, the benchmarks should be publicly available to ensure the possibility of re-
production. Second, we chose to use only existing benchmarks because they were
previously used in other comparisons and are not biased towards our evaluation.
Finally, the benchmarks all contain files in the JPEG file format, since that is the file
format specification that we had developed fully.
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Only one of the competing tools (Revivelt) was capable of recovering a small
amount of additional files on one of the benchmarks. In the area of runtime perfor-
mance EXCAVATOR’s performance was comparable to the others. Based on this, we
conclude that ExcavaTor/DERRIC performs similarly to existing tools and that its
MDSE-approach does not impact its performance negatively.

Additionally, Chapter [3| contains a qualitative assessment of the implementa-
tions of the competing tools and how they compare to that of ExcAvATOR/DERRIC.
We found that all existing tools that implement at least one reconstruction algo-
rithm (Revivelt and PhotoRec) tangle the concerns of validating file formats and
reconstruction algorithms, the different concerns of a file carver as discussed in
Chapter [2| The high amount of variability in file format specifications will lead to
much higher maintenance costs in those tools than in ExcAVATOR/DERRIC.

7.3 Leveraging Model Transformation

0Q3: Can we leverage model transformation to tune the scalability and runtime
performance of our solution?

The model transformations we have implemented lead to the fully automated
generation of several implementations with different runtime performance charac-
teristics. This allows the user to make the trade-off between precision and runtime
performance.

Custom Benchmark Development

Since the largest file carving benchmark available at the time of our evaluation
in Chapter [3| was 331MB, we concluded that it was not possible to evaluate the
scalability of ExcAvATOR/DERRIC.

In order to study scalability, we have constructed a 1TB benchmark. It contains
357GB of image files of the types JPEG, PNG and GIF, downloaded from Wikipedia
using the latest static file listing from 2008. These files were spread out across
the 1TB image along with blocks of zero and random data. Additionally, a small
percentage of the files were fragmented so that they would correspond to the frag-
mentation levels observed in an empirical study of hard drive fragmentation in
practice [Garoy].

Since Wikipedia contains data from a large amount of different sources, the
resulting benchmark is not biased towards some specific version or variant of the
file formats used. We have verified this diversity by investigating the metadata of
the image files, as discussed in Chapter |5} 28.4% of all image files contained an
EXIF Software metadata tag, specifying a total of 4,024 different origins (including
platforms, applications, versions and variants).
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Configurable Performance Trade-Offs

To allow users fine-grained control over the runtime performance characteristics
of ExcavaTOR/DERRIC when investigating large amounts of data, we have imple-
mented three model transformations. These transformations automatically remove
and modify DERrIC descriptions, to make the resulting validation less strict.

We hypothesized that this reduced strictness would lead to increased runtime
performance in exchange for reduced precision. Making this trade-off configurable
allows investigators to iterate between data recovery and information analysis, as
described in Chapter The transformations were implemented in order to be
successively executed: first removing content analysis (NoCA), then removing data
dependency resolving (NoDD) and finally reducing the description to a constant
header and footer definition (Header).

The transformations were intended to create a kind of dial to turn in order to
control the runtime performance of ExcavaTor/DEeRRrIC. However, we observed
that all three levels actually lead to comparable precision and runtime performance
levels. Still, the transformed descriptions lead to considerable increased runtime
performance (realizing a speed up between 40% and 320%) at the cost of only 8%
loss in precision and 5% loss in recall.

As a result, the intended dial ended up as a switch. However, it is fully auto-
matic and leads to two versions of the same tool, that are both useful in practice
and allows users to make decisions about how to perform an investigation without
having to manually perform modifications to the tool first.

Our evaluation only considers the transformations in a fixed order: first running
NoCA, then NoDD and finally Header. Future work may explore the results of
performing these transformations without each other. Additionally, extensions to
DERRIC to allow the expression of content analysis algorithms may lead to potential
transformations that modify parts of the algorithms in such ways to still allow a
dial-like control over the resulting tools.

7.4 Evaluating Maintainability

Q4: Can we determine whether our solution provides the modifiability required
in practice?

Our set of DERrIC descriptions could be modified to support all variants of a
large corpus of image files without requiring modifications to the language itself.
Some complicated and cross-cutting changes were required however, which lead to
the identification of a set of language features to improve DERRIC.
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Realistic Maintenance Scenarios

Discussed in Chapter [5, we discovered that our DERrIC descriptions of JPEG, PNG
and GIF did not cover the entire set of files in our Wikipedia corpus used in Chap-
ter[4} In order to evaluate whether DERRIC would be usable in practical maintenance
scenarios, we isolated all files that did not match our descriptions. This resulted in
a set of 11,663 files, corresponding to 1.0% of the entire corpus.

We hypothesized that if DERRIC is a suitable DSL for this the domain, that we
should be able to correct all errors without significant changes to the DSL imple-
mentation. Furthermore, that the changes would be easily expressible as localized
modifications to the descriptions.

Repairing all descriptions required a total of 37 changes: 11 for JPEG, 8 for GIF
and 18 for PNG. It was successful: all 11,663 files, as well as the rest of the cor-
pus, were recognized correctly after these changes were applied. Additionally, all
required changes were confined to the DERrIC descriptions, so no changes were
made to the implementation of DERRIC itself.

Evidence-Based DSL Evolution

Discussed in Chapter |5} we classified all required changes into three categories
based on their change complexity, distinguishing between low, medium and high
complexity. Low complexity means single, localized edits to the descriptions and
consisted of 13 of the required changes. These changes are ideal, since they cleanly
map a single required change to a single change in the descriptions.

Medium complexity refers to multiple, but dependent edits and consisted of 19
of the required changes. While having to perform multiple changes to express a
single change is not preferred, it can be the result of a conscious design decision in
the DSL, as is the case here. In DERRIC, ordering of data structures is separated from
description of these data structures. The result is that adding a new data structure
to a description requires at least two modifications: one to specify the data structure
and one to add it to the sequence definition.

Finally, five high complexity changes remained. They all required multiple,
cross-cutting changes to be performed on the JPEG description. In order to prevent
these changes from amplifying the complexity of future changes to the descrip-
tions, we propose to add three language features. Adding these features to DERRIC
eliminates the need for the high complexity changes observed.

To reduce duplication in the description’s sequence definition, we propose to
add an abstraction mechanism to factor out common subsequences. In a similar
vein, to prevent duplication in order to express precedence rules, we propose to
also add a precedence operator to the sequence definition. The final proposed
feature is highly domain-specific: padding. In binary file formats, padding is a
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common construct, so it makes sense to add this as a native language feature to
DERRIC.

Advanced Tool Support

Discussed in Chapter [6| we have developed TRINITY, an integrated development
environment (IDE) aimed at debugging DErRrIcC descriptions. Both our analyses of
the domain discussed in Chapters [2|and [3} as well as our experience in performing
maintenance discussed in Chapter [5|stress the importance of inspecting data dumps
when describing file formats.

In regular implementations of file formats, such as in general-purpose program-
ming languages, the relationship between individual locations in a data dump and
the code implementing the related data structure can be difficult to determine.

We have resolved this in TRINITY through the use of origin tracking. Locations
on both the sequence and data structures are propagated through all stages of
compilation and interpretation. Additionally, we also annotate the input stream
with the location information of the code that is interpreting it, in order to create a
mapping between input data, interpreter state and DERRIC source locations.

The result is an IDE that provides a continually synchronized view of all related
inputs: clicking anywhere in the data highlights the associated items in the state
and DERrric source. The synchronization works in the other directions as well:
starting from the state or source code will highlight all associated items in the other
views.

When performing maintenance, a DERRIC user can simply load a file that does
not validate into TRINITY and inspect either the location in the input data or the data
structure in DERRIC that causes an error. Clicking on any of these will automatically
show all related locations, reducing the manual tracking or debugging otherwise
required.

Languages such as C/C++ and Java rely on imperative code to map input values
to data structures. Realizing similar functionality in an IDE for those languages is
not possible due to the undecidable nature of the static analysis required.

In contrast, RascaL provides a simple mechanism for managing and propa-
gating location information, that TRINITY uses extensively. It does require the de-
veloper of the DERRIC compiler and interpreter to maintain the mapping for each
transformation, but this is essential complexity.
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CHAPTER

Conclusions

The output of the research in this thesis is threefold. First, it is an extensive case
study in model-driven software engineering. Second, it is a case study in applying
model-driven software engineering in the domain of automated digital forensics,
through the design and use of DERRIC and associated tools. Finally, it is also a case
study in applying RascaL in the domain of DSL engineering, as RascaL was used
to prototype, implement and evolve many different parts of DERRIC and TRINITY.

In this chapter we discuss the lessons learned from each of these three perspec-
tives and discuss future research directions for continuing work in this area.

8.1 Model-Driven Software Engineering in Practice

We consider the research described in this thesis as an extensive case study in
model-driven software engineering. It adds to the growing body of knowledge of
practical experience with MDSE as discussed in Chapter [1]and contributes results in
some specific areas.

Our results include clear indications of increased maintainability and greater
flexibility, resulting in reduced development times. At the same time, whether
this leads to lower total costs is an open question, since this will depend on how
the maintenance costs associated with maintaining the DErrIC compiler and tools
compare to the higher productivity and maintainability of using them.

Additionally, using DERRIC enables the construction of custom tools and the use
of model transformations to implement automated domain-specific optimizations.
These fall clearly within the area of AVOPT [MHSos5]|, showing the relevance of this
decision pattern in practice.
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8.2 Derric: Applying MDSE in Automated Digital Forensics

Applying MDSE in the domain of automated digital forensics can be considered
a clear success, based on the results presented in this thesis. In Chapter [1| we
discussed how the software engineering challenges in automated digital forensics
revolve around the non-functional requirements of runtime performance, scalability
and modifiability.

We have shown in direct comparison to existing tools on standard benchmarks
that our approach increases the modifiability of the solution, while not losing in
terms of runtime performance. Furthermore, we have shown how DERRIC can be
used to increase scalability and runtime performance through automated domain-
specific optimizations. Additionally, it allows the construction of domain-specific
tools that would be prohibitively complex to develop otherwise.

Finally, its modifiability is not only shown as a result of its clear technical sepa-
ration of concerns. We have also demonstrated its practical use in realistic mainte-
nance scenarios, which resulted in small improvements to the language.

At the same time, the domain of automated digital forensics is large and diverse,
so we have confined our evaluation to the subdomain of file carving. Many more
tools in automated digital forensics use file validators, so we expect that a lot of our
work can quickly be carried over for use in those subdomains.

Furthermore, while many file formats exist that are relevant in forensic investi-
gations, in our evaluations we have only considered the most common image file
formats JPEG, PNG and GIF. Although we have described many other file formats in
DERRIC, they were excluded from our current evaluations for practical reasons.

8.3 RascarL: DSL Engineering in Practice

RascaL is itself a DSL, in the domain of software analysis and transformation, which
includes DSL engineering [KSVoogal. Although it has been successfully used to an-
alyze and transform software [HKSV1ib, HKV13|, the research in this thesis de-
scribes the first large application in DSL engineering.

Based on the experiences with DERRIC, we can draw two conclusions about
the design goals of RascaL [BHKT11]. First, as a meta-programming language it
succeeded in allowing the development of DERrIC, without relying on any external
tools or libraries for any of its tasks.

This included syntax definition, parsing, transformation, code generation and
interpretation. The actual interpreter is implemented in Java both for reasons of
performance and interoperability. The DERRIC compiler consists of 2,346 lines of
RascaL code, which can be considered highly compact given its functionality.

Second, RascAL’s goal to be a relatively simple language that allows its users to
slowly discover and use its more powerful features is clearly visible in the history

114



8.4. Future Directions

of the DERRIC compiler’s code basd} Initial versions of the compiler resemble Java
programs while the final version contains several parts using some of RascaL’s
more powerful features.

While the TRINITY IDE was implemented in Java, a prototype was first developed
and debugged in RAscAL using its visualization library.

8.4 Future Directions

Two directions for future research are the direct result of this thesis. The first as the
continuation of this work, further improving and evaluating DERrIc in different
settings. The second as a result of the achievements in this work, to attempt to
explore new opportunities created by the development of DERRIC.

Derric in Practice

Further evaluating the suitability and applicability of DERRIC can be realized through
the construction of a larger and more diverse corpora of inputs, describing more

file formats in DERRIC, and constructing additional tools in related subdomains.

However, since our research is the result of a practical need instead of an over-

arching research program, our intentions are to evaluate DERrIC further through

deployment and application in the daily practice of automated digital forensics.

This will eventually result in similar evaluations, since practical application will
confront the tools using DErRrIC with a large amount of inputs, require additional
file formats to be described and perfective maintenance to be performed. A ma-
jor advantage however is that these evaluations will be driven strictly by practical
needs, ensuring applicability of the results.

We especially expect input on the general usability of both DERrIC and TRINITY
through the use of them by forensic investigators and other domain experts in prac-
tice. Additionally, we expect results on the validity of our approach for applying
transformations (see Chapter [4).

Exploring Opportunities

Besides improving the engineering of automated digital forensics tools, DERRIC has
the potential to fundamentally improve the capabilities of tools in this domain.
While we have not explored these opportunities in this thesis, there are several
areas that may yield significant results.

The declarative nature of DERRIC descriptions opens the possibility for many
analysis scenarios. For example, instead of generating file validators that are uti-

1 Available from |http://www.cwi.nl/model-driven-engineering-in-digital-forensics.
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lized by reconstruction algorithms, hybrid approaches can be considered where
each file format may result in a custom reconstruction approach.

Furthermore, while manually maintaining a single validator that recognizes
multiple file formats is difficult, having declarative descriptions separately from
their implementation opens up the possibility of using alternate approaches to
achieve similar results. First, a generative approach that merges DERRIC descrip-
tions may have considerable advantages such as lower memory requirements. Sec-
ond, a stream-oriented approach may exploit opportunities for extensive paral-
lelization. To enable the exploration of such enhancements, initial future work
will focus on formalizing the semantics of DERRIC.
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Summary

Digital forensics concerns the acquisition, recovery and analysis of information
stored on digital devices for the purpose of answering legal questions. Exponential
increases in available storage capacity and network bandwidth, as well as grow-
ing device and service adoption by the public, have made manual inspection of
all potentially relevant information infeasible in nearly all cases. A solution to this
problem is automated digital forensics, which is the use of software to perform tasks
in digital forensics automatically, reducing the time required to get results.

Many software engineering techniques exist that allow the construction of high
performance and scalable solutions in the domain of digital forensics. Unfortu-
nately, another major requirement complicates the application of standard tech-
niques: handling the high variability in the shape of how investigated information
is stored. The number of different devices, networks, platforms, and applications is
huge and constantly changing. This leads to a constant stream of required changes
to digital forensics software in order to recover as much information as possible.

Factoring out the commonality so that the constantly changing aspects of a so-
lution can evolve separately from the stable aspects is a supposed strength of model-
driven software engineering (MDSE). This separation of concerns is achieved through
the use of a domain-specific language (DSL), which is a custom notation used to
specify the changing parts of a solution. Changes expressed in this DSL are then au-
tomatically applied through the use of transformation tools such as code generators
and interpreters, which handle fixed requirements such as high performance.

This thesis presents analyses and experiments that were performed in order
to discover the benefits and costs of applying model-driven software engineering,
specifically in the development and maintenance of solutions in the domain of
automated digital forensics. The contributions are the following;:

o A description of the results of domain analyses to establish initial require-
ments, including the domain of automated digital forensics in general, and
data recovery and aspects of binary file formats in particular. Specific areas
of interest are identified for the development of binary file format validators.
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SUMMARY

Design and implementation of a DSL to describe binary file formats, applied
in a forensic data recovery tool called a file carver. Experimental evaluation
shows that the proposed model-driven approach has no negative effects on
the runtime performance and data recovery qualities of the final solution, but
does allow clear separation of concerns and requires fewer lines of code to
maintain.

Application of model transformation to let the user of the file carver trade ac-
curacy of data recovery for runtime performance, without requiring changes
by a software engineer. Experimental evaluation on a custom benchmark
shows that runtime performance gains of up to a factor of three can be
achieved, at the expense of up to 8% in precision and 5% in recall.

Design of an experimental approach to observe the maintenance character-
istics of a DSL, by generating realistic maintenance scenarios from a corpus
of representative inputs. Application of the approach to the proposed DSL
shows that it can accomodate all expected changes, and also identifies three
language features to consider for further improvement.

Design and implementation of an integrated development environment (IDE)
that provides the DSL user with a fully synchronized view of all relevant infor-
mation during development and maintenance. This includes syntax-colored
views of the static file format description, the dynamic data recovery program
state, as well as the input data.

Finally, the research presented in this thesis forms an extensive case study in the
application of MDSE in the domain of automated digital forensics, using the RascaL
metaprogramming language. It provides concrete evidence for the successful ap-
plication of MDSE in the domain of automated digital forensics, and contributes to
knowledge about the application of MDSE in general. The concise and versatile im-
plementations provide a strong case for the usefulness and applicability of RascaL
in DSL engineering.
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Samenvatting

Digitaal forensisch onderzoek is het veiligstellen, reconstrueren en analyseren van
informatie opgeslagen op digitale gegevensdragers, met als doel het beantwoorden
van juridische vragen. Exponentiéle toename in opslagcapaciteit en netwerkband-
breedte, alsmede de groei in het gebruik van digitale apparaten en diensten, hebben
ertoe geleid dat handmatige inspectie van alle potentieel relevante informatie on-
haalbaar is geworden in vrijwel alle situaties. Een oplossing voor dit probleem ligt
in geautomatiseerde digitaal forensische techniek, het gebruik van software voor het au-
tomatisch uitvoeren van grote hoeveelheden van het digitaal forensische onderzoek,
waardoor sneller resultaten kunnen worden bereikt.

Er bestaan diverse softwaretechnieken om oplossingen te implementeren die
voldoen aan de eisen voor snelheid en schaalbaarheid in digitaal forensisch onder-
zoek. Helaas is er nog een belangrijke eis die de toepassing van deze technieken
bemoeilijkt: het omgaan met de hoge variabiliteit van manieren waarop informatie
wordt opgeslagen. De hoeveelheid verschillende apparaten, netwerken, platforms
en toepassingen is zeer groot en continu in beweging. Dit leidt tot een constante
stroom van vereiste aanpassingen aan digitaal forensische software, om ervoor te
zorgen dat er zo veel mogelijk sporen worden gevonden.

Het loskoppelen van de veranderende aspecten van een oplossing, zodat deze
onafhankelijk van de stabiele onderdelen kunnen evolueren, is een veronderstelde
kracht van model-gedreven software ontwikkeling. Deze scheiding van aandachtsge-
bieden wordt gerealiseerd door gebruik van een domein-specifieke taal, een op
maat gemaakte notatie om de frequent wijzigende aspecten van een oplossing te
beschrijven. Veranderingen uitgedrukt in deze taal worden automatisch doorge-
voerd door gebruik van transformatoren zoals code generatoren, die zorg dragen
voor vaste eisen zoals snelheid en schaalbaarheid.

Dit proefschrift presenteert analyses en experimenten die zijn uitgevoerd om de
voordelen en kosten van het toepassen van model-gedreven software ontwikkeling
te ontdekken, specifiek op het gebied van ontwikkeling en onderhoud van geau-
tomatiseerde digitaal forensische techniek. De bijdragen zijn als volgt:
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e Een beschrijving van de resultaten van domeinanalyses om technische eisen
vast te stellen, op het gebied van geautomatiseerde digitaal forensische tech-
niek, datareconstructie en aspecten van binaire bestandsformaten.

e Ontwerp en implementatie van een domein-specifieke taal om binaire be-
standsformaten te beschrijven, inclusief toepassing ervan in een forensische
datareconstructie-applicatie (een zogenaamde file carver). Experimentele eval-
uatie laat zien dat de voorgestelde model-gedreven aanpak geen negatieve
gevolgen heeft voor de resultaten op het gebied van snelheid en datarecon-
structie, maar dat het wel leidt tot een duidelijke scheiding van aandachtsge-
bieden en minder regels code om te onderhouden.

o Toepassing van modeltransformatie om de gebruiker de mogelijkheid te geven
om precisie van datareconstructie te ruilen voor snelheid, zonder dat een
software ontwikkelaar nodig is. Experimentele evaluatie op een op maat
gemaakte benchmark laat zien dat de snelheid met een factor drie kan toene-
men, in ruil voor een verlaging van de precisie met 8% en recall met 5%.

e Ontwerp van een experimentele aanpak om de onderhoudseigenschappen
van een domein-specifieke taal te observeren, door realistische onderhouds-
scenario’s te genereren uit een corpus van representatieve invoeren. Toepas-
sing van deze aanpak op de ontwikkelde domein-specifieke taal laat zien dat
deze in staat is om al het te verwachten onderhoud te verwerken en welke
functies meerwaarde kunnen hebben als toevoeging aan de taal.

e Ontwerp en ontwikkeling van een geintegreerde ontwikkelomgeving die de
gebruiker van de domein-specifieke taal een volledig gesynchroniseerd beeld
geeft van alle relevante informatie tijdens het ontwikkelen en onderhouden
van forensische software. Dit gesynchroniseerde beeld omvat de statische
bestandsformaatbeschrijving, de dynamische staat van het datareconstruc-
tieprogramma en de invoerdata.

Tenslotte, het onderzoek in dit proefschrift vormt een uitgebreide case study
in de toepassing van model-gedreven software ontwikkeling in het domein van
geautomatiseerde digitaal forensische techniek, op basis van de RascaL metapro-
grammeertaal. Het beschrijft concreet bewijs voor de succesvolle toepassing van
model-gedreven software ontwikkeling in geautomatiseerde digitaal forensische
techniek en draagt bij aan kennis over toepassing van model-gedreven software
ontwikkeling in het algemeen. De compacte en flexibele implementaties laten zien
dat RascaL uitermate geschikt is voor de toepassing van model-gedreven software
ontwikkeling.
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