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GAUDIN MODELS FOR gl(m|n)

EVGENY MUKHIN, BENOÎT VICEDO, AND CHARLES YOUNG

Abstract. We establish the basics of the Bethe ansatz for the Gaudin model associated to the Lie

superalgebra gl(m|n). In particular, we prove the completeness of the Bethe ansatz in the case of

tensor products of fundamental representations.
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1. Introduction

The Gaudin model [Gau76, Gau83] is a famous quantum integrable model extensively studied in

the last quarter of a century by many mathematicians using various methods. In recent years, the

theory of the Bethe ansatz in relation to the Gaudin model has enjoyed a new wave of popularity

within the mathematical community; see for example [Fre04], [Fre05], [Ryb08], [Ta04], [FFRb10],

[FFT-L10], [MV04], [MTV09].

In particular, several important results have been obtained in type A. These include the proof of

the Shapiro-Shapiro conjecture related to Grassmannians, the proof of the simplicity of the spec-

trum of the model, and the Langlands-type identification of Bethe vectors and Fuchsian differential

operators without monodromy; see [MTV09]. However, attempts to obtain similar results in other

Lie types or in XXX models have not been fully successful so far.

In this paper we start the study of another model, namely the generalization of the Gaudin

model of type A to the case of Lie superalgebras gl(m|n). In some respects this model seems very

similar to the even case of gl(n), while in others it is very different.

Supersymmetric versions of the models of mathematical physics have been intensively studied in

the literature. It is quite surprising that the Gaudin model associated to gl(m|n) has been largely

omitted from these studies so far. Therefore, we are forced to start at the very beginning.

In this paper we define the weight function (or the wave function), which is similar to the even

case of [SV91]. We introduce the Bethe ansatz equations (BAE) and show that when the parameters

of the weight function satisfy the BAE, then its value is a singular vector which is an eigenvector
1

http://arxiv.org/abs/1404.3526v1
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of the quadratic Hamiltonians with an explicit eigenvalue. In the even case such a result is nor-

mally proved either from the corresponding result in the XXX model (where the algebraic Bethe

ansatz method is used [MTV06]), by methods of conformal field theory [FFR94], or by studying of

asymptotics of hypergeometric solutions of the Knizhnik-Zamolodchikov equation [RV95]. In the

existing literature, the algebraic Bethe ansatz method has been studied for supersymmetric XXX-

type models [BR08]. Also, a description of the Feigin-Frenkel centre of the vacuum Verma module

at critical level is available in type gl(m|n) [MR09]. Here, however, we prefer a direct approach.

Indeed, we find that the computation is fairly explicit and direct for the case of tensor products of

vector representations, once one uses induction on the number of auxiliary variables (in contrast to

[BF94] where induction on the rank of the algebra was suggested). See Theorem 4.4. The general

case is then obtained by analytic arguments in Theorem 5.9.

We then proceed to study the case of tensor products of vector representations. We solve the

case of two points and proceed to use functorial properties of the construction to show that the

eigenvectors given by the Bethe ansatz form a basis in the space of singular vectors for generic

values of the parameters. See Theorem 5.2. Our methods are similar to those of [MV05], [MV00].

In sharp contrast to the even case, the BAE depend on the choice of root system in gl(m|n).

Therefore, one has an interplay between solutions of seemingly different sets of equations. This

interplay can be expected to play an important role in the description of the supersymmetric

populations of Bethe ansatz solutions – cf. [MV04] for the even case – and we intend to clarify this

point in further publications.

The paper is constructed as follows. In Section 2 we give basic definitions and conventions. In

Section 3 we define the supersymmetric Gaudin model and establish some basic properties. In

Section 4 we describe the Bethe ansatz method and solve the 2 point case. In Section 5 we use the

results of the previous section to establish the completeness of the Bethe ansatz method for tensor

products of vector representations. In Section 6 we discuss explicitly the simplest case of gl(1|1)

and then give examples in the case of gl(2|1).

Acknowledgments. EM would like to thank the University of Hertfordshire for hospitality during

his visit, during which the majority of this work was accomplished.

2. Background

In this section we recall some standard facts concerning the Lie superalgebra gl(m|n) and its

representation theory. For more details the reader is referred to, for example, [CW12] and [FSS00].

2.1. Conventions on superspaces and superalgebras. We work over C. A vector superspace

V = V0̄ ⊕ V1̄ is a vector space with a Z2-gradation. Elements of V0̄ are called even; elements of

V1̄ are called odd. We write |v| ∈ {0, 1} for the parity of a homogeneous element v ∈ V . The

direct sum V ⊕W and the tensor product V ⊗W of two vector superspaces V and W are vector

superspaces with (V ⊕W )0̄ := V0̄ ⊕W0̄, (V ⊕W )1̄ := V1̄ ⊕W1̄, (V ⊗W )0̄ := V0̄ ⊗W0̄ ⊕ V1̄ ⊗W1̄

and (V ⊗W )1̄ := V0̄ ⊗W1̄ ⊕ V1̄ ⊗W0̄.
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Linear maps between superspaces that preserve parity are called even; those that flip parity

are called odd. Then, for any finite-dimensional superspaces V and W , the set of all linear maps

Hom(V,W ) is a superspace.

We use the usual super convention: if a : V1 → V2 and b : W1 →W2 are odd or even linear maps

between vector superspaces, then we define the map (a⊗ b) : V1 ⊗W1 → V2 ⊗W2 by

(a⊗ b)(v ⊗ w) = (av ⊗ bw)(−1)|b||v|, (2.1)

with v ∈ V1 and w ∈W1. Here and throughout, when we write for example |v| we always implicitly

assume v is homogeneous and extend the formula in question by linearity.

An (associative) superalgebra A is a vector superspace equipped with an even associative product,

that is AīAj̄ ⊂ Ai+j. The tensor product of superalgebras A and B is the superspace A⊗B with

the product

(a1 ⊗ b1)(a2 ⊗ b2) = (−1)|b1||a2|a1a2 ⊗ b1b2.

An even (respectively odd) homomorphism of superalgebras is an algebra homomorphism which

is an even (respectively odd) linear map. For any superspace V , the space of linear endomor-

phisms gl(V ) is a superalgebra. A module over (or equivalently a representation of) an associative

superalgebra A is a superspace V with an even homomorphism of superalgebras A→ gl(V ).

A Lie superalgebra a is a superspace equipped with a supercommutator, namely a bilinear product

[·, ·] : a× a → a that is super skew-symmetric and obeys the super Jacobi identity:

[X,Y ] = −(−1)|X||Y |[Y,X] and [X, [Y,Z]] = [[X,Y ], Z] + (−1)|X||Y |[Y, [X,Z]]

for X,Y,Z ∈ a. The universal enveloping algebra U(a) is the unital superalgebra obtained by

taking the quotient of the tensor algebra T (a) by the two-sided ideal generated by

X ⊗ Y − (−1)|X||Y |Y ⊗X − [X,Y ] , X, Y ∈ a.

The coproduct ∆ : U(a) → U(a)⊗ U(a) is defined to be the even homomorphism of superalgebras

such that ∆X = X ⊗ 1 + 1⊗X, X ∈ a.

2.2. Definitions of C
m|n and gl(m|n). Let C

m|n denote the complex vector superspace with

dim(C
m|n
0̄

) = m and dim(C
m|n
1̄

) = n. We choose a basis ea, 1 ≤ a ≤ m + n, consisting of

homogeneous vectors, m of which are even and n of which are odd. For brevity we shall write their

parities as |ea| = |a|. There is a distinguished choice of the basis vectors, such that

|a| =







0 1 ≤ a ≤ m,

1 m+ 1 ≤ a ≤ m+ n.
(2.2)

However, it is convenient to leave unspecified, for now, which basis vectors are even and which are

odd, with the following exception:

we shall always assume that e1 is even, i.e. |1| = 0. (2.3)

The space End(Cm|n) is a Lie superalgebra with the product [X,Y ] := XY −(−1)|X||Y |Y X. This

Lie superalgebra can be described as a Lie superalgebra generated by elements Eab, 1 ≤ a, b ≤ m+n,
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with parity

|Eab| := |a|+ |b|,

and the supercommutator given by:

[Eab, Ecd] = δbcEad − (−1)(|a|+|b|)(|c|+|d|)δadEcb. (2.4)

The element Eab corresponds to the linear operator eab ∈ End(Cm|n) such that

eabec = δbcea.

We call this Lie superalgebra gl(m|n) and the space C
m|n its defining representation.

Note that the Lie superalgebras gl(m|n) and gl(n|m) are isomorphic, as flipping the parity of all

the ea does not change the commutator. Also, the Dynkin diagram – see below – is invariant under

flipping the parity of all the ea as well. In particular, the convention (2.3) does not lead to a loss

of generality.

The supertrace is the linear map sTr : End(Cm|n) → C defined by

sTr(eab) = δab(−1)|a|.

There is a non-degenerate bilinear form on gl(m|n) defined by taking the supertrace in the defining

representation:

(Eab, Ecd) := sTr eabecd = δbcδad(−1)|a|.

This form is invariant and graded-symmetric. That is 0 = ([Z,X], Y ]) + (−1)|Z||X|(X, [Z, Y ]) and

(X,Y ) = (−1)|X||Y |(Y,X) for X,Y,Z ∈ gl(m|n).

2.3. Weights and root systems. We use the standard Cartan decomposition, gl(m|n) = n− ⊕

h⊕ n+, in which the Cartan subalgebra h ⊂ gl(m|n) is generated by Eaa, 1 ≤ a ≤ m+ n, and the

raising (resp. lowering) operators are Eab ∈ n+ (resp. Eba ∈ n−), 1 ≤ a < b ≤ m+ n.

Let ǫa, 1 ≤ a ≤ m+n, be the basis of weight space, h∗, dual to Eaa. The restriction of the inner

product (·, ·) to h is symmetric, since Eaa is even for all a. We identify h and h∗ by means of this

inner product. From ǫa := (−1)|a|(Eaa, ·), we obtain ǫa ≡ (−1)|a|Eaa. Note that

(ǫa, ǫb) = (−1)|a|δab.

The roots of gl(m|n) are ǫa− ǫb ∈ h∗, 1 ≤ a 6= b ≤ m+n. We choose as our set of simple positive

roots αa := ǫa − ǫa+1, 1 ≤ a ≤ m+ n− 1. The corresponding simple root vectors are

Ea := Ea,a+1, Fa := Ea+1,a,

and the simple coroots are

α∨
a = Ha := [Ea, Fa] = Eaa − (−1)|a|+|a+1|Ea+1,a+1,

with 1 ≤ a < m+ n. These (Ea, Fa,Ha) are the Chevalley generators of the subalgebra sl(m|n) ⊂

gl(m|n).

The Cartan matrix (aab)1≤a,b<m+n is defined by [Ha, Eb] = abaEb; thus aba = αb(α
∨
a ) = (α∨

a , αb).

The Cartan matrix depends crucially on the choice of which elements of the basis ea ∈ C
m|n are
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even and which odd. The non-zero entries are those of the on-diagonal 2× 2 submatrices,
(

abb ab,b+1

ab+1,b ab+1,b+1

)

, 1 ≤ b < m+ n− 2,

and are given by the following four cases:

|Eb+1| = 0 |Eb+1| = 1

|Eb| = 0

(

2 −1

−1 2

) (

2 −1

−1 0

)

|Eb| = 1

(

0 −1

1 2

) (

0 −1

1 0

)

.

The symmetrized Cartan matrix is the symmetric matrix with entries (αa, αb)1≤a,b<m+n. It has

the following 2× 2 block submatrices:

|b| = 0 |b| = 1

|b+ 1| = 0

|b+ 1| = 1

︷ ︸︸ ︷

|b+ 2| = 0 |b+ 2| = 1
(

2 −1

−1 2

) (

2 −1

−1 0

)

(

0 1

1 0

) (

0 1

1 −2

)

︷ ︸︸ ︷

|b+ 2| = 0 |b+ 2| = 1
(

0 −1

−1 2

) (

0 −1

−1 0

)

(

−2 1

1 0

) (

−2 1

1 −2

)

.

The Dynkin diagram is drawn with a for each simple root of square length ±2 and a for

each simple root of square length 0. The Dynkin diagram, the Cartan matrix, and the parities

of the basis vectors ea with property (2.3), all encode the same information. In particular, the

distinguished choice of Dynkin diagram is the choice that corresponds to the distinguished choice

of parities (2.2).

Example 2.1. For the Lie algebra gl(4|3) three of the possible Dynkin diagrams are

, , .

(The first of these is the distinguished diagram.) The corresponding Cartan matrices are, respec-

tively:












2 −1 0

−1 2 −1

−1 2 −1

−1 0 −1

1 2 −1

0 −1 2













,













2 −1 0

−1 0 −1

1 2 −1

−1 2 −1

−1 0 −1

0 1 2













,













0 −1 0

1 0 −1

1 0 −1

1 0 −1

1 0 −1

0 1 0













.

The Weyl group W of gl(m|n) is by definition the Weyl group Sm × Sn of the even subalgebra

gl(m)⊕ gl(n). It is realized as the group of all permutations σ of the basis vectors ea that preserve

parity, |σ(a)| = |a|. Thus, as is well known, not every pair of Borel subalgebras of gl(m|n) are

Weyl-conjugate, in contrast to usual situation for gl(m).
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2.4. Finite-dimensional irreducible modules. Given λ ∈ h∗, let L(λ) denote the irreducible

gl(m|n)-module with highest weight λ. That is, L(λ) is the irreducible quotient of the Verma

module Ind
gl(m|n)
h⊕n+

Cvλ containing vλ, where vλ 6= 0 is such that hvλ = λ(h)vλ for all h ∈ h and

xvλ = 0 for all x ∈ n+. (We assume vλ is homogeneous with respect to the Z2-gradation, but we

leave its parity unspecified.)

For the distinguished choice of Dynkin diagram (only), given by (2.2), we have the following.

The finite-dimensional irreducible representations of gl(m|n) are, up to isomorphism, precisely those

L(λ) for which λ =
∑m

i=1 λiǫi+
∑n

j=1 µjǫm+j is such that λi− λi+1 ∈ Z≥0 and µj −µj+1 ∈ Z≥0 for

all 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ n− 1.

2.5. Polynomial modules. The category of finite-dimensional modules of gl(m|n) is not in general

semisimple, but the smaller category of finite-dimensional polynomial modules is. By definition, a

gl(m|n)-module V is polynomial if h acts semisimply on V and (λ, ǫi) ∈ Z≥0 for every weight λ of

V . The irreducible polynomial modules are precisely those irreducibles that occur as submodules

of tensor powers of the defining representation C
m|n.

2.6. Hook diagrams. Irreducible polynomial modules are in 1-1 correspondence with hook par-

titions. A hook partition for gl(m|n) is a partition µ = (µ1, µ2, . . . ), µ1 ≥ µ2 ≥ . . . , such that

µm+1 ≤ n. Hook partitions correspond to hook diagrams: that is, to Young diagrams with no box

in position (m + 1, n + 1). We denote by V (µ) the irreducible polynomial module associated to a

hook partition µ. The highest weight of V (µ) depends on the choice of parities |a|, 1 ≤ a ≤ m+n,

i.e. on the choice of Dynkin diagram, as follows:

V (µ) ∼= L(λ) with λ =
∑

a:|a|=0

ǫa

(

µa −
∑

b<a

|b|

)

+
∑

a:|a|=1

ǫa

(

µ′a −
∑

b<a

(1− |b|)

)

, (2.5)

where µ′ is the conjugate partition. This expression has a natural pictorial interpretation, as the

following example illustrates.

Example 2.2. Consider gl(4|3) and the hook partition µ = (7, 6, 4, 4, 3, 3, 1, 1, 1). Then with

respect to each of the three Dynkin diagrams given in Example 2.1 in turn, the components in the

basis ǫa of the highest weight of the polynomial module V (µ) are:

(7, 6, 4, 4, 5, 2, 2), (7, 6, 7, 4, 4, 1, 1), (7, 8, 5, 4, 2, 3, 1).

These can be read off from the hook diagram as follows:

, , .

2.7. Pieri rule. The defining representation C
m|n is the polynomial module corresponding to a

diagram with a single box. Just as in usual case of gl(m), one has the following Pieri rule for the
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decomposition into irreducibles of the tensor product of Cm|n with any polynomial module:

V (µ)⊗ C
m|n =

⊕

ρ

V (ρ) (2.6)

where the direct sum is over all those hook partitions ρ whose hook diagrams can be obtained by

adding one box to the hook diagram of µ.

We shall need the following.

Lemma 2.3. Let µ be a hook partition and λ =
∑m+n

a=1 ǫaλa ∈ h∗ the corresponding weight, i.e.

L(λ) ∼= V (µ), cf. (2.5). Then

λr − (−1)|a+1|+|r|λa+1 + (−1)|r|
a∑

b=r+1

(−1)|b| ≥ 0 (2.7)

for all r and a with 1 ≤ r ≤ a < m+ n.

Moreover, for each a, 1 ≤ a < m+ n, the weight λ+ ǫa+1 corresponds to a hook partition if and

only if the inequality (2.7) is strict for every r with 1 ≤ r ≤ a.

Proof. Consider those pairs (r, a+1), 1 ≤ r ≤ a < m+ n, such that |r| = |a+ 1| = 0. If |b| = 1 for

all b with r + 1 ≤ b ≤ a then the relevant part of the diagram of µ resembles

λr

λa+1

λr+1 ... λa

and one sees that necessarily λr − λa+1 −
∑a

b=r+1 1 ≥ 0. To treat the general case with |r| =

|a+ 1| = 0, one adds together such inequalities, and finds by an induction that

λr − λa+1 +

a∑

b=r+1

(−1)|b| ≥ 0. (2.8)

(Actually, one finds the stronger result that the left-hand side is greater than or equal to the number

of distinct b, r + 1 ≤ b ≤ a, for which |b| = 0. But we do not need this.)

Similarly, one finds that

−λr + λa+1 +
a∑

b=r+1

(−1)|b| ≤ 0 (2.9)

for all pairs (r, a + 1), 1 ≤ r ≤ a < m+ n, such that |r| = |a+ 1| = 1.
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Next, consider pairs (r, a + 1), 1 ≤ r ≤ a < m+ n, such that |r| = 0 and |a+ 1| = 1. If |b| = 1

for all r + 1 ≤ b ≤ a then the relevant part of the diagram resembles

λr

λa+1

λr+1 ... λa

and one sees that λr−
∑a

b=r+1 1 ≥ 0, with equality possible only if λa+1 = 0. By adding inequalities

of the type (2.8) one can then treat the general case with |r| = 0, |a+ 1| = 1. One finds that

λr +
∑a

b=r+1(−1)|b| ≥ 0 with equality possible only if λa+1 = 0. An equivalent statement is that

λr + λa+1 +
a∑

b=r+1

(−1)|b| ≥ 0,

with equality possible only if λa+1 = 0.

Finally, for all pairs (r, a + 1), r ≤ a, such that |r| = 1, |a+ 1| = 0 we find similarly that

−λr − λa+1 +
∑a

b=r+1(−1)|b| ≤ 0 with equality possible only if λa+1 = 0.

The “moreover” part follows. �

2.8. Quadratic Casimir. The Casimir element C :=
∑m+n

a,b=1EabEba(−1)|b| ∈ U(gl(m|n)) is cen-

tral. Its value on the irreducible highest weight representation L(λ) is

Cλ :=
m+n∑

a=1

(

λ2a(−1)|a| + λa

(
∑

b>a

(−1)|a| −
∑

b<a

(−1)|b|

))

.

This can be computed by evaluating C on the highest weight vector vλ. Furthermore, by direct

calculation, we have the following.

Lemma 2.4. Let λ =
∑m+n

a=1 λaǫa. For all r, a such that 1 ≤ r ≤ a ≤ m+ n− 1 we have

−
1

2

(
Cλ+ǫa+1 − Cλ+ǫr

)
= (−1)|r|λr − (−1)|a+1|λa+1 +

a∑

b=r

(−1)|b|.

�

2.9. Shapovalov form. The linear map ϕ : gl(m|n) → gl(m|n) defined by

ϕ : Eab 7→ Eba (2.10)

is an anti-involution (i.e. ϕ2 = id and ϕ([X,Y ]) = [ϕ(Y ), ϕ(X)]) with the property that ϕ(h) = h

and ϕ(n±) = n∓. On every irreducible module L(λ), one can define a symmetric non-degenerate

bilinear form, 〈·, ·〉, the Shapovalov form. Let vλ be a highest weight vector. Then 〈·, ·〉 is uniquely

defined by

〈vλ, vλ〉 = 1,

and

〈Eabv,w〉 = 〈v, ϕ(Eab)w〉 = 〈v,Ebaw〉 . (2.11)
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(See [Gor04].) The Shapovalov form is even i.e. 〈v,w〉 = 0 whenever v,w are homogeneous elements

of different parities. Moreover 〈v,w〉 = 0 if v and w are weight vectors of distinct weights.

The form extends to a non-degenerate form, the tensor Shapovalov form, on tensor products of

such irreducibles, according to

〈v1 ⊗ · · · ⊗ vN , w1 ⊗ · · · ⊗ wN 〉 = 〈v1, w1〉 . . . 〈vN , wN 〉 .

(Note the lack of signs in our conventions here.)

The tensor Shapovalov form obeys (2.11). Let V (µ) be an irreducible polynomial module. If

V (µ) is a submodule of (Cm|n)⊗N then the tensor Shapovalov form restricted to V (µ) coincides

with the Shapovalov form up to an overall non-zero multiplicative constant.

The basis ea of the defining representation C
m|n is orthonormal with respect to the Shapo-

valov form. It follows that the sesquilinear form corresponding to the Shapovalov form is positive

definite on C
m|n. Hence the sesquilinear form corresponding to the tensor Shapovalov form is pos-

itive definite on tensor products of Cm|n and submodules thereof. Therefore the sesquilinear form

corresponding to the Shapovalov form is Hermitian on all irreducible polynomial representations.

3. Gaudin Hamiltonians

Let λ = (λ(i))Ni=1 be an N -tuple, N > 1, of elements λ(i) ∈ h∗ such that the irreducible gl(m|n)-

modules L(λ(i)) are all finite-dimensional. Let z = (zi)
N
i=1 be an N -tuple of pairwise distinct

points in C. Given this data, the (quadratic) Gaudin hamiltonians are the linear maps Hi ∈

End (L(λ1)⊗ . . . L(λN )) given by

Hi :=
N∑

j=1
j 6=i

∑

a,bE
(i)
ab E

(j)
ba (−1)|b|

zi − zj
, 1 ≤ i ≤ N, (3.1)

where E
(k)
ab = 1⊗ · · · ⊗ 1

︸ ︷︷ ︸

k−1

⊗ Eab ⊗ 1⊗ · · · ⊗ 1
︸ ︷︷ ︸

N−k

for 1 ≤ k ≤ N .

The following is a standard extension of the usual gl(m) result. We sketch the proof for the

reader’s convenience.

Proposition 3.1. The Gaudin Hamiltonians Hi:

(1) are mutually commuting: [Hi,Hj] = 0 for all i, j;

(2) commute with the action of gl(m|n): [Hi,X] = 0 for all i and all X ∈ gl(m|n);

(3) are symmetric operators with respect to the tensor Shapovalov form: 〈Hiv,w〉 = 〈v,Hiw〉.

(4) sum to zero:
∑N

i=1Hi = 0.

Proof. Part (1) is verified by direct calculation, making use of the identity

1

zi − zj

1

zj − zk
+

1

zj − zk

1

zk − zi
+

1

zk − zi

1

zi − zj
= 0.

For part (2), we recall the quadratic Casimir C from §2.8, and observe that
∑

a,b

Eab ⊗ Eba(−1)|b| = ∆C − C ⊗ 1− 1⊗ C. (3.2)
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For part (3), one has
〈(

Eab ⊗ Eba(−1)|b|
)

(v1 ⊗ v2), w1 ⊗ w2

〉

=
〈

Eabv1 ⊗ Ebav2(−1)|b|+|v1|(|a|+|b|), w1 ⊗ w2

〉

= 〈Eabv1, w1〉 〈Ebav2, w2〉 (−1)|b|+|v1|(|a|+|b|)

= 〈v1, Ebaw1〉 〈v2, Eabw2〉 (−1)|b|+|v1|(|a|+|b|)

= 〈v1 ⊗ v2, (Eba ⊗ Eab)(w1 ⊗ w2)〉 (−1)|b|+(|v1|+|w1|)(|a|+|b|)

=
〈

v1 ⊗ v2,
(

Eba ⊗ Eab(−1)|a|
)

(w1 ⊗ w2)
〉

(−1)(1+|v1|+|w1|)(|a|+|b|).

Since the Shapovalov form is even, here 〈v1, Ebaw1〉 can be nonzero only if Eab is even or the parities

of v1 and w1 are distinct: that is, only if (−1)(1+|v1|+|w1|)(|a|+|b|) = 1. Therefore it follows from the

above that
〈(
Eab ⊗ Eba(−1)|b|

)
(v1 ⊗ v2), w1 ⊗ w2

〉
=
〈
v1 ⊗ v2,

(
Eba ⊗ Eab(−1)|a|

)
(w1 ⊗ w2)

〉
, and

hence the result.

Part (4) follows from the fact that
∑

a,bE
(i)
ab E

(j)
ba (−1)|b| is symmetric in its tensor factors, i.e.

∑

a,b

E
(i)
ab E

(j)
ba (−1)|b| =

∑

a,b

E
(j)
ba E

(i)
ab (−1)|b|(−1)(|a|+|b|)2 =

∑

a,b

E
(j)
ba E

(i)
ab (−1)|a| =

∑

a,b

E
(j)
ab E

(i)
ba (−1)|b|.

�

In particular, notice that if all zi are real numbers and all modules L(λ(i)) are polynomial then the

Gaudin Hamiltonians are Hermitian operators with respect to the Hermitian form corresponding

to the Shapovalov form. In particular, the Gaudin Hamiltonians are diagonalizable in this case.

4. Bethe ansatz

4.1. Bethe equations. As in the previous section, we fix a collection λ = (λ(i))Ni=1 of weights

λ(i) ∈ h∗ together with a collection z = (zi)
N
i=1 of pairwise distinct points zi ∈ C. Let now

l = (li)
n+m−1
i=1 be a collection of n+m− 1 non-negative integers. Set

λ :=

N∑

s=1

λ(s), l :=

m+n−1∑

p=1

lp, α(l) :=

m+n−1∑

p=1

lpαp, λ∞ := λ− α(l).

Let c be any function from {1, . . . , l} to {1, . . . , n+m− 1} such that the set c−1(i) has li elements,

for all 1 ≤ i ≤ n+m− 1. For example, one can make the choice
(
c(1), c(2), . . . , c(l)

)
=
(
1, . . . , 1
︸ ︷︷ ︸

l1

, 2, . . . , 2
︸ ︷︷ ︸

l2

, . . . , n+m− 1, . . . , n+m− 1
︸ ︷︷ ︸

ln+m−1

)
. (4.1)

The Bethe equations are the following system of algebraic equations on a collection t = (ti)
l
i=1

of variables ti ∈ C:

−

N∑

s=1

(
αc(i), λ

(s)
)

ti − zs
+

l∑

j=1
j 6=i

(
αc(i), αc(j)

)

ti − tj
= 0, i = 1, . . . , l. (4.2)

We say c(i) ∈ {1, . . . , n+m− 1} is the colour of the Bethe variable ti.
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4.2. Weight function. For each i, fix a highest weight vector vλ(i) in the highest weight irreducible

gl(m|n)-module L(λ(i)). Consider the tensor product L(λ) = L(λ(1))⊗ . . .⊗L(λ(N)). Given µ ∈ h∗

we denote by L(λ)µ the weight space of weight µ. The weight function is a vector w(z, t) in L(λ)λ∞

depending on parameters z = (z1, . . . , zN ) and variables t = (t1, . . . , tl) constructed as follows.

Let an ordered partition of {1, . . . , l} into N parts be a composition p1 + p2 + · · · + pN = l,

(p1, . . . , pN ) ∈ Z
N
≥0, of l into N parts, together with a tuple n = (n11, . . . , n

1
p1
; . . . ;nN1 , . . . , n

N
pN

)

which is a permutation of (1, 2, . . . , l). Let Pl,N be the set of all such ordered partitions. We call

p = (p1, . . . , pN ) the shape of the ordered partition, and will often leave it implicit.

To every ordered partition n ∈ Pl,N , associate a vector Fnv in L(λ)λ∞ and a rational function

ωn of z and t defined as

Fnv := Fc(n1
1)
. . . Fc(n1

p1
)vλ(1) ⊗ . . . ⊗ Fc(nN

1 ) . . . Fc(nN
pN

)vλ(N) ,

ωn(z, t) := ωn1
1,...,n

1
p1
(z1, t) . . . ωnN

1 ,...,n
N
pN

(zN , t)

where for any {n1, . . . , nj} ⊂ {1, . . . , l}, all distinct, we write

ωn1,...,nj
(zs, t) :=

1

(tn1 − tn2) . . . (tnj−1 − tnj
)(tnj

− zs)
.

Furthermore, there is also a sign associated to each n ∈ Pl,N , denoted (−1)|n|, defined as follows.

Referring to a transposition (ij) ∈ Sl as being odd if and only if |Fc(i)| = |Fc(j)| = 1, then |n| counts

modulo 2 the total number of odd transpositions in the permutation σ which sends (1, . . . , l) to

(n11, . . . , n
1
p1
, . . . , nN1 , . . . , n

N
pN

). In terms of σ, this sign may be expressed as

(−1)|n| :=
l∏

i=1

∏

j>i
σ(j)<σ(i)

(−1)|Fc(i)||Fc(j)|.

In terms of these notations, the weight function is defined as

w(z, t) :=
∑

n∈Pl,N

mn, mn := (−1)|n|ωn(z, t)Fnv. (4.3)

If a permutation n1 ∈ Sl permutes variables of the same parity, then we have (−1)|n1n2| =

(−1)|n1|(−1)|n2|. It follows that the weight function is symmetric (resp. skew-symmetric) under

the interchange of any pair of variables ti, tj such that c(i) = c(j) with
∣
∣Fc(i)

∣
∣ = 0 (resp.

∣
∣Fc(i)

∣
∣ = 1).

Example 4.1. Consider gl(2|1) with the choice of Dynkin diagram , i.e. both F1 = E21 and

F2 = E32 are odd. If, for example, l = (1, 1) then

w(z, t) =
F1F2vλ(1) ⊗ vλ(2)

(t1 − t2)(t2 − z1)
−
F2F1vλ(1) ⊗ vλ(2)

(t2 − t1)(t1 − z1)
+
F1vλ(1) ⊗ F2vλ(2)

(t1 − z1)(t2 − z2)

−
F2vλ(1) ⊗ F1vλ(2)

(t2 − z1)(t1 − z2)
+
vλ(1) ⊗ F1F2vλ(2)

(t1 − t2)(t2 − z2)
−
vλ(1) ⊗ F2F1vλ(2)

(t2 − t1)(t1 − z2)
,
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while if l = (0, 2) we find (note that F 2
2 = 0 identically)

w(z, t) =
F2vλ(1) ⊗ F2vλ(2)

(t1 − z1)(t2 − z2)
−
F2vλ(1) ⊗ F2vλ(2)

(t2 − z1)(t1 − z2)

= −
(t1 − t2)(z1 − z2)

(t1 − z1)(t1 − z2)(t2 − z1)(t2 − z2)
F2vλ(1) ⊗ F2vλ(2) .

Each term in the sum (4.3) may be conveniently visualized diagrammatically as follows. We

mark the set of all points zi ∈ C and tj ∈ C on which the weight function depends using crosses

and dots respectively. There is then a 1-1 correspondence between each term in the sum (4.3) and

every possible graph consisting of N chains each emanating from one of the zi’s and such that each

tj belongs to one chain exactly.

Example 4.2. Consider the case N = 3 and l = 7. We sketch the location of each point (zi)
3
i=1

using crosses and those of the points (tj)
7
j=1 using dots.

z1

t1

t4

t7

z2

t2

t5

z3

t3

t6

Let us suppose for concreteness that the odd lowering operators correspond to the Bethe roots t1,

t5 and t6. That is, |Fc(i)| = 1 if i = 1, 5, 6 and |Fc(i)| = 0 otherwise. Each way of joining all the tj’s

along chains to one of the zi’s then corresponds uniquely to a term in the sum (4.3). Two possible

such terms and their corresponding graphs are

z1

t1

t4

t7

z2

t2

t5

z3

t3

t6

Fc(7)Fc(4)Fc(1)vλ(1) ⊗ Fc(5)Fc(2)vλ(2) ⊗ Fc(6)Fc(3)vλ(3)

(t7 − t4)(t4 − t1)(t1 − z1)(t5 − t2)(t2 − z2)(t6 − t3)(t3 − z3)

z1

t1

t7

t4

z2

t2

t5

z3

t3

t6

−
Fc(7)Fc(4)Fc(5)Fc(1)vλ(1) ⊗ Fc(6)Fc(2)vλ(2) ⊗ Fc(3)vλ(3)

(t7 − t4)(t4 − t5)(t5 − t1)(t1 − z1)(t6 − t2)(t2 − z2)(t3 − z3)

The sign in the first term is positive because the lowering operators Fc(1), Fc(5) and Fc(6) appearing

in the numerator are ordered in the same way as they appear in the sequence of roots (t1, . . . , t5, t6).
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By contrast, the second term depicted above has a minus sign because the order of the operators

Fc(1) and Fc(5) is flipped.

Theorem 4.3. The vector w(z, t) belongs to L(λ)singλ∞ if the Bethe equations (4.2) hold.

Proof. Given a ∈ {1, . . . , n+m− 1} we want to show that Eaw(z, t) = 0. The strategy of proof is

as follows. We first express Eaw(z, t) in the form

Eaw(z, t) =
l∑

i=1
c(i)=a

∑

n∈P i
l,N

κn,i(z, t)(−1)|n|ωn(z, t)Fnv (4.4)

for certain1 coefficients κn,i(z, t), where P
i
l,N denotes the set of all ordered partitions of {1, . . . , l}\

{i} into N parts. We then show that these coefficients are actually zero if the Bethe equations

hold.

To see that Eaw(z, t) can be written in the form (4.4), consider the action of Ea on one of the

monomials mn(z, t) = (−1)|n|ωn(z, t)Fnv, n ∈ Pl,N appearing in the sum (4.3). Since [Ea, Fb]

is zero whenever b 6= a, we can express Eamn(z, t) as a sum of the contributions coming from

commuting Ea past each of the factors Fa (if any) that appear inmn, i.e. a sum over all i ∈ {1, . . . , l}

such that c(i) = a. Since [Ea, Fa] = Ha and [Ha, Fb] ∝ Fb, the contribution for a given such i will

be proportional to Fn\{i}v, where n \ {i} is the ordered partition of {1, . . . , l} \ {i} into N parts

obtained from n by removing the element i.

Now pick and fix a term in (4.4), namely choose an i ∈ {1, . . . , l} such that c(i) = a and an

ordered partition n = (n11, . . . , n
1
p1
; . . . ;nN1 , . . . , n

N
pN

) of {1, . . . , l} \ {i} into N parts, so that in

particular p1 + . . . + pN = l − 1. In order to compute κn,i(z, t), consider all the monomials Fmv

with m ∈ Pl,N from which Fnv can arise under the action of Ea. The corresponding m ∈ Pl,N are

all those obtained by inserting the element i somewhere along the ordered partition n.

Let

ǫi =
i−1∏

j=1

(−1)|Fc(j)||Fa|.

Let n0 = (i, n11, . . . , n
1
p1
; . . . ;nN1 , . . . , n

N
pN

) ∈ Pl,N be obtained from insertion of i into the first

position of n. We have (−1)|n0| = (−1)|n|ǫi

Note that for any m ∈ Pl,N obtained from n, the sign picked up by bringing Ea through all the

generators in front of Fc(i) in Fnv is equal to (−1)|n0|+|m|.

Now let k ∈ {1, . . . , N} and suppose m ∈ Pl,N is such that i has been inserted in the kth chain

of n, namely in (nk1 , . . . , n
k
pk
). Then there are three cases to consider: when i is inserted at the

end, somewhere in the middle, or at the start of this chain. In the first case, the contribution to

1Note that (4.4) does not by itself uniquely fix these coefficients κn,i(z, t) in general, since the Fnv are not in general
a linearly independent set of vectors. What matters in the following is that we have a well-defined prescription for
computing the κn,i(z, t) such that (4.4) holds.
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κn,i(z, t) is given by

zk

tnk
1

Ea

zk

tnk
1

ti

ǫi
1

ti − tnk
1

(

λ(k)a −

pk∑

r=1

(
αc(nk

r )
, α∨

a

)
)

,

where we have used the relations [Ha, Fb] = −(αb, α
∨
a )Fb. Here we have introduced λ

(k)
a = (λ(k), α∨

a ).

The diagram on the left depicts the relevant action of Ea on the kth chain in m. Similarly, if the

element i is inserted somewhere in the middle of the kth chain of n then the corresponding coefficient

contributing to κn,i(z, t) is given by

zk

tnk
p+1

tnk
p

Ea

zk

tnk
p+1

ti
tnk

p

ǫi
tnk

p
− tnk

p+1

(tnk
p
− ti)(ti − tnk

p+1
)

(

λ(k)a −

pk∑

r=p+1

(
αc(nk

r )
, α∨

a

)
)

= ǫi

(

1

tnk
p
− ti

+
1

ti − tnk
p+1

)(

λ(k)a −

pk∑

r=p+1

(
αc(nk

r )
, α∨

a

)
)

.

Finally, if i was inserted at the very start of the kth chain in n then the corresponding contribution

to κn,i(z, t) reads

zk

tnk
pk

Ea

zk

ti
tnk

pk

ǫi

(
1

tnk
pk

− ti
+

1

ti − zk

)

λ(k)a .

Summing up these three contributions to κn,i(z, t) from each k ∈ {1, . . . , N} we obtain

κn,i(z, t) = ǫi

N∑

k=1

(

1

ti − tnk
1

(

λ(k)a −

pk∑

r=1

(
αc(nk

r )
, α∨

a

)
)

+

pk−1
∑

p=1

(
1

tnk
p
− ti

+
1

ti − tnk
p+1

)(

λ(k)a −

pk∑

r=p+1

(
αc(nk

r )
, α∨

a

)
)

+

(
1

tnk
pk

− ti
+

1

ti − zk

)

λ(k)a

)

.

Many terms in this sum cancel and after a short calculation we arrive at

κn,i(z, t) = ǫi

N∑

k=1

(

−

pk∑

p=1

(
αc(nk

p)
, α∨

a

)

ti − tnk
p

+
(λ(k), α∨

a )

ti − zk

)

.

But this last expression coincides exactly with the left hand side of the Bethe equations (4.2) and

therefore vanishes when (4.2) hold, as required. �
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4.3. Symmetries of the set of solutions to Bethe equations. We let the permutation group

Sl1 × Sl2 × · · · × Sln+m−1 (4.5)

act on the variables t in the natural way: for each 1 ≤ s ≤ m+n− 1, an element σ ∈ Sls permutes

the ti of colour s, i.e. those for which c(i) = s, and acts trivially on the remaining variables. Thus,

in the labelling of (4.1), ti+
∑

t<s lt
7→ tσ(i)+

∑
t<s lt

, 1 ≤ i ≤ ls, for a given σ ∈ Sls .

This action sends solutions of the Bethe equations (4.2) to solutions. The value of the weight

function (4.3) at any two solutions in the same orbit yield the same vector up to a sign. We call

solutions in the same orbit equivalent.

In the bosonic case (i.e. gl(n|0) ∼= gl(n)) the diagonal entries (αa, αa) of the symmetrized Cartan

matrix are all non-zero. It follows that Bethe roots ti of the same colour are prohibited from

coinciding by the Bethe equations (4.2), and hence the permutation group (4.5) acts freely on the

set of solutions to the Bethe equations.

In the general supersymmetric case gl(n|m), the diagonal entry (αa, αa) of the symmetrized

Cartan matrix is zero whenever |Fa| = 1, so the action of (4.5) is not free in general. However,

if |Fa| = 1 then the weight function is skew-symmetric under the transposition of any two Bethe

roots of colour a, and is thus actually zero whenever two such roots coincide. Consequently, the

group (4.5) does act freely on the set of all those solutions to the Bethe equation for which the

corresponding weight function is nonzero.

4.4. Diagonalization of Hamiltonians in vector representations. For this subsection we

specialize to the case in which every site of the spin chain carries the defining representation of

gl(m|n), i.e. L(λ(i)) = C
m|n for all 1 ≤ i ≤ N . Thus

L(λ) =
(

C
m|n
)⊗N

, v = e⊗N1

and

Hi =

N∑

j=1
j 6=i

Pij

zi − zj
, 1 ≤ i ≤ N,

where, cf (3.1),

Pij =
m+n∑

a,b=1

e
(i)
ab ⊗ e

(j)
ba (−1)|b|

is the graded permutation operator between sites i and j.

Theorem 4.4. If the Bethe equations (4.2) hold, then w(z, t) is an eigenvector of Hi with eigen-

value

Ei :=

N∑

j=1
j 6=i

1

zi − zj
+

l∑

j=1
c(j)=1

1

tj − zi
, for each 1 ≤ i ≤ N.

Proof. As in the proof of Theorem 4.3, we shall first give a prescription for writing (Hi−Ei)w(z, t)

as a linear combination of the vectors Fnv, n ∈ Pl,N . There is some freedom in how this is done

because these vectors are not linearly independent in general. As in the previous proof, all that
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matters is that we have a consistent prescription. We shall then show that with our prescription

the coefficients of each Fnv is zero if the Bethe equations (4.2) hold.

The prescription is as follows. Let ρij be the involutive map Pl,N → Pl,N which exchanges the

ith and jth parts of an ordered partition and leaves the rest unaltered. Then, cf (4.3),

Pijmn = (−1)|n|ωn(z, t)PijFnv = (−1)|ρij(n)|ωn(z, t)Fρij (n)v

and hence

Pijw(z, t) =
∑

n∈Pl,N

(−1)|n|ωρij(n)(z, t)Fnv =
∑

n∈Pl,N

(

(−1)|n|ωn(z, t)Fnv
) ωρij(n)(z, t)

ωn(z, t)
.

Thus

(Hi − Ei)w(z, t) =
∑

n∈Pl,N

(

(−1)|n|ωn(z, t)Fnv
)

f(n, i,z, t) (4.6)

where

f(n, i,z, t) :=

N∑

j=1
j 6=i

1

zi − zj

ωρij(n)(z, t)

ωn(z, t)
− Ei

=

N∑

j=1
j 6=i

1

zi − zj

(
ωρij(n)(z, t)

ωn(z, t)
− 1

)

−

N∑

j=1
pj 6=0

1

t
(1)
j − zi

.

Here and in what follows, we use the following useful relabeling of the variables t: for any given

ordered partition n we shall write

t
(k)
i := tni

pi+1−k
, 1 ≤ i ≤ N, 1 ≤ k ≤ pi,

so that for example t
(1)
j is the Bethe root associated to the first lowering operation in the jth tensor

factor. (Note that this labeling is dependent on the choice of n, i.e. on which term in the sum over

ordered partitions we are considering.)

Now we proceed to show that in the sum (4.6) the coefficient of each vector Fnv is in fact zero.

Note the structure of the defining representation:

1
F1−−→ 2

F2−−→ 3
F3−−→ . . .

Fm+n−1
−−−−−→ m+ n ,

where k denotes the one-dimensional weight space spanned by ek, 1 ≤ k ≤ m + n. Therefore,

in (4.3), Fnv is zero whenever the number of Fa+1’s appearing exceeds the number of Fa’s, for

any 1 ≤ a < n +m − 1. Hence we can assume the numbers l = (l1, . . . , lr), cf. (4.1), are weakly

decreasing, i.e. form a partition.

Second, the only ordered partitions n that contribute in the sum (4.3) are those in which

(c(ni1), c(n
i
2), . . . , c(n

i
pi
)) = (pi, . . . , 3, 2, 1),

for each part 1 ≤ i ≤ N . And for any such ordered partition, the vector Fnv depends on n only

through the composition p1 + · · ·+ pN = l of l:

Fnv = Fp1Fp1−1 . . . F1e1 ⊗ · · · ⊗ FpNFpN−1 . . . F1e1 = ep1+1 ⊗ · · · ⊗ epN+1. (4.7)



GAUDIN MODELS FOR gl(m|n) 17

Let us pick and fix, then, any composition2 p = (p1, . . . , pN ) of l. Then if P (p) denotes the set of

ordered partitions of shape p, the coefficient of the vector (4.7) in (4.6) is
∑

n∈P (p)

(−1)|n|ωn(z, t)f(n, i,z, t) (4.8)

and we need to show this sum vanishes.

Consider first the case pi = 0. Then

f(n, i,z, t) =

N∑

j=1
j 6=i
pj=0

1

zi − zj
(1− 1) +

N∑

j=1
j 6=i
pj 6=0

1

zi − zj

(

t
(1)
j − zj

t
(1)
j − zi

− 1

)

−

N∑

j=1
pj 6=0

1

t
(1)
j − zi

which vanishes identically, term by term in the sum on j. (Note pi = 0 implies that actually j 6= i

in the final sum here.)

Next consider the case pi ≥ 1. Then

f(n, i,z, t) =
N∑

j=1
j 6=i
pj=0

1

zi − zj

(

t
(1)
i − zi

t
(1)
i − zj

− 1

)

+
N∑

j=1
j 6=i
pj 6=0

1

zi − zj

(

t
(1)
i − zi

t
(1)
i − zj

t
(1)
j − zj

t
(1)
j − zi

− 1

)

−
N∑

j=1
pj 6=0

1

t
(1)
j − zi

=

N∑

j=1
j 6=i
pj=0

−1

t
(1)
i − zj

+

N∑

j=1
j 6=i
pj 6=0

t
(1)
i − t

(1)
j

(t
(1)
i − zj)(t

(1)
j − zi)

−

N∑

j=1
pj 6=0

1

t
(1)
j − zi

=

N∑

j=1
j 6=i
pj=0

−1

t
(1)
i − zj

−

N∑

j=1
j 6=i
pj 6=0

t
(1)
j − zj

(t
(1)
i − zj)(t

(1)
j − zi)

−
1

t
(1)
i − zi

=

N∑

j=1
j 6=i

−1

t
(1)
i − zj

−

N∑

j=1
j 6=i
pj 6=0

zi − zj

(t
(1)
i − zj)(t

(1)
j − zi)

−
1

t
(1)
i − zi

=
N∑

j=1

−1

t
(1)
i − zj

−
N∑

j=1
j 6=i
pj 6=0

zi − zj

(t
(1)
i − zj)(t

(1)
j − zi)

.

Notice that the first sum here appears in the Bethe equation for t
(1)
i . Consider the second sum. If

this sum is empty, i.e. if there are no j 6= i such that pj 6= 0 then one immediately has the equality

(4.10) below, and one can skip to that step. Otherwise, pick any j 6= i such that pj 6= 0. Now,

taking the sum over n ∈ P (p) in (4.8) amounts to summing over all permutations of the variables

t
(k)
i , 1 ≤ i ≤ N , among themselves, for each fixed colour k. Moreover, the factor (−1)|n| means

we should symmetrize for those k such that |Fk| = 0, and antisymmetrize for those k such that

2In fact the only compositions p we need consider are those consistent with the fixed choice of l. That is, for each
1 ≤ i ≤ n+m−1, li must be the number of parts of p of size ≥ i; or equivalently, the parts of p must be a permutation
of the conjugate partition to l.
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|Fk| = 1. Observe then the following identity valid for complex numbers zi 6= zj , ti 6= tj, and si, sj:

1

si − ti

1

ti − zi

1

sj − tj

1

tj − zj
× (4.9)

(
zi − zj

(ti − zj)(tj − zi)
+

1± 1

ti − tj
+

∓1

ti − sj
+

∓1

si − tj
∓

ti − tj
(si − tj)(sj − ti)

)

± (ti ↔ tj) = 0.

By virtue of this we have (the factors in the first line of (4.9) are present in ωn(z, t))

∑

n∈P (p)

(−1)|n|ωn(z, t)
zi − zj

(t
(1)
i − zj)(t

(1)
j − zi)

=
∑

n∈P (p)

(−1)|n|ωn(z, t)

(

−
(α1, α1)

t
(1)
i − t

(1)
j

−
(α1, α2)

t
(1)
i − t

(2)
j

−
(α1, α2)

t
(2)
i − t

(1)
j

+ (−1)|F1|
t
(1)
i − t

(1)
j

(t
(2)
i − t

(1)
j )(t

(2)
j − t

(1)
i )

)

,

noting (α1, α1) = 1 + (−1)|F1| and (α1, α2) = −(−1)|F1| (recall for us always |e1| = 0). The first

three terms occur in the Bethe equations for t
(1)
i and t

(2)
i and we would like to keep them. The

final term has the same form as the left-hand side but with t(1)’s playing the role of z’s and t(2)’s

playing the role of t(1)’s. Thus we may continue to apply the identity above, recursively. If pi < pj

we need at the final step to use instead the identity

1

ti − zi

1

sj − tj

1

tj − zj

(
zi − zj

(ti − zj)(tj − zi)
+

1± 1

ti − tj
+

∓1

ti − sj
+

∓1

sj − tj

)

± (ti ↔ tj) = 0

and similarly if pi > pj. In this way one eventually obtains
∑

n∈P (p)

(−1)|n|ωn(z, t)f(n, i,z, t) =
∑

n∈P (p)

(−1)|n|ωn(z, t) (4.10)

×










N∑

j=1

−1

t
(1)
i − zj

+

pi∑

k=1

N∑

j=1
j 6=i
pj≥k

(αk, αk)

t
(k)
i − t

(k)
j

+

pi∑

k=1

N∑

j=1
j 6=i

pj≥k+1

(αk, αk+1)

t
(k)
i − t

(k+1)
j

+

pi∑

k=2

N∑

j=1
j 6=i

pj≥k−1

(αk, αk−1)

t
(k)
i − t

(k−1)
j










,
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noting now that e.g. (α2, α2) = (−1)|F1|
(
1 + (−1)|F2|

)
. And this last expression is zero as required,

provided the following equations hold:

N∑

j=1

−1

t
(1)
i − zj

+

N∑

j=1
j 6=i
pj≥1

(α1, α1)

t
(1)
i − t

(1)
j

+

N∑

j=1
pj≥2

(α1, α2)

t
(1)
i − t

(2)
j

= 0

N∑

j=1
pj≥1

(α2, α1)

t
(2)
i − t

(1)
j

+

N∑

j=1
j 6=i
pj≥2

(α2, α2)

t
(2)
i − t

(2)
j

+

N∑

j=1
pj≥3

(α2, α3)

t
(2)
i − t

(3)
j

= 0

...
...

N∑

j=1
pj≥pi−1

(αpi , αpi−1)

t
(pi)
i − t

(pi−1)
j

+

N∑

j=1
j 6=i
pj≥pi

(αpi , αpi)

t
(pi)
i − t

(pi)
j

+

N∑

j=1
pj≥pi+1

(αpi , αpi+1)

t
(pi)
i − t

(pi+1)
j

= 0.

(The very final sum here is absent if pi = n+m−1. Note also that terms of the form
(αk ,αk±1)

t
(k)
i −t

(k±1)
i

are

present in these equations but cancel correctly to produce the expression above.) These are indeed

the Bethe equations (4.2) for the variables t
(k)
i , k = 1, 2, . . . , pi. The theorem is thus proved. �

We shall later prove that the same statement is true for tensor products of arbitrary polynomial

representations, see Theorem 5.3.

4.5. Completeness of Bethe Ansatz for C
m|n ⊗ V (µ). For this section, we pick and fix a

polynomial module V (µ), cf. §2.5, and consider the tensor product of V (µ) with the defining (i.e.

first vector) representation C
m|n. Theorem 4.3 shows that the weight function w(z1, z2, t) is a

singular weight vector of Cm|n ⊗ V (µ) if the Bethe equations (4.2) hold for z1, z2 and t. In the

present case we have also the following stronger result, which is usually referred to as completeness.

Theorem 4.5. For any fixed pair of distinct complex numbers (z1, z2), the set of vectors w(z1, z2, t),

as t runs over the solutions to the Bethe equations (4.2), form a basis of
(
C
m|n ⊗ V (µ)

)sing
.

Proof. Suppose µ has k parts. Let λ =
∑m+n

a=1 λaǫa ∈ h∗ be the weight such that V (µ) ∼= L(λ), cf.

(2.5). Then the Pieri rule, §2.7, states that

C
m|n ⊗ V (µ) ∼=

⊕

admissible a

L

(

λ+ ǫ1 −
a∑

b=1

αb

)

(4.11)

where the sum is over those a ∈ {0, 1, 2, . . . ,m + n − 1} such that it is possible to add a box at

the end of the row (when |a+ 1| = 0) or column (when |a+ 1| = 1) corresponding to the ǫa+1

component of the integral weight specified by µ. (Cf. the diagrams in Example 2.2.)

In particular, the irreducible component L(λ+ ǫ1) containing a highest weight vector of Cm|n ⊗

V (µ) is always present and corresponds to the trivial solution (no t’s) to the Bethe equations.

Consider, then, any one of the other summands L (λ+ ǫ1 −
∑a

b=1 αb), i.e. pick an a, 1 ≤ a ≤

m+ n− 1. If w(z1, z2, t) is to yield the highest weight vector of this irreducible component then it

must be that t = (t(1), t(2), . . . , t(a)) with each t(b), 1 ≤ b ≤ a, of colour b, i.e. associated to Fb.
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Without loss of generality, we pick z1 = 1 and z2 = 0. Then the Bethe equations (4.2) take the

following form. Note that (αb, αb−1) = −(−1)|b|. For each b, define

λ̄b := (λ, αb) = (−1)|b|λb − (−1)|b+1|λb+1.

Then

−
1

t(1) − 1
−
λ̄1
t(1)

−
(−1)|2|

t(1) − t(2)
= 0

−
λ̄2
t(2)

−
(−1)|2|

t(2) − t(1)
−

(−1)|3|

t(2) − t(3)
= 0

...

−
λ̄a−1

t(a−1)
−

(−1)|a−1|

t(a−1) − t(a−2)
−

(−1)|a|

t(a−1) − t(a)
= 0

−
λ̄a

t(a)
−

(−1)|a|

t(a) − t(a−1)
= 0.

Provided λ̄a 6= 0, the final equation here may be solved for t(a),

t(a) = t(a−1) λ̄a

(−1)|a| + λ̄a
,

and the solution inserted into the penultimate equation to yield, after some rearrangement,

−
λ̃a−1

t(a−1)
+

(−1)|a−1|

t(a−1) − t(a−2)
= 0, where λ̃a−1 = λ̄a + λ̄a−1 + (−1)|a|

But this is now of the same form as the equation for t(a). Hence, letting

λ̃s :=

a∑

r=s

λ̄r +

a∑

r=s+1

(−1)|r| = (−1)|s|λs − (−1)|a+1|λa+1 +

a∑

r=s+1

(−1)|r|, s = 1, 2, . . . , a,

we have by a finite recursion that for each s = 2, 3, . . . , a− 1,

t(s) = t(s−1) λ̃s

(−1)|s| + λ̃s
, (4.12a)

and then finally

−
1

t(1) − 1
−
λ̃1

t(1)
= 0 =⇒ t(1) =

λ̃1

1 + λ̃1
. (4.12b)

Thus we have that for α(l) = α1 + · · · + αa the Bethe equations possess the unique solution

t(s) =
s∏

r=1

λ̃r

(−1)|r| + λ̃r

=

s∏

r=1

(−1)|r|λr − (−1)|a+1|λa+1 +
∑a

p=r+1(−1)|p|

(−1)|r|λr − (−1)|a+1|λa+1 +
∑a

p=r(−1)|p|
, s = 1, 2, . . . , a,

provided all denominators and numerators in this product are non-zero, i.e. provided λ̃s 6= 0 6=

(−1)|s| + λ̃s for each s = 1, 2, . . . , a. This is the case, by Lemma 2.3. Also, λ̃s 6= (−1)|s| + λ̃s.
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Consequently the t(s), 1 ≤ s ≤ a, are all non-zero and

t(a) 6= t(a−1) 6= · · · 6= t(1) 6= 1.

It follows that the weight function w(1, 0; t(1) , . . . , t(a)) is well-defined and non-zero. �

Remark 4.6. In the setting above, since there is at most one Bethe root of any given colour, distinct

solutions to the Bethe equations are always non-equivalent in the sense of §4.3.

4.6. Simple spectrum of Gaudin Hamiltonians for C
m|n ⊗ V (µ). We continue, as in the

previous subsection, to specialize to the tensor product of a polynomial module V (µ) with a copy

of the defining representation C
m|n.

Proposition 4.7. Let w,w′ ∈ C
m|n⊗V (µ) be two Bethe vectors corresponding to distinct solutions

to the Bethe equations. Then w,w′ are eigenvectors of the Gaudin Hamiltonian H := H1 = −H2

with distinct eigenvalues.

Proof. Recall the relation (3.2) for the quadratic Casimir of §2.8. Since C acts as a constant in

any irreducible module, C ⊗ 1 + 1 ⊗ C acts as a constant on C
m|n ⊗ V (µ). It remains to consider

the spectrum of ∆C. As was shown in the preceding subsection, if w and w′ are Bethe vectors

corresponding to distinct solutions to the Bethe equations then they are highest weight vectors of

two non-isomorphic irreducible components of Cm|n⊗V (µ). Specifically, there exist integers r and

a, 1 ≤ r ≤ a ≤ m+ n − 1, such that (without loss of generality) w is a highest weight vector of a

copy of L(λ + ǫr) in C
m|n ⊗ V (µ) and w′ is a highest weight vector of a copy of L(λ + ǫa+1), cf.

(4.11). But now Lemma 2.4 and Lemma 2.3 together imply that the values of the Casimir C on

these two irreducibles are distinct, as required. �

Since the Gaudin Hamiltonians are symmetric with respect to the tensor Shapovalov form, cf.

Proposition 3.1, pairs of eigenvectors with distinct eigenvalues are orthogonal with respect to this

form.

5. Results from functoriality

The results in this section rely on the following well-known lemma from algebraic geometry.

Lemma 5.1. Let n ∈ Z≥1 and suppose f
(ε)
k (x1, . . . , xn) = 0, 1 ≤ k ≤ n, is a system of n algebraic

equations, depending algebraically on a complex parameter ε, for n complex variables x1, . . . , xn.

If (x
(0)
1 , . . . , x

(0)
n ) is an isolated solution when ε = 0, then for sufficiently small ε, there exists an

isolated solution (x
(ε)
1 , . . . , x

(ε)
n ), depending algebraically on ε, such that

x
(ε)
k = x

(0)
k +O(ε).

�

5.1. Completeness of Bethe Ansatz for C(m|n)⊗N . For this subsection we again specialize as

in §4.4 to the case in which L(λ) =
(
C
m|n
)⊗N

. We shall show the following.

Theorem 5.2. For generic pairwise distinct complex numbers z = (z1, . . . , zN ), the Gaudin Hamil-

tonians (H1, . . . ,HN ) acting in
((

C
m|n
)⊗N

)sing
are diagonalizable and have joint simple spectrum.
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Moreover, for generic z there exists a set of solutions {ti, i ∈ I} of the Bethe equations (4.2) such

that the corresponding Bethe vectors {w(z, ti), i ∈ I}, form a basis of
((

C
m|n
)⊗N

)sing
.

Proof. For each N ∈ Z≥1,
(

C
m|n
)⊗N

∼=
⊕

µ

V (µ)⊕mµ,N , (5.1)

where the sum is over hook partitions µ of N , and mµ,N ∈ Z≥0 is the multiplicity of the irreducible

polynomial module V (µ) in this tensor product. Cf. §2.5. The Pieri rule, §2.7, implies that mµ,N

is the number of distinct ways to construct the hook diagram of µ by adding one box at a time

starting from the empty diagram, such that every intermediate step is a legal hook diagram. Indeed
(

C
m|n
)⊗N

∼=
⊕

µ1,...,µN

Vµ1,...,µN ,

where the sum is over all sequences (µ1, . . . , µN ) of hook partitions such that the diagram of µk has k

boxes and is contained, for each k < N , in the diagram of µk+1, and where Vµ1,...,µN
∼= V (µN ) is the

irreducible component associated to this sequence. That is, Vµ1,...,µN is defined recursively by the

demand that for each 2 ≤ k ≤ N , Vµ1,...,µk is the unique irreducible component of Vµ1,...,µk−1
⊗C

m|n

isomorphic to V (µk).

Pick pair-wise distinct non-zero complex numbers z̃2, . . . , z̃N . Theorem 4.5 allows us to define,

recursively, a highest weight vector vµ1,...,µN ∈
(
C
m|n
)⊗N

of each of these irreducible components

Vµ1,...,µN . Indeed, suppose we have such a set of highest weight vectors vµ1,...,µk−1
∈
(
C
m|n
)⊗k−1

for

some 2 ≤ k ≤ N (and clearly we do in the base case k = 2). Then vµ1,...,µk is defined to be the Bethe

vector w(0, z̃k , t̄
(1), . . . , t̄(a)) ∈ Vµ1,...,µk−1

⊗C
m|n, for the unique a such that the U(gl(m|n))-module

through w is isomorphic to V (µk).

Call these vµ1,...,µN ∈
(
C
m|n
)⊗N

the iterated singular vectors. Associated to each vµ1,...,µN is the

collection

t̄ = (t̄
(1)
2 , . . . , t̄

(a2)
2 ; . . . ; t̄

(1)
N , . . . , t̄

(aN )
N ) (5.2)

consisting of all the Bethe roots used in its construction. Here a2, . . . , aN ∈ Z≥0 are the numbers

of lowering operators at each step (so actually a2 ≤ 1), and t̄
(b)
k is of colour b, i.e. is associated to

Fb. For each k, the t̄
(b)
k , 1 ≤ b ≤ ak, solve the Bethe equations for Vµ1,...,µk−1

⊗C
m|n.

To prove the theorem, we shall show that to each iterated singular vector vµ1,...,µN in some region

of parameters z, we can associate a Bethe vector wµ1,...,µN ∈
(
C
m|n
)⊗N

of the same weight, in such

a way that these Bethe vectors form a basis. By Theorem 4.3, these vectors will be singular and by

Theorem 4.4 they will be eigenvectors of the Gaudin Hamiltonians with explicit eigenvalues. We

then show that the sets of eigenvalues are different for different constructed Bethe vectors.

To construct the Bethe vector wµ1,...,µN associated to vµ1,...,µN , we must seek a solution to the

Bethe equations for
(
C
m|n
)⊗N

with Bethe roots

t = (t
(1)
2 , . . . , t

(a2)
2 ; . . . ; t

(1)
N , . . . , t

(aN )
N )
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where t
(b)
k is of colour b, i.e. is associated to Fb. For these choices of colours, the Bethe equations

are:
N∑

i=1

1

t
(1)
j − zi

−

N∑

i=2
i 6=j
ai≥1

(α1, α1)

t
(1)
j − t

(1)
i

−

n∑

i=2
ai≥2

(α1, α2)

t
(1)
j − t

(2)
i

= 0 (5.3a)

for all j such that aj ≥ 1; and then for all 2 ≤ b ≤ n+m− 1,

−

N∑

i=2
ai≥b−1

(αb, αb−1)

t
(b)
j − t

(b−1)
i

−

N∑

i=2
i 6=j
ai≥b

(αb, αb)

t
(b)
j − t

(b)
i

−

n∑

i=2
ai≥b+1

(αb, αb+1)

t
(b)
j − t

(b+1)
i

= 0 (5.3b)

for all j such that aj ≥ b (where the final sum is absent in the case b = m+ n− 1).

Pick z ∈ C, and ε ∈ C
∗. Suppose (for now) that

z1 = z, and zk = z + εN+1−kz̃k, 2 ≤ k ≤ N. (5.4)

Define t̃
(b)
k by

t
(b)
k = z + εN+1−k t̃

(b)
k , 2 ≤ k ≤ N, 1 ≤ b ≤ ak. (5.5)

Now we consider the leading asymptotic behavior of each of the Bethe equations in turn, as ε→ 0.

We claim that at this leading order, the Bethe equations reduce to the equations obeyed by the

variables t̄.

Consider for example the leading order of the Bethe equation for t
(1)
k . Note that

N∑

i=1

1

t
(1)
k − zi

=

(

k − 1

t̃
(1)
k

+
1

t̃
(1)
k − z̃k

+O(ε)

)

ε−N−1+k,

N∑

i=2
i 6=k
ai≥1

(α1, α1)

t
(1)
k − t

(1)
i

=







∑

i<k
ai≥1

(α1, α1)

t̃
(1)
k

+O(ε)






ε−N−1+k,

and similarly

n∑

i=2
ai≥2

(α1, α2)

t
(1)
j − t

(2)
i

=







∑

i<k
ai≥2

(α1, α2)

t̃
(1)
k

+
(α1, α2)

t
(1)
k − t

(2)
k

+O(ε)






ε−N−1+k.

Let λk−1 ∈ h∗ be the weight such that L(λk−1) ∼= V (µk−1), cf. (2.5). Then by definition of the

numbers ai, we have

λk−1 = (k − 1)ǫ1 −

m+n−1∑

p=1

∑

i<k
ai≥p

αp

and in particular (λk−1, α1) = k − 1−
∑

i<k
ai≥1

(α1, α1)−
∑

i<k
ai≥2

(α2, α1), so we find that

(λk−1, α1)

t̃
(1)
k

+
1

t̃
(1)
k − z̃k

−
(α1, α2)

t̃
(1)
k − t̃

(2)
k

= O(ε) (5.6)
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(or the same equation without the final term if ak = 1). And at leading order this is indeed the

Bethe equation for t̄
(1)
k from the set of Bethe equations for the tensor product V (µk−1)⊗C

m|n, with

the tensor factors assigned to the points 0 and z̃k respectively. The other equations work similarly.

By Lemma 5.1 it follows that for sufficiently small ε there must be a solution to the Bethe

equations (5.3) of the form t̃
(a)
k = t̄

(a)
k +O(ε).

Now we show that the set of Bethe vectors wµ1,...,µN corresponding to such solutions form a basis

of
((

C
m|n
)⊗N

)sing
for ε sufficiently small. For this it suffices to show that wµ1,...,µN has leading

asymptotic behavior

wµ1,...,µN = εK(vµ1,...,µN +O(ε)), (5.7)

as ε → 0, for some integer power K. So consider the definition (4.3) of wµ1,...,µN . In the sum over

ordered partitions, we can isolate those summands in which every factor in the denominator is of

the form

t
(a)
k − t

(b)
k or t

(a)
k − zk,

from all the rest (which have factors of the form t
(a)
k − t

(b)
l or t

(a)
k − zl, k 6= l). Let wµ1,...,µN = w+ y

be the corresponding decomposition of wµ1,...,µN , with w the sum of these distinguished summands.

After substitution using (5.5) and (5.4), one finds that

w =

(
N∏

k=2

(

ε−N−1+k
)ak

)

vµ1,...,µN

and that y is subleading compared to w, which is what we had to show.

Consider two distinct Bethe vectors wµ1,...,µN and wµ′1,...,µ′N constructed as above. By Theorem

4.4 both are simultaneous eigenvectors of the quadratic Gaudin Hamiltonians H1, . . . ,HN . Let k,

2 ≤ k ≤ N , be the smallest such that µ′l = µl for all 1 ≤ l ≤ k − 1. (Certainly µ′1 = µ1, since both

correspond to the unique diagram with a single box.) Consider the Hamiltonian Hk. When the zi

are chosen as in (5.4) then one finds

Hk = ε−N−1+k





k−1∑

j=1

Pjk

z̃k
+O(ε)



 . (5.8)

Note that ∆(k−1)X =
∑k−1

j=1 X
(j) for all X ∈ gl(m|n). Thus

k−1∑

j=1

Pjk

z̃k
=

∑

a,b

(
∑k−1

j=1 e
(j)
ab

)

e
(k)
ba (−1)|b|

z̃k

is the image under the embedding V (µk−1)⊗C
m|n →֒ (Cm|n)⊗k of the quadratic Gaudin Hamiltonian

H of the spin chain V (µk−1)⊗C
m|n with sites at z̃k and 0. Since µk 6= µ′k, Proposition 4.7 guarantees

that vµ1,...,µk and vµ′1,...,µ′k are eigenvectors of H with distinct eigenvalues. It follows that vµ1,...,µN

and vµ′1,...,µ′N are eigenvectors of
∑k−1

j=1
Pjk

z̃k
∈ End

((
C
m|n
)⊗N

)

with distinct eigenvalues. By (5.7)

and (5.8), we have that the eigenvalues of Hk on wµ1,...,µN and wµ′1,...,µ′N are distinct.

The argument above establishes that the set of points z = (z1, . . . , zN ) for which the Gaudin

Hamiltonians are diagonalizable with joint simple spectrum is non-empty. It is a Zariski-open set.

Therefore it has full dimension, i.e. the result is true for generic z, as required. �
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5.2. Bethe ansatz for arbitrary polynomial representations. For this subsection we consider

the case in which each site of the spin chain carries an arbitrary polynomial representation of

gl(m|n), i.e.

L(λ(i)) ∼= V (µ(i)), 1 ≤ i ≤ N

for some hook partitions µ(1), . . . , µ(N), cf. §2.5. We shall extend Theorem 4.4 to this case. Since

the direct computation used in the proof of Theorem 4.4 becomes cumbersome in general, we use

analytic arguments.

Theorem 5.3. If the Bethe equations (4.2) hold, then w(z, t) is an eigenvector of Hi with eigen-

value

Ei :=
N∑

j=1
j 6=i

(
λ(i), λ(j)

)

zi − zj
+

l∑

j=1

(
λ(i), αc(j)

)

tj − zi
, for each 1 ≤ i ≤ N. (5.9)

Proof. Pick any one i, 1 ≤ i ≤ N . Let ki be the number of boxes of the hook partition µ(i).

Consider the Gaudin spin chain with ki sites, each of which carries the defining representation

C
m|n of gl(m|n):

C
m|n ⊗ · · · ⊗ C

m|n
︸ ︷︷ ︸

ki

.

Let the positions of these sites be 0, z̃i,2, . . . , z̃i,ki . Now pick hook diagrams µ
(i)
1 , µ

(i)
2 , . . . , µ

(i)
ki

such

that µ
(i)
ki

= µ(i) and such that the diagram of µ
(i)
k has k boxes and is contained in the diagram of

µ
(i)
k+1 for each k, 1 ≤ k ≤ ki − 1. As in (5.2) in the proof of the previous result, Theorem 5.2, to

this data is associated an iterated singular vector

vi := v
µ
(i)
1 ,...,µ

(i)
ki

,

which is a highest weight vector of an irreducible component of
(
C
m|n
)⊗ki

isomorphic to V (µ(i)),

and a corresponding solution

t̄ = (t̄
(1)
i,2 , . . . , t̄

(ai,2)
i,2 ; . . . ; t̄

(1)
i,ki
, . . . , t̄

(ai,ki )

i,ki
)

to the sequence to two-point Bethe equations.

Now consider the Gaudin spin chain with
∑N

i=1 ki sites, each of which carries the defining repre-

sentation C
m|n of gl(m|n). We think of these tensor factors as being grouped as follows:

C
m|n ⊗ · · · ⊗ C

m|n
︸ ︷︷ ︸

k1

⊗ . . .
...

⊗ C
m|n ⊗ · · · ⊗C

m|n
︸ ︷︷ ︸

kN

, (5.10)

and write the positions of the sites as zi,k, 1 ≤ i ≤ N , 1 ≤ k ≤ ki.

With the vi as above, the vector v1 ⊗ · · · ⊗ vN ∈
(
C
m|n
)
∑N

i=1 ki is singular and, for each i,

U(gl(m|n)).vi ∼= V (µ(i)), where

V (µ(1))⊗ · · · ⊗ V (µ(N)) (5.11)

is the spin chain we are interested in.
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For the rest of the proof, we pick and fix any solution z = (z1, . . . , zN ), t = (t1, . . . , tl) to the

Bethe equations (4.2) for this tensor product, (5.11). Let w be the corresponding Bethe vector in

the module (5.11), which we will identify with its image in (5.10).

We consider the spin chain (5.10), with

zi,1 := zi zi,k := zi + εki+1−kz̃i,k, 2 ≤ k ≤ ki.

Introduce variables

t′i, 1 ≤ i ≤ l, (5.12a)

and t
(b)
i,k and t̃

(b)
i,k , where 1 ≤ b ≤ ai,k, 1 ≤ k ≤ ki, 1 ≤ i ≤ N , related by

t
(b)
i,k = zi + εki+1−k t̃

(b)
i,k . (5.12b)

Let t
(b)
i,k have colour b, and t′i have the same colour as ti, i.e. c(ti). Consider the leading asymptotic

behaviour as ε → 0 of the Bethe equations for the chain (5.10) for the full collection of vari-

ables {t
(b)
i,k} ∪ {t′i}. We claim that at leading order in ε, these Bethe equations yield the following

statements:

(1) the t̃
(b)
i,k obey the same equations as the t̄

(b)
i,k , and

(2) the t′i obey the same equations as the ti, i.e. the Bethe equations for the spin chain (5.11).

The first of these statements is seen by examining the leading order, ε−ki−1+k, of the Bethe equation

for t
(b)
i,k as in the previous proof, cf. (5.6). For the second, note that the Bethe equation for t′i is

N∑

j=1

kj∑

k=1

(
ǫ1, αc(ti)

)

t′i − zj,k
−

N∑

i=j

kj∑

k=1

aj,k∑

b=1

(
αb, αc(ti)

)

t′i − t
(b)
j,k

−

l∑

j=1
j 6=i

(

αc(tj ), αc(ti)

)

t′i − t′j
= 0.

As ε→ 0, the leading order is ε0, and we find

N∑

j=1

kj
(
ǫ1, αc(ti)

)

t′i − zj
−

N∑

j=1

∑kj
k=1

(∑aj,k
b=1 αb, αc(ti)

)

t′i − zj
−

l∑

j=1
j 6=i

(

αc(tj), αc(ti)

)

t′i − t′j
= O(ε).

Since, by definition of the aj,k, kjǫ1 −
∑kj

k=1

∑aj,k
b=1 αb = λ(j), where λ(j) is the highest weight of

V (µ(j)), we indeed have

N∑

j=1

(
λ(j), αc(ti)

)

t′i − zj
−

l∑

j=1
j 6=i

(

αc(tj), αc(ti)

)

t′i − t′j
= O(ε),

which is part (2) of the claim.

It follows given Lemma 5.1 that for sufficiently small ε there is a solution {t
(b)
i,k} ∪ {t′i} to the

Bethe equations for the spin chain (5.10) of the form (5.12) with

t̃
(b)
i,k = t̄

(b)
i,k +O(ε), t′i = ti +O(ε). (5.13)

Moreover, let w′ be the corresponding Bethe vector in (5.10). Then (arguing as for (5.7) in the

preceding proof) also w′ = εK(w +O(ε)) as ε→ 0.
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Now we turn to relating the Gaudin Hamiltonians of the spin chain (5.10) (call them Hi,k,

1 ≤ k ≤ ki, 1 ≤ i ≤ N) to those of the spin chain (5.11) in which we are interested (call them, as

usual, Hi, 1 ≤ i ≤ N). Note that ∆rX =
∑r

k=1X
(k) for all X ∈ gl(m|n). Hence, under the natural

embedding of (5.11) into (5.10),

Hi =

N∑

j=1
j 6=i

ki∑

k=1

kj∑

p=1

e
(i,k)
ab e

(j,p)
ba (−1)|b|

zi − zj
(5.14)

where e
(i,k)
ab denotes the matrix eab acting in the tensor factor associated to the point zi,k, i.e. in

tensor factor
∑

j<i kj + k. Now observe that, for each i,

ki∑

k=1

Hi,k =

ki∑

k=1

ki∑

p=1
p 6=k

e
(i,k)
ab e

(i,p)
ba (−1)|b|

zi,k − zi,p
+

N∑

j=1
j 6=i

ki∑

k=1

kj∑

p=1

e
(i,k)
ab e

(j,p)
ba (−1)|b|

zi,k − zj,p
.

The first of the two sums on the right is zero by symmetry of the permutation operator e
(i,k)
ab e

(i,p)
ba (−1)|b|.

The second is Hi at leading order, cf (5.14), and thus we have

ki∑

k=1

Hi,k = Hi +O(ε).

Now, by Theorem 4.4,
ki∑

k=1

Hi,kw
′ = E ′

iw
′

where

E ′
i :=

ki∑

k=1

N∑

j=1
j 6=i

kj∑

p=1

1

zi,k − zj,p
+

ki∑

k=1

ki∑

p=1
p 6=k

1

zi,k − zi,p
+

ki∑

k=1

N∑

j=1

kj∑

p=1
aj,p≥1

1

t
(1)
j,p − zi,k

+

ki∑

k=1

l∑

j=1
c(j)=1

1

t′j − zi,k
. (5.15)

The second sum here is clearly zero. We split the third sum into two pieces:

ki∑

k=1

N∑

j=1

kj∑

p=2
aj,p≥1

1

t
(1)
j,p − zi,k

=

ki∑

k=1

N∑

j=1
j 6=i

kj∑

p=2
aj,p≥1

1

t
(1)
j,p − zi,k

+

ki∑

k=1

ki∑

p=2
ai,p≥1

1

t
(1)
i,p − zi,k

. (5.16)

The first of these manifestly has leading behavior O(ε0) in the limit ε→ 0, as do all the remaining

non-zero terms in (5.15). At first sight, the second sum in (5.16) appears to be divergent as ε→ 0.

However, we can re-write it using the Bethe equation for t
(1)
i,p :

ki∑

k=1

ki∑

p=2
ai,l≥1

1

t
(1)
i,p − zi,k

= −

ki∑

p=2
ai,p≥1

N∑

j=1
j 6=i

kj∑

r=1

1

t
(1)
i,p − zj,r

+

ki∑

p=2
ai,p≥1

ki∑

r=2
ai,r≥1
r 6=p

(α1, α1)

t
(1)
i,p − t

(1)
i,r

+

ki∑

p=2
ai,p≥1

N∑

j=1
j 6=i

kj∑

r=2
aj,r≥1

(α1, α1)

t
(1)
i,p − t

(1)
j,r

+

ki∑

p=2
ai,p≥1

N∑

j=1

kj∑

r=2
aj,r≥2

(α1, α2)

t
(1)
i,p − t

(2)
j,r

+

ki∑

p=2
ai,p≥1

l∑

j=1
c(j)=1

(α1, α1)

t
(1)
i,p − t′j

+

ki∑

p=2
ai,p≥1

l∑

j=1
c(j)=2

(α1, α2)

t
(1)
i,p − t′j

.
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This expression has a similar structure to (5.15): the second sum on the right is zero and the rest

are manifestly O(ε0) except for one, which we must split up:

ki∑

p=2
ai,p≥1

N∑

j=1

kj∑

r=2
aj,r≥2

(α1, α2)

t
(1)
i,p − t

(2)
j,r

=

ki∑

p=2
ai,p≥1

N∑

j=1
j 6=i

kj∑

r=2
aj,r≥2

(α1, α2)

t
(1)
i,p − t

(2)
j,r

+

ki∑

p=2
ai,p≥1

ki∑

r=2
ai,r≥2

(α1, α2)

t
(1)
i,p − t

(2)
i,r

.

Once again, the first of these is O(ε0), and the second can be re-written using a Bethe equation,

this time that for t
(2)
i,r . After completing this recursion on the colour index b of t

(b)
i,k , one arrives at

the following leading behavior:

E ′
i =

N∑

j=1
j 6=i

1

zi − zj






kikj − ki

kj∑

p=2
aj,p≥1

1− kj

ki∑

p=2
ai,p≥1

1 +
m+n−1∑

a=1

m+n−1∑

b=1

ki∑

p=2
ai,p≥a

kj∑

r=2
aj,r≥b

(αa, αb)







+
l∑

j=1
c(j)=1

1

t′j − zi






ki −

m+n−1∑

a=1

ki∑

p=2
ai,p≥a

(αa, α1)







+
m+n−1∑

c=2

l∑

j=1
c(j)=c

1

t′j − zi






−
m+n−1∑

a=1

ki∑

p=2
ai,p≥a

(αa, αc)







+O(ε).

But now, recalling that

λ(j) = kjǫ1 −

kj∑

k=2

aj,k∑

b=1

αb = kjǫ1 −

m+n−1∑

b=1

αb

kj∑

k=2
aj,k≥b

1,

we find

E ′
i =

N∑

j=1
j 6=i

(
λ(i), λ(j)

)

zi − zj
+

l∑

j=1

(
λ(i), αc(j)

)

t′j − zi
+O(ε).

Recalling (5.13), we therefore have that E ′
i → Ei as ε→ 0 with Ei as in (5.9), which is the required

result. �

6. Features of the Supersymmetric models: some examples in low-rank cases

6.1. The case of gl(1|1). The case of gl(1|1) is the simplest. It is considerably simpler than the

case of gl(2). We illustrate the results of the paper in this case through a direct computation.

Irreducible representations L(λ) of gl(1|1) are parametrised by their highest weights λ = rǫ1+sǫ2,

cf. §2.4. We shall write L(r, s) := L(rǫ1 + sǫ2). If r 6= −s then L(r, s) is two-dimensional and has

a basis in which the action is given by the matrices

E11 =

(

r 0

0 r − 1

)

, E22 =

(

s 0

0 s+ 1

)

, E21 =

(

0 0

1 0

)

, E12 =

(

0 r + s

0 0

)

.

In particular, the module L(r, s) with r 6= −s is polynomial if r ∈ Z≥1, s ∈ Z≥0. When r = −s we

get a one-parameter family of one-dimensional modules L(r,−r), of which only the trivial module

L(0, 0) is polynomial.
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In what follows, we restrict our attention to two-dimensional polynomial modules, namely L(r, s)

with r ∈ Z≥1, s ∈ Z≥0. The tensor product of two such modules decomposes as

L(r, s)⊗ L(r′, s′) = L(r + r′, s+ s′)⊕ L(r + r′ − 1, s + s′ + 1). (6.1)

Now consider the module L = L(r1, s1) ⊗ L(r2, s2) ⊗ . . . ⊗ L(rn, sn), where ri ∈ Z≥1, si ∈ Z≥0.

Let r := r1 + . . . + rn and

hi := ri + si.

We let v ∈ L denote the tensor product of singular vectors in L(ri, si). By recursive application of

the relation (6.1) it follows that the space of singular vectors Lsing has dimension 2n−1. Moreover,

the space of singular vectors that are eigenvectors of E11 with eigenvalue r− l has dimension
(
n−1
l

)
.

We choose pairwise distinct complex numbers z1, . . . , zn. The Bethe equations (4.2) decouple

and reduce to l copies of the single equation

α(t) :=

n∑

j=1

hj
t− zj

= 0. (6.2)

For generic z1, . . . , zn, it clearly has n− 1 distinct solutions t1, . . . , tn−1. We assume that we are in

such a situation. For example, this happens when all the zi are real numbers. Note that the ti are

all different from the zj.

Let Eab(u) be the operators acting on L, depending on a parameter u, given by

Eab(u) :=

n∑

j=1

E
(j)
ab

u− zj
.

Then E11(u) + E22(u) acts on L as multiplication by α(u).

Given a collection u = (ui)
l
i=1 of l complex numbers, the weight function (4.3) can be written as

w(z,u) = E21(u1)E21(u2) . . . E21(ul)v.

We have [E12, E21(u)] = E11(u) + E22(u) = α(u) Id, so that w(z,u) is singular if all the ui satisfy

the Bethe equation (6.2), namely α(ui) = 0. Note, moreover, that E21(u)E21(v) = −E21(v)E21(u)

for any u, v ∈ C and hence, in particular, (E21(u))
2 = 0.

The values of the weight function at the solutions of the Bethe ansatz equations:

E21(ti1)E21(ti2) . . . E21(til)v, 1 ≤ i1 < i2 < · · · < il ≤ n− 1, 0 ≤ l ≤ n− 1, (6.3)

are called Bethe vectors. By counting, Bethe vectors form a basis of Lsing, provided they are linearly

independent. To see that they are linearly independent, we show that with respect to the tensor

Shapovalov form they are orthogonal and have nonzero norms. And indeed, we have

[E12(u), E21(w)] = −
α(u)− α(w)

u− w
Id and hence [E12(u), E21(u)] = −α′(u) Id

from which it follows that

〈E21(ti1) . . . E21(til)v,E21(tj1) . . . E21(tjℓ)v〉 =

l∏

k=1

δikjk(−α
′(tik)) =

l∏

k=1

δikjk

n∑

i=1

hi
(tik − zi)2

, (6.4)
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so that (6.3) are orthogonal. And since α(t)
∏n
i=1(t − zi) is a polynomial with simple zeros at the

Bethe roots tij , its derivative, α′(t)
∏n
i=1(t − zi) + α(t) ∂

∂t

∏n
i=1(t − zi) is nonzero at these roots.

Hence, given that α(tij ) = 0 and
∏n
i=1(tij − zi) 6= 0, it must be that α′(tij ) 6= 0, so that the norms

are nonzero.

Introduce the master function, cf. [SV91]:

Φ(t) :=
∏

1≤i<j≤n

(zi − zj)
rirj−sisj

l∏

j=1

n∏

i=1

(ti − zj)
−hj .

We have
∂ log Φ

∂ti
= −α(ti),

∂2 log Φ

∂ti∂tj
= −δijα

′(ti).

Therefore, the solutions of the Bethe ansatz equations are critical points of the master function

(with distinct coordinates different from zi). Moreover the Hessian matrix is diagonal and the

square of the norm of a Bethe vector is the Hessian determinant of log Φ at the corresponding

critical point, cf. [MV00, MV05].

The space of singular vectors Lsing may be identified with the Grassmann algebra Λn−1 in n− 1

generators ψ1, . . . , ψn−1 via the identification

ψi1 . . . ψil ≡ E21(ti1) . . . E21(til)v, 0 ≤ l ≤ n− 1. (6.5)

Furthermore, [E11, E21(u)] = −E21(u) so that (6.5) is an eigenvector of E11 with eigenvalue r − l.

Next we check directly that the weight function (6.5) is an eigenvector of the Gaudin Hamiltonians

(3.1). Consider the operator

H(u) :=
1

2

2∑

a,b=1

Eab(u)Eba(u)(−1)|b|. (6.6)

It provides a generating function of the quadratic Gaudin Hamiltonians (3.1) since

H(u) =
1

2

n∑

i=1

ri(ri − 1)− si(si + 1)

(u− zi)2
Id+

n∑

i=1

1

u− zi
Hi,

where ri(ri − 1)− si(si + 1) is the value of the Casimir C from §2.8 on the representation L(ri, si).

To compute the action of (6.6) on the singular vector (6.5) we use the fact that

[H(u), E21(t)] = −
1

u− t

(
α(u)E21(t)− α(t)E21(u)

)
.

In particular, if t is one of the Bethe roots ti then the second term on the right hand side vanishes

by the Bethe equation α(ti) = 0. Hence

[H(u), E21(ti)] = −
α(u)

u− ti
E21(ti),

from which it follows that H(u) preserves the space Lsing. Under the identification of the latter

with Λn−1, the action of H(u) takes the form

H(u) = −α(u)

n−1∑

j=1

1

u− tj
ψj∂ψj

+ β(u) Id,
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where

β(u) = −

n∑

i=1

hi
2(u− zi)2

+

n∑

i,j=1

rirj − sisj
2(u− zi)(u− zj)

is the eigenvalue ofH(u) on v. The Bethe vectors ψi1 . . . ψil , 0 ≤ l ≤ n−1, are therefore eigenvectors

for H(u) and hence also for Hi. Specifically, we have

Hiψi1 . . . ψil =







n∑

j=1
j 6=i

rirj − sisj
zi − zj

+
l∑

j=1

hi
tij − zi






ψi1 . . . ψil

as in Theorem 5.3.

6.2. An example of non-polynomial modules. Throughout §3–§5 of this paper we work with

polynomial modules of gl(m|n), which are direct analogues to the finite dimensional modules of

gl(m). Recall that the category of polynomial modules is semi-simple.

The category of all finite-dimensional representations of gl(m|n), m,n > 0, is not semi-simple.

In particular, tensor products of irreducible finite-dimensional gl(m|n)-modules can fail to be fully

reducible. It is interesting to see how the Bethe ansatz behaves in such cases. In this section we

give one simple example of this type.

Let us specialize to gl(2|1), and choose to work with the Dynkin diagram

so that both Chevalley lowering operators F1 = E21 and F2 = E32 are odd – cf. Example 4.1 – and

the Cartan generators (H1,H2) of the subalgebra sl(2|1) ⊂ gl(2|1) are

H1 = E11 + E22 and H2 = E22 + E33.

The symmetrized Cartan matrix is

(

0 1

1 0

)

. Since the rank of sl(2|1) is 2, it is easy to picture the

sl(2|1)-weights of finite dimensional representations. We draw weight space as shown below; here

the labels (λ1, λ2) are the eigenvalues of (H1,H2).

(−3,−1)

(−3,0)

(−3,1)

(3,−1)

(3,0)

(3,1)

(−2,−2)

(−2,−1)

(−2,0)

(−2,1)

(−2,2)

(2,−2)

(2,−1)

(2,0)

(2,1)

(2,2)

(−1,−3)

(−1,−2)

(−1,−1)

(−1,0)

(−1,1)

(−1,2)

(−1,3)

(1,−3)

(1,−2)

(1,−1)

(1,0)

(1,1)

(1,2)

(1,3)

(0,−3)

(0,−2)

(0,−1)

(0,0)

(0,1)

(0,2)

(0,3)
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The singlet has highest weight (0, 0). The remaining finite dimensional representations are precisely

those with integral highest weights lying strictly in the upper half-plane, i.e. λ1 > λ2. Among these,

the polynomial representations, §2.5, are precisely those whose integral highest weights satisfy

λ1 > λ2 ≥ 0. The (Hopf-algebraic) duals of polynomial modules, which also form a semi-simple

category, are those finite-dimensional irreducibles with 0 ≥ λ1 > λ2.

Example 6.1. The figures below illustrate the weights, with multiplicities, for the polynomial

representations V ( ) ∼= L(1, 0, 0), V ( ) ∼= L(2, 0, 0), V ( ) = L(1, 1, 0) and V ( ) ∼= L(2, 1, 0)

respectively.

(1,0)

(2,0)

(2,1)

(3,1)

The duals of these polynomial modules are the (non-polynomial) finite-dimensional representations

L(0, 0,−1), L(0, 0,−2), L(0,−1,−1) and L(0,−1,−2) respectively. Their weights are shown below.

(0,−1)

(0,−2)

(−1,−2)

(−1,−3)

(In both sets of pictures, the two modules on the left are examples of atypical representations while

the two on the right are typical ; for the definitions see e.g. [CW12].)

Let us now consider the tensor product

L(1, 0, 0) ⊗ L(0,−1,−1), (6.7)

whose sl(2|1)-weights are shown below.

Pick highest weight vectors v ∈ L(1, 0, 0) and w ∈ L(0,−1,−1). Then the vector

u := E21(v ⊗ w) = E21v ⊗ w + v ⊗ E21w

is singular, for one has E12E21(v ⊗ w) = (E11 + E22)(v ⊗ w) = 0. Moreover u is annihilated

by E21, since E
2
21 = 0. Hence the submodule of (6.7) generated by u, call it U , is isomorphic to

L(0, 0,−1). And the submodule through v⊗w, call itX, is an indecomposable with two composition
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factors: the submodule U ⊂ X and the quotient X/U ∼= L(1,−1,−1). (The latter is isomorphic

to L(0, 0,−2) as an sl(2|1)-module.) Next, note that the vector z := (E21v ⊗ E21w) spans the

one-dimensional weight space of weight (−1, 1,−1), and that u = E12z. So the submodule of (6.7)

generated by z, call it Z, is another indecomposable with two composition factors: the submodule

U ⊂ Z and the quotient Z/U ∼= L(−1, 1,−1), which is a singlet. Finally, let y := (E21v) ⊗ w.

Then v ⊗ w = E12y and z = −E21y, from which we conclude that (6.7) is cyclic on y, and that

the irreducible quotient of (6.7) is another copy of L(0, 0,−1). Therefore (6.7) has composition

factors L(1,−1,−1), L(0, 0,−1), L(0, 0,−1) and L(−1, 1,−1) (whose dimensions are 5, 3, 3, 1) and

the structure of the representation can be summarized by the poset

L(0, 0,−1)

L(1,−1,−1) L(−1, 1,−1)

L(0, 0,−1)
.

We now consider the Bethe ansatz equations (4.2) and Bethe vectors. The trivial solution (l1 = 0,

l2 = 0) corresponds to the singular vector v⊗w. Consider l1 = 1, l2 = 0, i.e. solutions corresponding

to applying F1 = E21 once to v ⊗ w. The single Bethe equation is then

1

t− z1
+

0

t− z2
= 0

and has no solution. This is despite the fact that there is a singular vector, namely u, with the

correct weight.

Thus, the Bethe vectors do not span the space of all singular vectors of the module (6.7). This is

not unexpected, since the module (6.7) is not fully reducible, so not all singular vectors are highest

weight vectors of direct summands; in particular u is a descendant of v ⊗ w.

Since the module (6.7) is actually indecomposable, and since the Gaudin Hamiltonian H1 = −H2

commutes with the gl(2|1)-action (Proposition 3.1 part ii), H1 has only one generalized eigenvalue.

By considering for example the vector v ⊗ w it is easy to see that this eigenvalue is actually zero.

That is, H1 acts nilpotently on the module (6.7). However, H1 has non-trivial Jordan blocks.

Indeed, in the basis u, y of the weight space (0, 0,−1), one finds that

H1

(

u y
)

=
(

u y
)
(

0 1

0 0

)

.

6.3. On one-point solutions of the Bethe ansatz equations for gl(2|1). We continue to work

with gl(2|1), with the conventions of the preceding subsection. Let us consider the case of a spin

chain with one site, at position z ∈ C. Recall that in the even case of gl(n) in the one point model,

the solution of the Bethe ansatz form a full flag variety of GLn, [MV04], [MV13]. Therefore it is

interesting to see what happens in the supersymmetric case.

In contrast to for example the case of gl(3), the diagonal entries of the Cartan matrix are zero

in the present case. Thus terms of the form e.g. 2/(ti − tj) are absent from the Bethe equations
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and so in principle there can be solutions with coincident Bethe roots of the same colour. But, cf.

§4.3, for any such solution, the corresponding weight function is identically zero.

The weight function in our case simplifies as follows.

Lemma 6.2. In the case (of gl(2|1) with Dynkin diagram , and a chain with one site, at the

point z ∈ C), the weight function (4.3) reduces to the following. If l1 = l2 =: l then

w(z; t1, . . . , tl; s1, . . . , sl) =

∏

1≤i<j≤l(si − sj)(ti − tj)
∏l
i,j=1(si − tj)

(

(F1F2)
lv

∏l
i=1(si − z)

+
(F2F1)

lv
∏l
i=1(ti − z)

)

. (6.8)

If l1 − 1 = l2 =: l then

w(z; t1, . . . , tl+1; s1, . . . , sl) =

∏

1≤i<j≤l−1(si − sj)
∏

1≤i<j≤l(ti − tj)
∏l
i=1

∏l−1
j=1(ti − sj)

∏l
i=1(ti − z)

(F1F2)
lF1v; (6.9)

if l2 − 1 = l1 =: l the formula is the same with s↔ t and F1 ↔ F2. In all other cases, w = 0.

Proof. Since F 2
1 = F 2

2 = 0 only the monomials shown survive in the weight function (4.3). So the

lemma is equivalent to the following identities:

∑

n∈Sl
p∈Sl

(−1)|n|(−1)|p|

(tp(1) − sn(1))(sn(1) − tp(2)) . . . (tp(l) − sn(l))(sn(l) − z)
=

∏

1≤i<j≤l(si − sj)(ti − tj)
∏l
i,j=1(si − tj)

∏l
i=1(si − z)

. (6.10)

and

∑

n∈Sl−1
p∈Sl

(−1)|n|(−1)|p|

(tp(1) − sn(1))(sn(1) − tp(2)) . . . (tp(l) − z)
=

∏

1≤i<j≤l−1(si − sj)
∏

1≤i<j≤l(ti − tj)
∏l
i=1

∏l−1
j=1(ti − sj)

∏l
i=1(ti − z)

. (6.11)

These identities are proved by standard counting of zeroes and poles. �

Let us call a solution to the Bethe equations admissible if there are no coincident Bethe roots of

the same colour.

Suppose without loss of generality that z = 0. We pick integers r1 and r2 such that r1 > r2 > 0.

To the single site at the origin we assign the polynomial representation L(r1 − r2, r2, 0). That is,

the vacuum state v has H1v = r1v, H2v = r2v. Such polynomial representations, with r2 > 0, are

called typical (those with r2 = 0 are atypical).

In this subsection we identify all admissible solutions to the Bethe equations in typical case, for

all values of l1 and l2. The Bethe equations are

−
r1
ti

+

l2∑

j=1

1

ti − sj
= 0, 1 ≤ i ≤ l1 and +

r2
sj

+

l1∑

i=1

1

sj − ti
= 0, 1 ≤ j ≤ l2. (6.12)

(The sign in the second equation is from (α2, ǫ2) = (ǫ2, ǫ2) = −1.)

Let y1(u) =
∏l1
i=1(u− ti) and y2(u) =

∏l2
i=1(u− si) be the polynomials in a variable u. Then y1

and y2 are relatively prime and do not vanish at u = 0.

Lemma 6.3. Admissible solutions of the equations (6.12) exist if and only if l1 = l2 = l and

l = r1− r2 or l = 0. In the case l = 0 the solution is trivial. In the case l = r1− r2 the polynomials
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which correspond to the admissible solutions are

y1 = ul − r2c, y2 = ul − r1c, (6.13)

where c ∈ C
× is an arbitrary non-zero constant.

Proof. The equations (6.12) are equivalent to:

y1 divides ur1+1(u−r1y2)
′ = −r1y2 + uy′2,

y2 divides u−r2+1(ur2y1)
′ = r2y1 + uy′1,

where the prime denotes the derivative with respect to u. It follows that y1 and y2 have the same

degree l1 = l2 = l and moreover,

(l − r1)y1 = −r1y2 + uy′2,

(l + r2)y2 = r2y1 + uy′1.

Subtracting we obtain

(l − r1 + r2)(y1 − y2) = u(y1 − y2)
′ (6.14)

It follows that y1 = y2 + aul−r1+r2 for some constant a ∈ C. Substitute and solve the equation for

y2. Recalling that y2 is a monic polynomial which does not vanish at zero, we obtain the lemma. �

For the solution described in the lemma, the corresponding Bethe vector is easily computed from

Lemma 6.2. Namely, it is a nonzero multiple of the vector

w :=
(

r1(F1F2)
l + r2(F2F1)

l
)

v. (6.15)

Note that the sl(2|1) weight is given by H1w = r2w, H2w = r1w. By direct calculation one verifies

that w is a singular vector of the Verma module generated by v. In fact, if Mp,q denotes the Verma

module generated by a highest weight vector vp,q with H1vp,q = pvp,q and H2vp,q = qvp,q then one

has L(r1 − r2, r2, 0) ∼= Mr1,r2

/
Mr2,r1 whenever, as here, L(r1 − r2, r2, 0) is a typical polynomial

module.

In this case, the solutions of the Bethe equations are in 1-1 correspondence with the solutions of

the corresponding Bethe equations for gl(2), which form a flag variety in a two dimensional space

[MV04].
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