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Abstract 
This paper proposes a Group Composite 

Alternatives Recommender (GCAR) framework, which 
provides recommendations on dynamically defined 
composite bundles of products and services. This 
framework is based on: (1) defining the space of 
alternatives; (2) eliciting the utility function for each 
individual decision maker; (3) estimating the group 
utility function; (4) using the group utility function to 
find an optimal recommendation alternative; (5) 
constructing a set of diverse recommendations which 
contains the optimal recommendation alternative; and 
(6) applying the Instant Runoff Voting (IRV) method, 
from social choice theories, to refine the 
recommendations. A preliminary experimental study is 
conducted which shows that the proposed framework 
significantly outperforms three popular aggregation 
strategies normally used for group recommendations. 
 
 
1. Introduction  
 

Recommender systems are increasingly used to 
help users make effective product and service choices 
over the Internet. There has been extensive work on 
recommender systems (e.g. [2, 9, 17]). However, most 
of this work focuses on atomic (single) products or 
services, and on individual users. In this paper, we 
focus on extending recommender systems in three 
ways: (1) to consider composite, rather than atomic, 
recommendations; (2) to deal with multiple, rather than 
single, criteria associated with recommendations; and, 
most importantly, (3) to support groups of users rather 
than individual users. Examples of this new class of 
recommender systems include group travelling 
package recommenders, public policy and budget 
recommendations, and health care plan selection by 
organizations. These systems’ recommendations are 
composite, e.g. a travel recommendation may involve 

interrelated air reservation, accommodation, activities, 
car rental, etc. They are also associated with multiple 
criteria such as cost, benefit, enjoyment, satisfaction, 
risk, etc. Finally, there is often a need to support a 
group of diverse users/decision makers who may have 
different, or even strongly conflicting, views on 
weights for different criteria. The challenges for group 
recommender systems are considerably more complex 
than for individual user recommenders [14]. One of the 
reasons for this complexity is the need to develop 
methods to effectively aggregate users’ preferences in 
a way that maximizes the group’s satisfaction, is fair, 
and is easy to use.  

We further detail the related work and research gap 
in Section 2. 

Addressing the above challenges is exactly the 
focus of this paper. More specifically, the contributions 
of this paper are two-fold. First, we develop and 
propose the Group Composite Alternatives 
Recommender (GCAR) framework based on multi-
criteria decision optimization and voting to address the 
outlined limitations. The GCAR framework works on a 
very large, or even infinite, recommendation space, 
which is implicitly defined by a constraint 
representation of the CARD framework [8]. The idea 
of the GCAR framework is to elicit individual users’ 
utility functions and to use them to estimate a group 
utility function. However, using the group utility 
function directly may limit the flexibility of decision 
makers to refine their choices. Therefore, in the 
framework we use the estimated group utility function 
to come up with a small set of diverse 
recommendations that are optimal, or near optimal, in 
terms of the estimated group utility function, yet 
optimized by individual decision makers’ utility 
functions. Then, the framework uses the Instant Runoff 
Voting (IRV) method to refine the ranking of this small 
set by the group.   

Second, we conduct a preliminary experimental 
study to evaluate the proposed framework by 
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comparing precision and recall of ranked 
recommendations of our proposed aggregation strategy 
vs. three well-known state-of-the-art aggregation 
strategies normally used for group recommender 
systems, as mentioned in [18]. These strategies are: (1) 
Average strategy, which takes the average of 
individuals’ rating; (2) Least Misery strategy, which 
takes the minimum of individual ratings to avoid 
“misery” for members (intuitively, group’s happiness 
is the happiness of the least happy member since 
members are all miserable if one of them is unhappy); 
and (3) Average without “misery” strategy, which 
takes the average without the minimum rating.  

The study showed that the proposed framework’s 
strategy significantly outperforms all of the three 
popular strategies in terms of recall and precision. 

This paper is organized as follows: Section 2 
details the related work and research gap. Section 3 
gives a high level description of the proposed group 
recommender framework. Section 4 presents a 
preliminary experimental study for the purpose of 
evaluating the framework. Section 5 is the conclusion 
and avenues for future work. 

 
2. Related Work and Research Gap 

 
A number of group recommenders were proposed 

in the past two decades (e.g. [4, 10, 13, 14, 19-23, 25]), 
which used different strategies to aggregate individual 
preferences into a group model [18]. For example, 
PolyLens [21] is a group movie recommender that is 
extended from the MovieLens system, and uses the 
Least Misery strategy which takes the minimum of 
individual ratings to avoid “misery” for members. 
MusicFx [19] is a group recommender that chooses 
background music to suit a group in a fitness center. To 
aggregate a group preference, it uses an average 
without the minimum rating. Intrigue [4] recommends 
tourist attractions to groups of users by using the 
Weighted Average strategy and taking the preferences 
of relatively homogeneous subgroups, e.g. children, 
into account.  Yu’s TV Recommender [25] selects a 
TV program for a group of users depending on the 
average of individuals’ rating of  program features. 
Travel Decision Forum [14] allows each group 
members to view the preferences of other members to 
help the group reaching  an agreement on the desired 
features of a joint holiday.  The Collaborative Advisory 
Travel System (CATS) [20] is a critique-based group 
recommender that helps a group of users plan a joint 
ski holiday, by allowing users to view ski packages and 
critique their features. The system then recommends a 
new ski package based on these critiques. The work of 
[13] proposes to use a voting mechanism to 

recommend a TV show to a group of people. 
Specifically, it focuses on the Range voting method, in 
which users assign ratings within a specified range for 
items, and the item with the maximum total ratings is 
recommended to the group. Finally, some recent group 
recommenders have been implemented on Facebook. 
For example, GroupFun [22] is a music group 
recommender  that recommends a common set of 
music items to groups. It uses voting algorithms to 
state users’ true preferences and aggregates them based 
on the probabilistic weighted sum method. Happy 
Movie [23], is another group recommender application 
on Facebook that recommends a movie to groups.  

However, none of the above group recommender 
systems were designed for composite product and 
services, which makes the recommendation space very 
large, or even infinite, and implicitly, rather than 
explicitly, defined. In addition, most of them require 
specific group characteristics rather than provide a 
general framework for the development of group 
recommender systems. For instance, the aggregation 
method in [25] is applicable when the group is quite 
homogenous, while [21] worked well only for small 
size groups. Furthermore, the majority of these group 
recommender systems assume that individual 
preferences are already known [18]. However, [20] is 
the only known group recommender that assumes that 
users’ preferences are not known. It is based on the 
members’ critiques on desired package features which 
requires an experience in the package features that is 
not always possible. In addition, many group 
recommender systems are intrusive and require 
significant feedback from users. For example, Travel 
Decision Forum [14] and CATS [20] require the group 
to negotiate the group model. While feedback 
continues to be a main factor in the recommender 
system concept, it might be better to implicitly extract 
information from users. 

Furthermore, most of the above group 
recommender systems aggregate preferences without 
using the fairness criteria. For instance, in [14] and 
[25], group members whose preferred features are not 
selected, are “left out” and not compensated by other 
desirable features. In addition, using the Average and 
Plurality Voting strategies such as in [10] does not help 
avoid the fairness issues.  

Finally, the majority of recommender systems rely 
on a single ranking or utility score, whereas in many 
applications there are multiple criteria such as cost, 
quality, enjoyment, satisfaction, risk, etc., that need to 
be taken into account. Recently, multi-criteria ranking 
has been explored in recommendation set retrieval [1, 
7, 24]. These methods choose a set of alternatives 
based on the distance measure calculated for each of 
the multiple criteria. Multi-criteria ranking can support 
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both similarity and diversity based ranking. However, 
as mentioned in [8], these methods are based on 
distance measures to increase the quality of each 
individual recommendations, which competes with the 
ability diversify recommendations. In addition, they 
focus on individual users rather than groups of users. 

 There are several approaches to aggregate 
individuals’ utility functions. Some earlier Multi-
Attribute Utility Theory (MAUT) methods of group 
decision are reviewed by [6], such as the use of 
weighted algebraic means proposed in [12], and the use 
of the sample additive theory to aggregate the 
individuals’ utility functions proposed on [5]. The 
aggregated utility function, however, is only an 
approximation, and using it directly may limit the 
flexibility of decision makers to refine their choices.  

The CARD Framework [8] supports composite 
product and service definitions, and provides 
recommendations based on dynamic preference 
learning and decision optimization. Composite services 
in CARD are characterized by a set of sub-services, 
which, in turn, can be composite or atomic. CARD 
uses a decision-guidance query language (DGQL) to 
define recommendation views, which specify multiple 
utility metrics, as well as the weighted utility function. 
The COD framework [3] is based on CARD,  and 
provides an efficient method to elicit individuals’ 
utility functions. However, both CARD and COD are 
recommender systems for individuals rather than 
groups. 
 
3. GCAR Framework  
 

The recommendation process implemented by the 
proposed GCAR framework is depicted in Figure 1. As 
shown in the diagram, the process starts when a group 
of decision makers submits a request to the group 
recommender. This request specifies the group’s 
decision constraints on recommendation alternatives.  

 
Figure 1. GCAR framework 

 
To generate top-k recommendations, the 

recommender follows six steps: (1) eliciting the utility 
function for each member of the group; (2) estimating 

the group utility function; (3) using the group utility 
function to find an optimal recommendation 
alternative; (4) diversity layering to generate a diverse 
set of l recommendations which contains the optimal 
recommendation alternative; (5) ranking the set of l 
recommendations by each individual in order of her 
preference; (6) applying the IRV method to refine the 
final top-k diverse recommendations. We now discuss 
each of these steps. 
 
3.1. Eliciting user utility functions 
 

We start by adopting the COD method [3] for 
eliciting the utility function of each decision maker. 
This method, as mentioned in [3], starts by viewing a 
number of distinguishable recommendations in terms 
of utility vectors to each decision maker. Each 
recommendation returned stretches the dimension it 
represents (e.g. Saving), and relaxes on the other 
dimensions (e.g. Enjoyment, Location attractiveness, 
etc.). The process continues iteratively updating the 
utility vector every time, based on the feedback of the 
decision maker until an exit point is reached (e.g., 
indicating “no difference” between recommendations 
presented). Upon exit, the recommendation space will 
be constructed according to the utility vector learned. 

Recommendation space R, consists of composite 
products and services; each recommendation is 
mapped to a utility vector u, from an n dimensional 
utility space U, which is presented as ��

� , this mapping 
is denoted by: U : R → R+

n . Components of a utility 
vector u�= (u1, u2, · · · , un), are associated with criteria 
such as Enjoyment, Saving, Location attractiveness, 
etc., which are previously defined. Each criterion has 
an associated domain Di, 1 ≤ i ≤ n, and each domain Di 
has a total ordering “better than” denoted �Di. For 

example, for domain Saving, a1 �Saving a2 � a1 ≥ a2. 
The relative importance the user places in each 

dimension is modeled by means of a vector of weights 

w�=�(w1, w2, ··· , wn), where | w | =� wi
2n

i=1  =�1, which 

is called an axis. Each component wi captures the 
weight of the i-th dimension according to a decision 
maker dj. So for each decision maker dj, the total utility 
of a recommendation alternative ak w.r.t. axis w� is 
defined as Udj(u) = w1u1+w2u2+···+wnun  

 
3.2. Estimating the group utility function 

 
We estimate the group utility of a recommendation 

alternative ak as follows: for each i-th dimension, the 
individual weights of importance of this dimension will 
be aggregated into the group weights wgi by calculating 
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the algebraic mean of the individual weights: 

 wgi = 
1
m

 ( wm
j=1 i ), where j = 1, …., m, and m is the 

number of decision makers in the group. The group 
utility Ug of a recommendation alternative ak w.r.t. axis 
wg is defined as: Ug (u) =�wg1 u1 + wg2 u2 +…+ wgn un. 
The optimal choice a1 is the one that maximizes the 
group utility function Ug, i.e., a1 �=�argmax Ug (u (a)).   

 
3.3. Diversity layering 

 
Since it is not practical for decision makers to 

consider and focus on more than a very small set of 
recommendation alternatives, the goal of this step is to 
come up with this small set.  

On one hand, it is important that these alternatives 
are optimal, or near optimal, in terms of the estimated 
group utility function. On the other hand, since the 
group utility is only an estimate, it is also important to 
have alternatives that are sufficiently diverse in terms 
of individual decision makers’ preferences. To achieve 
these two competing goals, we adapt the diversity 
layering method from CARD [8]. However, the 
dimensions of the utility space in [8] deal with criteria, 
whereas, in this case, the dimensions of the utility 
space deal with utilities of the decision makers. 

The key idea is to create a subset of diversity 
recommendations where each of them is based on a 
different individual’s utility function, while preserving 
a bounded distance from the optimal group utility score 
to provide the right balance between optimality and 
diversity. We partition the recommendation space into 
q layers starting from the layer that includes the 
optimal recommendation, which maximizes the group 
utility U�. The second layer includes the 
recommendations that are close to the optimal 
recommendation having a total utility value no less 
than the maximum group utility minus ε, where ε 
corresponds to a percentage of the maximum group 
utility score. The third layer includes the 
recommendations indicating a total utility value no less 
than the maximum group utility minus 2ε. 
Recommendations in the i-th layer have a utility value 
no less than the maximum group utility function minus 
(i-1)ε. Within each layer, we select n recommendations 
to maximize each dimension of the recommendation 
space in turn. To illustrate the diversity layering 
method, consider the example depicted in Figure 2. 

Here, Ud1 and Ud2 are two individual decision 
maker’s utilities, and Ug is the group utility, which is 
defined as a linear combination of Ud1 and Ud2. The 
two-dimensional polyhedron set in the figure depicts 
all possible utility vectors of recommendations.  

 
 Figure 2. Diversity Layering 

 
Among these vectors, A1 is the optimal 

recommendation that maximizes Ug. The second layer 
includes recommendations for which Ug >= max{Ug} – 
ε, where ε  corresponds to a percentage of max{Ug}, 
say 2%. The selected recommendations in this layer are 
A2 and A3 because they maximize Ud1 and Ud2 in turn, 
which provides diversity while restricting the group 
utility within its layer preserves the distance from the 
optimal recommendation. The third layer includes 
recommendations for which Ug  >= max{Ug} – 2ε, and 
the selected recommendations in this layer are A4 and 
A5 which have the maximum Ud1 and Ud2 in turn. 

As explained, the diversity layering method 
generates a set of diverse alternatives by optimizing 
each user utility function in turn. However, in order to 
limit the allowable degradation in the group utility of 
recommendations, the maximum incremental decrease 
in utility is bounded by ε, which is computed in such a 
way that gives a total number of recommendations 
equal to a specific number l.  

 
3.4. Ranking the recommendations by 
individuals 

 
After generating the diversity set of l 

recommendations by using the estimated group utility 
function and optimizing each user utility function in 
turn, such recommendations are presented to each 
individual decision maker in descending order of the 
group utility according to the estimated group utility 
function, and each individual decision maker is asked 
to rank the set of l recommendations in a way that truly 
reflects her preferences. The benefit of allowing each 
member to rank the pre-final results by herself is to 
avoid the effect of an incorrect estimation of the 
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individual decision maker’s utility function in the first 
step. 

 
3.5. Applying the IRV method 

 
Finally, the IRV method is applied on the ranked 

set of l recommendations to refine the final top-k 
diverse recommendations.  

Instant Runoff Voting (IRV), also referred to as 
Alternative Vote (AV), is a voting method in which 
each voter ranks the alternatives in order of his 
preference. For each recommendation alternative, the 
system counts the number of voters (decision makers) 
who ranked it as their first choice. If there exists an 
alternative that has a majority (over 50%), then that 
alternative is selected for the whole group of voters. 
Otherwise, the alternative with the least first-place 
votes is eliminated from the election, and any votes for 
that alternative are redistributed to the voters’ next 
choice. This procedure is repeated until an alternative 
exists that obtains a majority of votes among 
alternatives not eliminated [11, 15]. If there is a tie for 
last place in numbers of votes, special tie-breaking 
rules are applied to select which alternative to 
eliminate [15, 16]. 

IRV is quite resistant to the need for voters to vote 
strategically for an alternative that is not their true first 
choice but has a better chance of winning, because in 
the IRV method, second or third votes still count if first 
choices are eliminated. 

In order to end with a total order of eliminated 
alternatives from which the final top-k 
recommendations are selected and displayed to the 
group, GCAR framework uses the same IRV method 
explained above except that the system continues 
eliminating the last place alternatives even if the 
winner alternative is declared. Total order associated 
with the IRV is a list of eliminated alternatives ordered 
by which round they are eliminated in, starting with the 
alternative that is eliminated earliest, and ending with 
the winner alternative (which actually remains in the 
last round without being eliminated). If an exact tie 
exists for last place in numbers of votes, the system 
decides which alternative to eliminate according to the 
following tie-breaking rules:  

Rule1: if the number of decision makers who vote 
for these alternatives as their first choice = 0, (i.e., the 
alternatives are not the first choices of any decision 
maker), then, the first alternative to eliminate is 
randomly selected. 

Rule2: if the number of decision makers who vote 
for these alternatives as their first choice ≠ 0, (i.e., the 
alternatives are the first choice of at least one decision 
maker), then, the alternative from among these tied 

with the least votes in the previous round is eliminated. 
If there is still a tie, then look back to the next most 
recent round and then, if necessary, to further 
progressively earlier rounds until one alternative can be 
eliminated. 

To illustrate how IRV works, suppose that we have 
a group of 5 decision makers, d1, d2, d3, d4, and d5, who 
initially ranked the generated diversity set of l 
recommendations as shown on Table 1. Both 
alternatives, A2 and A4 have the least first-choice votes, 
which = 0. Based on rule 1, the alternative to eliminate 
in the first round is selected randomly. Suppose A4 is 
eliminated first, shifting everyone’s options to fill the 
gaps (see Table 2). 

Table 1. Initial votes 
 d1 d2 d3 d4 d5 
1st choice A1 A3 A5 A1 A3 
2nd

 

choice A2 A1 A2 A3 A1 
3rd choice A3 A5 A1 A2 A4 
4th choice A4 A2 A3 A5 A5 
5th choice A5 A4 A4 A4 A2 

 
Then, in round 2, A2 is eliminated and again 

everyone’s options are shifted to fill the gaps (see 
Table 3). In round 3, A5 is eliminated since it has the 
least first-choice votes (see Table 4). Finally, A1 has 
the majority votes, and wins the election.  

According to the previous example, we end with 
the following total order of alternatives: 
A1�A3�A5�A2�A4, from which the recommender 
system selects the top-k recommendations to the group 
of decision makers. 

Table 2. Round 1 
 d1 d2 d3 d4 d5 

1st choice A1 A3 A5 A1 A3 
2nd

 

choice A2 A1 A2 A3 A1 
3rd choice A3 A5 A1 A2 A5 
4th choice A5 A2 A3 A5 A2 

  
Table 3. Round 2 

 d1 d2 d3 d4 d5 
1st choice A1 A3 A5 A1 A3 
2nd

 

choice A3 A1 A1 A3 A1 
3rd choice A5 A5 A3 A5 A5 

 
Table 4. Round 3 

 d1 d2 d3 d4 d5 
1st choice A1 A3 A1 A1 A3 
2nd

 

choice A3 A1 A3 A3 A1 
 
4. Initial Experimental Evaluation 
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In order to evaluate the proposed GCAR 
framework, we conducted a preliminary experimental 
study which involved a total of 32 users, all were 
graduate students, in 7 groups: 1 group of 3 users; 2 
groups of 4 users; 3 groups of 5 users; and 1 group of 6 
users. We compared the performance of the proposed 
strategy with the performance of three aggregation 
strategies normally used for group recommender 
systems [18]: (1) the Average rating strategy, (e.g., 
used in [4, 25]), which takes the average of individual 
ratings as the rating of the whole group; (2) the Least 
misery strategy, (e.g., used in [21]), which takes the 
minimum of individual ratings (i.e., minimum utility 
value) as the rating of the whole group, to avoid 
“misery” for members; and (3) the Average without 
misery strategy, (e.g., used in [19]), which takes the 
average of individual ratings, after excluding items 
with minimum ratings, as the rating of the whole 
group.  

The hypothesis of the study was: The proposed 
system achieves the best recall and precision against 
the other three aggregation strategies. Precision and 
recall metrics are widely used on information 
retrieving scenario [2], recall is the proportion of truly 
good recommendations that appear in top 
recommendations, and the precision is the proportion 
of recommendations that are truly good 
recommendations [2]. 

First, we extracted real data about vacation 
packages from a popular commercial travel website, by 
submitting a request for a two week vacation in Los 
Angeles, California starting from June 15, 2013, which 
included a non-stop round-trip airfare from 
Washington Dulles Airport. Then, we extracted all the 
returned packages from this website, keeping only the 
cost and number of stars (enjoyment) of each package. 
Second, we adopted COD’s method [3], for eliciting 
the utility function of each individual user in each 
group. Third, based on each of the three aggregation 
strategies mentioned above, and in addition to the 
proposed GCAR strategy, we generated four different 
sets of the top-4 recommendation packages and 
presented them in descending order of their utility, as 
follows:  

(1) In the proposed GCAR system, and for each 
group, we estimated the group utility function as 
described in Section 3.2, and used the estimated group 
utility function to find the optimal recommendation. 
Then, we computed seven diverse recommendations 
using the diversity layering method described in 
Section 3.3. Then, we asked each individual user to 
rank them in order of his/her preferences. Finally, we 
applied the IRV method to refine the top-4 
recommendation packages. 

(2) In the Average strategy, and for each group, we 
computed all package’s utility values according to the 
individuals’ utility functions. Then, we took the 
package’s mean utility value as the group utility value, 
(i.e., the group rating for this package). Finally, we 
selected the top-4 packages with the highest mean.  

(3) In the Least misery strategy, and for each group, 
we took the minimum package’s utility value as the 
package’s group utility value, then we selected the top-
4 packages with the highest group utility value. 

(4) In the Average without misery strategy, we 
computed each package’s mean utility value after 
excluding the minimum utility value, and then selected 
the top-4 packages with the highest mean. 

We applied each of the four systems mentioned 
above on the same data set to generate the top-4 
recommendations to each group under each system. 
Since we wanted to evaluate the quality of the top 
recommendations resulting from the proposed GCAR 
system against those resulting from the other three 
systems, we limited the number of results shown to 
each group from each system to 4.  

Finally, we surveyed all the seven groups, and 
asked them to rate each of the 16 resulting 
recommendations from the four systems on a scale of 1 
to 5, where 5 means “strongly agree”, 4 means 
“Agree”, 3 means “neutral”, 2 means “disagree”, and 1 
means “strongly disagree”. None of the groups knew 
which recommendation set resulting from which 
system. 

To calculate the estimated recall at a given rank (k), 
we gathered all the packages rated 4 or 5 by any group 
in a set called “Good”. Then, for each system, we 
calculated the estimated recall by counting how many 
of these good recommendations appeared in the top 
recommendations resulting from the system, as shown 
in equation (1).   

Recall (k)�= | r � Good rank r ≤k |
|Good|

                               (1)�
We then computed the average recall at each rank k 

for each system by taking the average of recall (k) 
among all the seven groups. The results are shown in 
Figure 3. 

 
Figure 3. Average recall vs. rank(k) 
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As shown, at rank 3, our system returned more than 
80% of the relevant packages compared to 64% for the 
Average strategy, 59% for the Least misery strategy, 
and 42% for the Average without misery strategy. 
Moreover, our system outperforms all of the three 
strategies at all ranks in term of recall metric.   

To calculate the estimated precision for each 
system, we counted how many of the returned top-k 
recommendations were actually in the set “Good”, as 
shown in equation (2).   

Precision (k) = | r � Good rank r ≤k |
k

                          (2) 
We then computed the average precision at each 

rank k for each system by taking the average of 
precision (k) among all the seven groups. The results 
are shown in Figure 4. As shown, at rank 1, all of the 
recommendations resulting from our system as the top-
1 recommendations were actually relevant, compared 
to 57% for the Average strategy, and 43% for both the 
Least misery strategy and the Average without misery 
strategy. Moreover, our system outperforms all of the 
three strategies at all ranks in term of precision metric.   

 
Figure 4. Average precision vs. rank (k) 

 
In order to determine the statistical significance of 

our results, we assumed a uniform distribution of 
ratings over the available packages, which means that 
each randomly selected package has an equal chance to 
receive any of the 5 group ratings. Under this 
assumption, the probability of rating a randomly 
selected package as “Good” (rating 4 or 5) is 2/5. We 
obtained 17 selected packages rated “Good” out of 28 
trials (4 recommendations for 7 groups) by the 
proposed system, which can occur by chance with a 
probability of 2.15%, (i.e., p-value of 0.0215).  
Therefore, our hypothesis is confirmed with adequate 
statistical significance. 

We conjectured that the proposed GCAR 
framework outperformed the three other strategies 
because of: (1) applying diversity layering to generate 
a diverse set of recommendations; (2) allowing each 
individual user to rank these diverse recommendations 
by himself to avoid the effect of an incorrect estimation 
of the individual user’s utility function in the first step; 

and (3) using the IRV mechanism to aggregate the 
users preferences in a collective preference that fairly 
satisfied all of the group members.     
 

5. Conclusions  
 

In this paper, we proposed the GCAR framework 
that provides a diverse set of recommendations on 
composite bundle of products and services to a group 
of users. This framework was based on: (1) eliciting 
the utility function for each individual decision maker; 
(2) estimating the group utility function; (3) using the 
group utility function to find an optimal 
recommendation alternative; (4) constructing a set of 
diverse recommendations which contains the optimal 
recommendation alternative; and (5) applying the 
Instant Runoff Voting (IRV) method, from social 
choice theories, on the generated set of 
recommendations to refine the final top-k group 
recommendations. We also conducted a preliminary 
experimental study which showed that the proposed 
framework’s strategy significantly outperforms three 
popular aggregation strategies normally used for group 
recommendations.  

GCAR extended the existing recommender systems 
in three ways: (1) it considered composite, rather than 
atomic, recommendations, e.g. a travel 
recommendation may involve interrelated air 
reservation, accommodation, activities, car rental, etc.; 
(2) it dealt with multiple, rather than single, criteria 
associated with recommendations such as cost, benefit, 
enjoyment, satisfaction, risk, etc.; and, most 
importantly, (3) it supported a group of diverse 
users/decision makers who may have different, or even 
strongly conflicting, views on weights for different 
criteria.  

Although group recommendations require users to 
give up some of their privacy in order to improve the 
recommender’s transparency, it was less of a problem 
in this study since the groups were small and probably 
consisting of close friends. However, future work is 
needed to understand how to balance privacy with 
transparency for larger groups (over 100 users). 
Furthermore, although GCAR worked well for small 
groups of users, it is a challenge to scale it to groups of 
a very large number of decision makers, as well as to 
establish appropriate aggregation strategies for such 
groups. In particular, large-scale evaluations and 
investigations on the affect of group size are needed. 

Many research questions remain open, including: 
(1) studying the system behavior across various group 
size and similarity; (2) scaling the GCAR framework 
to groups of a very large number of decision makers; 
(3) developing efficient algorithms for diversity 
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layering; (4) proposing new aggregation strategies; (5) 
conducting a large-scale evaluation. 
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