Higher Education (2022) 83:1315-1333
https://doi.org/10.1007/s10734-021-00744-1

®

Check for
updates

Gender-biased evaluation or actual differences?
Fairness in the evaluation of faculty teaching

Edgar Valencia'

Accepted: 21 July 2021 / Published online: 13 August 2021
© The Author(s), under exclusive licence to Springer Nature B.V. 2021

Abstract

How do we know if a faculty teaching evaluation is biased? Biasing factors studies are an
influential source of evidence for arguing about biased teaching evaluations. These
studies examine existing evaluation data and compare the results by gender, race, or
ethnicity, interpreting a significant difference between subgroups as evidence of bias.
However, only a difference explained by irrelevant aspects embedded in the evaluation
would compromise its fairness. The study aims to amend how practitioners and re-
searchers address gender bias concerns in faculty teaching evaluations by defining
fairness, disparate impact, and statistical bias from an educational measurement stand-
point. The study illustrates the use of differential item functioning (DIF) analysis, a
strategy to examine whether the meaning of an item changes depending on the gender
of the instructor. The study examines instructor’s gender bias using responses to a course
evaluation questionnaire from education graduate students from two academic depart-
ments within the same institution. In one of the departments, the analysis suggested a fair
evaluation and no gender gap. In the other department, four of the eight items in the rating
scale were easier for women than men with similar teaching ability, and women achieved
better evaluations than men. The discussion addresses the conceptual and methodological
advantages of adopting an educational measurement perspective on fairness in faculty
teaching evaluation. Findings encourage practitioners and administrators to use the best
available tools to strengthen the credibility of faculty teaching evaluations and prevent
unfair personnel decisions affecting underrepresented subgroups in academia by gender,
race, or ethnicity.
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The evaluation of faculty teaching faces constant scrutiny of the various aspects that affect
validity. Research on student evaluation of teaching (SET) calls into question the number and
nature of the teaching attributes included in these questionnaires (Alhija, 2017; Spooren et al.,
2013), the quality in which students engage the response process (Bassett et al., 2017; McClain
et al., 2017; Valencia, 2020) and the lack of correlation with students’ grades (Uttl et al.,
2017). Teaching evaluation correlates with variables unrelated to teaching ability, including
personal characteristics such as gender (Andersen & Miller, 1997; Basow & Martin, 2012;
Feldman, 1993; Stark & Freishtat, 2014; Boring et al., 2016). These findings feed a growing
concern about gender-biased teaching evaluation (ASA, 2019; Gémez Cama et al., 2016;
Mitchel & Martin, 2018; Weisshaar, 2017). The effects of gender bias in faculty teaching
evaluation increase as the COVID-19 pandemic forces adaptations in working conditions,
including online lectures, new grading systems, and fewer available resources, all more likely
to affect women (Malisch et al., 2020)

The concept “glass ceiling effect” captures women’s lack of access to better wages, power,
and opportunities compared to men (Bertrand, 2017). The steps taken to prevent or minimize
gender inequality and the glass ceiling effect in academia have produced slow results (Cundiff
et al., 2018; Gomez Cama et al., 2016). One explanation of gender inequality in academia
proposes that women invest less in education, training, and work experiences and
accumulate less human capital than men because women seek a balance between work
expectations and family obligations. Less human capital impacts productivity and puts
women at a disadvantage when applying for academic jobs, tenure, leadership, and
senior management positions. As a result, women are more often recruited by less
elite institutions in less prestigious disciplines than men, they are less likely to receive
tenure, and they progress slowly than men in their careers with lower wages (Gomez
Cama et al., 2016; Weisshaar, 2017).

A second reason for gender inequality in academia relates to gender-biased evaluation
(Weisshaar, 2017). Two mechanisms examined in faculty teaching evaluation literature are
stereotyping (Arbuckle & Williams, 2003; Cundiff et al., 2018, Martin & Mitchell, 2018;
Bavishi et al., 2010; Rivera & Tilesik, 2019) and expectations violation (Anderson & Smith,
2005; Basow & Montgomery, 2005; MacNell et al., 2015).

A stereotype is a belief that shapes the judgments individuals make about members
of a specific group based merely on group membership. In academia, stereotypes for
women include warmth, nurturance, emotional sensitivity, and other similar terms.
Stereotypes for men include competence, dominance, high status, authority, brilliance,
and alike. Students may automatically use a gender stereotype to judge their instruc-
tors when filling a teaching evaluation form (Arbuckle & Williams, 2003).
Stereotyping would result in higher scores for the group that better resemble the
criteria utilized in the teaching evaluation, which often relates to “competence,” hence
favoring men. The evaluation itself may trigger gender stereotypes of competence,
providing an advantage to men over women (Rivera & Tilcsik, 2019).

The second form of gender-biased teaching evaluation involves a contrast between behav-
iors and expectations. An expectation violation occurs when students hold beliefs not coherent
with how their teacher behaves (MacNell et al., 2015). For instance, students may believe that
availability is prototypical of a specific gender (women), profession (e.g., nursing, social work,
education), or occupation (e.g., teacher). When a female teacher shows less availability to meet
after class than expected by students, students may rate this teacher worse than a male teacher
showing the same availability because she violated the expectations hold by her students.
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Women may struggle to comply with conflicting gender and occupational expectations
leading to a double bind threat (Cundiff et al., 2018). First, women may try to fulfill
occupational expectations that allow progress in their careers. Examples of these expectations
are assertiveness, self-promotion, and research roles. Women doing so risk punishment
because these are expectations related to men. Second, women may avoid fulfilling attributes
targeting service (e.g., supportiveness, nurturing, and teaching roles) that are less relevant for
career progression. Again, women may suffer punishment because they are not meeting
occupation expectations. Thus, stereotypes and expectations may shape students’ judgment
of their teachers and teaching, affecting responses to a teaching evaluation form.

How do we currently know when a teaching evaluation is
gender-biased?

An assumption underlying the current discussion about gender bias in teaching evaluation
concerns the validity and relevance of the research findings for administrators and practi-
tioners. An influential first group of studies reports findings from experimental designs.
Significant challenges relate to manipulating gender (or other characteristics such as age, race,
or ethnicity) and the randomization of students to different study conditions (e.g., sections).
For instance, Arbuckle and Williams (2003) asked college students to watch a 35-min
picture-slide-audiotaped presentation where the instructor’s figure and voice were neutral.
Anderson and Smith (2005) changed the name (either feminine or masculine) and ethnicity of
an instructor’s CV before asking undergraduate students to rate his/her capability. Similarly,
Bavishi et al. (2010) also manipulated the instructor’s CV to create conditions based on
gender, ethnicity, and discipline. Then, they asked college students to rate the instructor’s
competence. MacNell et al. (2015) conducted a similar manipulation by changing the instruc-
tor’s name in an online introductory-level anthropology/sociology course. Finally, Bonitz
(2011) manipulated gender using a hypothetical instructor and teaching situation described
in a vignette. Due to manipulation, instructors differ in only one attribute (gender) and are
comparable in all other attributes, including teaching ability. Students across conditions are
comparable due to randomization. Holding constant teaching ability and students’ severity is
the basis for adequately inferring that a gender bias in teaching evaluation occurred. However,
the artificial manipulation of gender reduces the generalizability of the findings over actual
teaching conditions. Additionally, experiments are not helpful for administrators and practi-
tioners seeking to examine gender bias because manipulating gender or randomly assigning
students to course sections is unpractical.

Biasing factors literature

A second influential group of studies exploring gender bias in teaching evaluation relate to the
biasing factors literature. Most SET research syntheses include a section on biasing factors
(Alhija, 2017; Marsh, 1987; Onwuegbuzie et al., 2009; Spooren et al., 2013; Stark & Freishtat,
2014; Wachtel, 1998). An advantage of a biasing factors study over an experiment is that the
former utilizes routinely collected teaching evaluation data (MacNell et al., 2015). This vein of
literature defines a bias to occur when “a student, teacher, or course characteristic affects the
evaluation made, either positively or negatively, but is unrelated to any criteria of good
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teaching” (Centra, 2003, p. 498).” Typical methods for determining a positive or negative
impact are correlation analysis, regression analysis, and ANOVA. Any statistically significant
finding (correlation coefficient, regression coefficient, or ANOVA main or interaction effect)
would indicate a biased evaluation.

From the numerous examples of biasing factors studies addressing instructor’s character-
istics as a source of bias, findings are inconclusive or contradictory (Basow & Martin, 2012;
Centra & Gaubatz, 2000; Spooren et al., 2013). Similarly, studies comparing women and men
in teaching evaluation show inconsistent results, with women achieving higher evaluations
than men on occasions. For instance, Basow and Montgomery (2005) report a statistically
significant main effect of gender, with women receiving higher scores from students at a
liberal arts college. Smith et al. (2007) report a statistically significant regression coefficient of
gender on teaching evaluation scores, with undergraduate communication students scoring
men higher than women. McPherson and colleagues report a statistically significant regression
coefficient of being a male instructor on evaluation scores using responses from students
attending undergraduate economy courses (McPherson et al., 2009). However, there is no
effect when analyzing evaluations from economy master’s students (McPherson & Jewell,
2007). Despite the prior belief that the gender effect is either null or small or that findings are
inconclusive (Aleamoni & Hexner, 1980; Andersen & Miller, 1997; Centra & Gaubatz, 2000;
Feldman 1993; Marsh & Roche, 1997; Ory, 2001; Theall & Franklin, 2001, Wachtel, 1998),
recent evidence tends to support the concern about gender-biased teaching evaluations (ASA,
2018; Gomez Cama et al., 2016; Mengel, Sauermann, & Zdlitz, 2019; Mitchel & Martin 2018;
Rivera & Tilesik, 2019; Wagner, Rieger, & Voorvelt, 2016, Weisshaar, 2017).

A biasing factors study does not measure bias

One general problem affecting biasing factors studies is that the relationship captured by a
correlation or regression coefficient is not evidence of bias (Centra, 2003; Haladyna & Hess,
1994; MacNell et al., 2015; Marsh, 1987). These studies can indicate the direction and strength
of the effect (or impact) of an independent variable (i.e., instructor’s gender, race, or ethnicity)
on a dependent variable (teaching evaluation) only if the study meets the conditions for
inferring causality (Schneider et al., 2007; Shadish et al., 2002). Experimentation is the more
effective strategy to achieve these conditions. Some studies introduce statistical controls
(covariates) in an attempt to achieve comparability among various variables. However, studies
still compare women and men with different levels of teaching ability. Thus, the meaning of
the relationship between teaching evaluation and gender is no longer an effect, impact, or bias
but just a difference.

The following hypothetical situation illustrates the limitation of interpreting a difference as
evidence of bias. Consider a course evaluation questionnaire containing a few items activating
a gender stereotype of competence. Consequently, students are more lenient toward male
instructors because men are most likely to be seen as competent. Students are more stringent
toward women because they are less likely to be seen as competent. Obtaining the same
evaluation is harder for women than men due to an irrelevant aspect in the evaluation (the item
content). A biasing factors study would show, for example, a trivial difference captured by a
correlation or regression coefficient close to zero. Ignoring that item content creates an unfair
teaching evaluation suggests that the trivial difference between women and men reflects an
unbiased evaluation when the opposite is true. Given the item content, achieving the same
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result is harder for women than men. Thus, freeing the item from the biasing content would
lead to a change in the difference in teaching evaluation between men and women (Rivera &
Tilesik, 2019).

Measurement bias and test fairness

Test fairness comprises theory and methods that help examine if a given measurement
produces unfair differences between subgroups, in other words, if we employ the same or a
different yardstick for men or women or by race or ethnicity of the participants. Fairness has
been an enduring concern in educational measurement for decades in various settings,
including personnel selection, standardized testing, college admission, and psychological
testing (Camilli, 2006; Camilli, 2013; Zumbo, 1999). Fairness is a condition establishing
the validity of a measure and the decisions the measure informs (AERA, APA, NCME, 2014).

A fairness study aims to “sort out whether the reasons for group differences are due to
factors beyond the scope of the test [...] or artifactual” (Camilli, 2006, p. 225). A fairness
study contributes to “identify and remove construct-irrelevant barriers to maximal performance
for any examinee” (AERA, NCME, APA, 2014, p. 190). There is a variety of tools for
conducting fairness studies: “Such analyses could employ a range of methodologies, including
those appropriate for small sample sizes, such as expert judgment, focus groups, and cognitive
labs. Both qualitative and quantitative sources of evidence are important in evaluating whether
items are psychometrically sound and appropriate for all relevant subgroups” (AERA, NCME,
APA, 2014, p .193).

An essential aspect defining the use of the term fairness from an educational measurement
standpoint is defining who benefits from the potential advantage. As a convention, the group
with the social advantage is the reference group. The group with the disadvantage is the focal
group (AERA, APA NCME, 2014). The decision of what individuals are part of the focal and
reference groups relies upon social, political, and regulatory aspects (Camilli, 2006; Zumbo,
1999). For instance, historical and legally relevant focal groups in the US context include
American Indian, Alaska Native, Asian, Black or African American, Hispanic or Latino,
Native Hawaiian, Pacific Islander, and non-native English.

The second aspect of fairness relates to the definition of bias. From a legal perspective,
disparate impact is the difference in performance between reference and focal groups (Camilli,
2006; Zumbo, 1999). This definition conveys that disparate impact does not imply bias. Bias
refers specifically to systematic measurement error in test scores (AERA, APA, NCME, 2014).
Systematic measurement error (or bias) produces deflation or inflation (additive error) or
changes in the correlation coefficients with other variables (correlational error) (Viswanathan,
2005). An example of a bias affecting faculty teaching evaluation occurs when students
respond unattentively (Bassett et al., 2017) or relying on a response style (Valencia, 2020).
Bias (measurement error) produces a distorted picture of the instructors’ level of teaching
ability as a whole and inaccuracy in the correlation coefficients between teaching evaluation
and other variables.

From a fairness perspective, bias relates to “construct-underrepresentation or
construct-irrelevant components of test scores that differentially affect the performance of
different groups of test-takers” (AERA, APA,, and NCME, 2014, p. 40). As in the previous
example, item content triggers an irrelevant component in students’ response
(construct-irrelevant variance), the stereotype of competence, and creates a difference in the
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item’s interpretation that depends on the instructor’s gender. In this last specific sense, bias
results in an arbitrary difference in performance between subgroups.

Statistical bias and differential item functioning

A typical step in a fairness study is the examination of statistical bias. Mathematical models
help compare focal and reference groups with similar abilities. One approach involves
identifying an external criterion that should correspond, in our case, to another already valid
teaching ability measure. The goal is to determine that the prediction of the criterion using the
teaching evaluation is equivalent between the focal group (e.g., women) and the reference
group (e.g., men). Evidence of a differential prediction would reflect statistical bias because
the expectation is the equivalence of the regression parameters (e.g., slope and intercept).
Evidence of statistical bias suggests that the meaning of the faculty teaching evaluation is not
the same in the focal and reference groups (Camilli, 2006).

Another strategy to collect evidence of statistical bias when no valid external criterion is
available requires an internal criterion. The internal criterion strategy employs the same set of
items to examine differences between focal and reference groups. The fundamental question
that internal criterion strategies address is “Is this item measuring the same thing for two
groups relative to the other items?” (Camilli, 2006, p. 229).

Differential item functioning (DIF) is an internal criterion strategy (uses the same items
included in the teaching evaluation) that collect evidence of statistical bias. Statistical bias
relates to the lack of equivalence of the attributes describing the functioning of an item
between focal and reference groups (Camilli, 2006; Zumbo, 1999).

A relevant attribute characterizing the functioning of an item is its difficulty.! In traditional
item analysis, the difficulty is the proportion of participants that succeed or endorsed high
scores (Kline, 2005). For instance, obtaining a rating of 5 out of 5 in the item “the instructor
arrived on time” seems easier to achieve than the same score of “5” in the item “the instructor
created challenging lectures.” The latter requires higher teaching ability than the former to
deserve the same high score. Therefore, the difficulty of the second item should be the highest
between the two items; thus, fewer instructors should receive higher scores compared to the
first item. If an item triggers a gender stereotype, that item’s difficulty should be higher for
women than men.

DIF in faculty teaching evaluation

Institutions often devise methods for inferring teaching ability from questionnaires. Specifi-
cally, a faculty teaching evaluation involves using raters (i.e., the students) and multiple items
using fixed response alternatives (e.g., Likert-type rating scale). With rating scale data, a
typical method for obtaining an overall teaching ability measure is the sum (or average) across
item responses or total score (Spector, 1992).

' A second attribute relates to item discrimination (the correlation between the item and the total score) and a
third attribute relates to guessing (for measures with correct/incorrect answers). For parsimony, I address
difficulty as the most relevant attribute explaining responses to items in a faculty teaching evaluation, but the
same applies when focusing on discrimination.
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Classical test theory (CTT) provides the rationale underlying the use of fotal score. CTT is
a psychometric theory connecting raw scores and the latent constructs they target (Spector,
1992; Traub, 1997). CTT has strong assumptions about raw scores that are hard to comply
with (Shavelson and Webb, 2006; Hambleton, Swaminathan, & Rogers, 1991). One
limitation is the assumption that all items reflect teaching ability in the same way (e.g.,
“arriving on time” matters as much as “making the course intellectually stimulating”). In
other words, CTT assumes that items’ functioning is homogeneous. CTT only accounts
for random error (a source of error detrimental to reliability), ignoring systematic error (or
bias). Lastly, CTT and Likert-type scales are notorious for producing only ordinal data
affecting a significant group of data analysis strategies utilized in faculty teaching
evaluation (Boring et al., 2016; Stark & Freishtat, 2014). Thus, the total score is too
simple to address the complexity of faculty teaching evaluation, examine fairness, and
support personnel decisions based on these evaluations.

A helpful framework for overcoming the CTT limitations and examining DIF is the rating
scale model (RSM) (Andrich, 1978; Wright & Masters, 1982). The RSM is a psychometric
model appropriate for measures with response alternatives that are the same across all items
(e.g., Likert-type scales). Prior research reports aspects of the validity of faculty teaching
evaluations using the RSM (Haladyna & Hess, 1994; Meyer et al., 2017; Setari et al., 2016;
Van Zile-Tamsen, 2017).

The RSM relates the probability of choosing a response option to a given item to three
components: (1) the student’s attitude toward the teaching ability of the instructor, (2) the
difficulty of the item, and (3) the difficulty of choosing a specific response option. For
instance, the RSM predicts that a student is more likely to select “not at all” for item “I found
the course intellectually stimulating” if (1) she/he has a relatively low overall appraisal of
teaching ability (low student’s attitude), (2) the item expresses an attribute of teaching harder
to accomplish (high item difficulty), and (3) the transition between adjacent response alterna-
tives is harder (high threshold). The latter would occur if instead of selecting between “not at
all” and “somewhat,” the response alternatives were “not at all” and “moderately” since the
width between “not at all” and “moderately” is larger than between “not at all” and “some-
what.” Equation 1 formally presents the RSM (Bond & Fox, 2015, p. 350):

eBn’[DﬁLFk]

Prix = Tt B D i)

(1)
In Eq. 1, the probability of selecting the response option & in item i for student » depends on B,
representing the attitude of the student n, D; that accounts for the difficulty of item i and F), that
“reflects the level at which the likelihood of being observed in a given response category
(below the threshold) is exceeded by the likelihood of being observed in the next higher
category” (Bond & Fox. p. 116.). The three components, the students’ attitude, item
difficulties, and thresholds, are unknown and are inferred from the raw responses
following iterative estimation methods. The analysis produces estimates of the level of
attitude for each student, a difficulty for each item, a fixed (the same across items) set
of thresholds (one minus the number of response alternatives), and information
regarding how well the data adheres to the RSM.

Equation 3 builds on Eq. 2 and captures gender differences because it includes the
instructor’s gender (G) as a facet that accounts for the probability of selecting a specific
response alternative:
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eBn—[Dﬁ» Fi—G|

P = 11 B DA FeGl (2)

The DIF analysis compares item difficulties and thresholds between the focal and reference
groups (Camilli, 2006). Adapting the previous equation to a DIF analysis results in Egs. 3 and
4:

B[Pt FiG]
1+ Ber [Pt FiG]

(3)

P gnik —

B [Dert Fer=G]

1+ eBgn—[Dgf+ng—G]

(4)

P gnik —

Py defines the probability of person n from subgroup g (reference and focal, r and f,
respectively) of choosing response option £ to item i. In Eq. 3, only difficulties may vary by
group (Dg;), while in Eq. 4, both difficulty (D,;) and threshold (F,;) may vary by group. A
difference between the focal and reference group in either difficulty (B;# B, Eqs. 3 and 4) or
thresholds (Fy # Fiy, Eq. 4) would suggest DIF.

This study

A difference in teaching ability between women and men is not evidence of a gender-biased
teaching evaluation. Implementing an experimental study to capture the effect of gender is
unfeasible in most settings. Under the conditions above, how can practitioners and adminis-
trators examine the fairness of a faculty teaching evaluation using routinely collected data?

This study aims to illustrate the use of a differential item functioning analysis (DIF) and
provide evidence of the fairness of a teaching evaluation. The study helps answer the following
two questions. First, are individual items in the faculty teaching evaluation measuring the same
thing for female and male instructors relative to the other items? Second, what is the size of the
disparate impact or gender gap, if any?

Methods
Participants

The study examined students’ responses to a teaching evaluation questionnaire administered to
education graduate students at a large university in North America. The university granted
access to data containing only students’ raw responses, instructor’s gender information, type of
degree program (Master or Ph.D.), and a variable identifying two academic departments
(departments A and B) due to confidentiality concerns. Two other academic departments in
the institution employed a different questionnaire and are not part of the study. Thus, the data
contains no other student, instructor, course, or program information preventing further
analysis. Students received an email requesting voluntary participation. The mode of
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administration of the questionnaire was online. Valencia (2020) reported a complete descrip-
tion of the administration procedure in the context of a separate construct validation study. The
present study focuses on a subsample from the original data collected in winter 2016. In the
two departments, 70% of the students were enrolled in Master and the rest in Ph.D. programs
and almost a third of the questionnaires rated male instructors (reference group) while
two-thirds rated female instructors (focal group). The total number of students with complete
information for the analysis is 514 in department A and 418 in department B.

Teaching evaluation questionnaire

The results of the teaching evaluation inform both formative and summative decisions for
faculty and program and curriculum improvement in this institution. The online questionnaire
contains eight items with statements targeting the instructor’s teaching ability. The eight
statements are “I found the course intellectually stimulating” (item 1), “The course provided
me with a deeper understanding of the subject matter” (item 2), “The instructor created a
course atmosphere that was conducive to my learning” (item 3), “Course projects, assign-
ments, tests, and/or exams improved my understanding of the course material” (item 4),
“Course projects, assignments, tests, and/or exams provided opportunity for me to demonstrate
an understanding of the course material” (item 5), “The instructor explained the learning
objectives for the course” (item 6), “The course instructor demonstrated respect for diversity
(e.g., race, gender, ability, religion, sexual orientation, etc.) in the classroom” (item 7), and
“The course instructor encouraged students to express their own ideas in the class” (item 8).
Instructions requested students to rate the level of agreement with each statement using one of
the following five response alternatives: “not at all,” “somewhat,” “moderately,” “mostly,” and
“a great deal.” Students answered the same questionnaire regardless of the department, course,
or degree program.

99 99 <,

Data analysis

Previous equations sustain four quantitative analyses (models 1 to 4). The first analysis
involves estimating students’ attitudes, item difficulties, and thresholds (model 1). The analysis
checks the overall quality of the SET data, the extent to which the data complies with the
psychometric model depicted in Eq. 1, and is useful for measuring teaching ability. Two
indexes for ascertaining data quality are the inlier-sensitive (or information-weighted) mean
square and outlier sensitive (or information-weighted) mean square (infit and outfit, hence-
forth). These indexes summarize the amount of residual information, the difference between
expected and predicted values following the model. Infit or outfit excessively below 1
indicates less variation than expected by the model (i.e., measurement redundancy). Infit or
outfit excessively above 1 indicates more variation than expected by the model (i.e., there is
construct-irrelevant variance). A general rule of thumb recommends marking values under 0.5
or over 1.5 as problematic (Osteen, 2010; Wright & Linacre, 1994; Wu et al., 2007). Another
guideline suggests providing greater importance to infit than outfit because the second is very
sensitive to large individual residuals (Ames & Penfield, 2015; de Ayala, 2009).

The following step targets gender differences and involves fitting the data to Egs. 2, 3, and
4. Equation 2 adds an instructor’s gender as a measurement facet (model 2). Equation 3 adds
gender effect and item difficulties by gender (model 3). Equation 4 adds gender effect and both
item difficulties and thresholds varying by gender (model 4). Evidence of DIF derives from
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comparing the overall fit of model 2 and model 3. If model 2 offers a better fit than model 3,
then the functioning of item difficulties is equivalent between reference (men) and focal
(women) groups. On the contrary, a model 3 with a better fit than model 2 provides evidence
of DIF. The same applies to the examination of differential thresholds by gender (model 4).

Deviance is a goodness of fit index that allows relative comparisons between competing
models, with smaller deviances indicating a better relative fit. A rule of thumb suggests
interpreting a difference in deviance between zero a two as a “substantial” level of empirical
support, between four and seven as “considerably less” level of empirical support, and above
ten as “essentially none” level of empirical support for a model (Burnham &
Anderson, 2002, p. 71). Additionally, a likelihood ratio x? test of the difference in
deviance (with the difference in parameters as the degree of freedoms) examines the
hypothesis of equal model fit. A statistically significant x2 indicates that the compet-
ing model shows a statistically significant better fit.

If the analysis reveals DIF due to difficulty (or thresholds) varying by gender, the final step
examines each individual item’s difficulty/threshold by gender. Estimates by gender are
expressed as a difference from the average item difficulty or threshold, respectively.
A standardized value (the estimate divided by the standard error) above |2| suggests a
statistical bias for the specific item or threshold (Bond & Fox, 2015; Camilli, 2006;
Wu et al., 2007). All models were fitted using the software Conquest 5 for the
macOS platform (Adams et al., 2020).

Results
Model 1 (SET quality)

The analysis produced seven-item difficulties, three thresholds, a mean, and a variance
describing the students’ attitude level about teaching. The estimation converged
quickly and satisfactorily after 34 iterations for department A and after 70 iterations
for department B. The distribution of students’ attitudes was negatively skewed in the
two departments, with more students leaning toward reporting high teaching ability.
Students’ attitude extended from —2 logits to +10 logits, with an average teaching
ability of 2.99 logits (SD = 2.45) in department A and 4.4 logits (SD = 2.46) in
department B. The reliability in the two departments is adequate, with a
person-separation index of 0.86 in department A and 0.80 in department B. Reliability
under CTT using Cronbach’s alpha internal consistency coefficient is spuriously much
higher, with values of 0.95 and 0.94 for each department, respectively.

Table 1 presents item difficulties, thresholds, and fit indexes (infit and outfit). Item
difficulties ranged in the +2 logit intervals. Other educational measures span over similar
intervals, and between +4 logits or more (see Bond & Fox, 2015; Wright & Masters, 1982; Wu
et al., 2007 for applied examples). Thus, the questionnaire could benefit from more items
targeting harder-to-achieve teaching attributes. Item 7, “The course instructor demonstrated
respect for diversity in the classroom,” is the most aggregable statement in the two depart-
ments, exemplifying an easy-to-achieve attribute of teaching. The most difficult item to
endorse in department A is item 3 “The instructor created a course atmosphere that was
conducive to my learning.” Item 1, “I found the course intellectually stimulating,” is the most
difficult item in department B.
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Table 1 Item difficulties, thresholds, and residual-based fit indexes for model 1

Department A Department B
Parameter Est. SE Outfit Infit Est. Error Outfit Infit
Item 1 0.64 0.07 0.85 0.86 0.73 0.09 0.94 0.93
Item 2 0.28 0.07 1.06 0.84 0.27 0.09 0.81 0.94
Item 3 0.72 0.07 0.78 1.01 0.56 0.09 0.86 1.04
Item 4 0.31 0.07 0.74 0.88 0.57 0.09 0.79 0.85
Item 5 0.22 0.07 0.69 0.79 0.38 0.09 0.68 0.90
Item 6 —0.14 0.07 1.07 1.21 0.27 0.09 0.94 0.99
Item 7 -1.28 0.09 1.54 1.74 -1.59 0.14 1.18 1.68
Item &2 —0.76 0.08 1.00 1.22 -1.20 0.12 0.79 1.33
Threshold 1 —2.40 0.14 4.62 1.50 —3.31 0.33 5.67 1.49
Threshold 2 -0.35 0.09 1.10 1.67 -0.22 0.16 0.92 1.67
Threshold 3 0.48 0.08 1.29 1.54 0.67 0.14 1.26 1.58
Threshold 42 2.27 1.30 1.22 2.86 1.15 1.25

2Fixed estimates for model identification purposes

Est., difficulty/threshold estimate; SE, standard error of measurement; outfit,
outlier-sensitive mean square fit; infit, information-weighted mean square fit

The fit of the data to the RSM seems adequate in the two departments because most infit
and outfit are around their expected value of 1 and within the .5 and 1.5 rule of thumb range.
There is no problematic redundancy because all infit and outfit are above the 0.5 lower bound
cutoff. The thresholds 1 to 4 are ordered from negative to positive values following how the
response alternative should function: Selecting higher response alternatives should require
more attitude level. Outfit for threshold 1 (selecting “not at all” versus “somewhat”) exceeds
the upper bound 1.5 cutoff. However, the infit falls within the expected value. Infit for
thresholds 2 and 3 are slightly above the 1.50 cutoff, suggesting some issues in the response
scale utilization. Despite these three areas for further improvement (for instance, evaluating the
number and labels for the response scale), the results show SET data reliable and useful for
gender analysis. Results also suggest slight differences in the way the questionnaire worked
between departments, in specific, what were the hardest items.

Differences by gender and DIF

Table 2 presents summary information for four analyses following Egs. 1, 2, 3, and 4. The first
noteworthy result relates to the improvement in the goodness of fit (deviance) of all
three competing models (models 2, 3, and 4) compared to model 1 in the two
departments. Results reveal a large (above 10) and statistically significant difference
in deviance from model 1 to the gender difference analysis (Eq. 2) in department A
(x3(1,N=514)=56.69, p<0.001), offering null empirical support for model 1. The
results of fitting Eq. 2 reveals that women receive 1.75 logits more favorable attitude
toward teaching ability, representing 0.75 standard deviations or a medium-size effect
(Cohen, 1988; Ellis, 2010). The difference by gender is statistically significant (x2(1,
N=514)=60.06, p<.001). In contrast, the change in deviance in department B offers
empirical support for model 1 rather than the gender difference model. The change in
deviance is nonstatistically significant (x2(1, N=418)=0.59, p=0.39). Coherently, the
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Table 2 Comparison among four models for examining DIF by instructor’s gender in SET data from two
academic departments

Equation/model (1) 2) 3) “4)
Department A
Model deviance 711342 7057,73 6990,87 6986,19
Parameters 7137.42 7083,73 7030,87 7032,19
Deviance difference 34 104 104 100
Degrees of freedom 12 13 20 23
LR p-value 55,69 66,86 4,69
Department B
Model deviance 4537,37 4536,78 4531,79 4528,18
Parameters 4561,37 4562,78 4571,79 4574,18
Deviance change 70 81 80 124
Degrees of freedom 12 13 20 23
LR p-value 0,59 4,99 3,62

(1), baseline model; (2), gender difference model; (3), differential item difficulty model; (4), differential difficulty
and threshold model; LR, likelihood ratio

difference of .224 logits favoring men represents about .09 of the standard deviation,
a trivial effect size not statistically significant (x2(1, N=418)=0, 51, p=.43).2

The first DIF analysis includes separate item difficulty for women and men (3). The model
is effective in reducing deviance from model 2 in the two departments. The deviance change is
statistically significant in department A (x3(7, N=514)=66.86, p <0.001), providing no
empirical support to model 2. On the contrary, the magnitude of the deviance change in
department B is too small and not statistically significant (x*(7, N=418)=4.99, p=.12). The
results suggest a systematic interaction between gender and items coherent with DIF only in
department A.

The second DIF analysis includes specific item difficulty and thresholds by gender (model
4). The change in deviance from model 3 to model 4 suggests a substantial level of empirical
support for the more simply model 2. The likelihood ratio test suggests a nonstatistically
significant difference in deviance in department A (x2(3, N=1514)=4.69, p =.08) and depart-
ment B (23, N=418)=3.62, p=.12). Thus, the results suggest no interaction between
gender and thresholds. Accordingly, students did not employ the response scale differently
depending on gender, and DIF relates mainly to the interaction between the instructor’s gender
and items exclusively in department A.

Examining DIF in department A

Table 3 shows differences in the functioning of item difficulty by gender in department A.
Estimates are a deviation from the average item difficulty when the instructors are men (top
half) or women (bottom half). Values represent how much difficult it is for women or men to
receive the same score in the item. The bottom part of the table only differs in sign from the
upper part. Table 3 also shows difficulty divided by the standard error to determine what
specific item exhibits DIF (labeled Z in the last column in Table 3). As a rule of thumb, values
of Z above 2 flag an item with DIF.

2 With a CTT approach, the conclusion is similar, but the size of the difference is smaller, 0.61 and 0.4 standard
deviations for departments A and B, respectively.
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Table 3 Department A estimates of item difficulty by instructor’s gender (model 3)

Ttem Est. SE Outfit Infit Z

Reference group: men
1. I found the course intellectually stimulating 0.17 0.07 095 0.87 241
2. The course provided me with a deeper understanding of the subject matter 0.21  0.07 0.87 0.88 2.96
3. The instructor created a course atmosphere that was conducive tomy 021 0.07 0.85 0.94 3.03
learning
4. Course projects, assignments, tests, and/or exams improved my under- —0.12 0.07 091 091 -1.70
standing of the course material
5. Course projects, assignments, tests, and/or exams provided opportunity —0.14 0.07 0.93 0.87 —1.96
for me to demonstrate an understanding of the course material
6. The instructor explained the learning objectives for the course 030 0.07 132 137 4.07
7. The course instructor demonstrated respect for diversity (e.g., race, -0.48 0.09 2.08 1.63 —5.30
gender, ability, religion, sexual orientation, etc.) in the classroom
8. The course instructor encouraged students to express their own ideas in —0.15 0.08 0.87 1.16 —1.85
the class?
Focal group: women?
1. I found the course intellectually stimulating -0.17 0.07 095 0.92 —2.41
2. The course provided me with a deeper understanding of the subject matter —0.21 0.07 0.75 0.85 —2.96
3. The instructor created a course atmosphere that was conducive to my ~ —0.21 0.07 0.78 1.08 —3.03
learning
4. Course projects, assignments, tests, and/or exams improved my under- 0.12  0.07 0.72 093 1.70
standing of the course material
5. Course projects, assignments, tests, and/or exams provided opportunity 0.14  0.07 0.69 0.78 1.96
for me to demonstrate an understanding of the course material
6. The instructor explained the learning objectives for the course -0.30 0.07 1.05 1.06 —4.07
7. The course instructor demonstrated respect for diversity (e.g., race, 048 0.09 13 1.62 5.30
gender, ability, religion, sexual orientation, etc.) in the classroom
8. The course instructor encouraged students to express their own ideas in  0.15  0.08 1.14 132 1.85
the class

Est., difficulty estimate; SE, standard error of measurement; outfit, outlier-sensitive mean square fit; infit,
information-weighted mean square fit; Z, estimate/standard error

2 Fixed estimates for model identification purposes

Examination of Table 3 suggests three types of items: items with no evidence of DIF by
gender (three items), items easier to endorse for women (four items), and an item easier to
endorse for men.

Items with no DIF are item 4 (“Course projects, assignments, tests, and/or exams improved
my understanding of the course material”), item 5 (“Course projects, assignments, tests, and/or
exams provided opportunity for me to demonstrate an understanding of the course material”),
and item 8 (“The course instructor encouraged students to express their own ideas in the
class.”). Items that are notably easier to endorse about the teaching of women are item 1 (“I
found the course intellectually stimulating”), item 2 (“The course provided me with a deeper
understanding of the subject matter”), item 3 (“The instructor created a course atmosphere that
was conducive to my learning”), and item 6 (“The instructor explained the learning objectives
for the course).” The two first of these items are also the hardest ones to endorse, and as a
group, these items contain or refer to teaching effectiveness. The only item favoring men is
item 7 (“The course instructor demonstrated respect for diversity in the classroom”). This item
captures the easiest attribute of teaching to endorse and is the only item not directly targeting
an aspect of teaching effectiveness. The size of the difference favoring men in this item (—0.48
logits easier) is sizable and accounts for 0.21SD.
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Conclusion

The study illustrated a differential item functioning (DIF) analysis that cast light on two critical
issues: whether a teaching evaluation measured the same thing for women and men and the
size of the gender disparate impact, if any. The teaching evaluation comprised an online
questionnaire answered by education graduate students from two academic departments. The
analysis indicated no DIF in one of the departments, suggesting that these items were free from
statistical bias and measured teaching in the same fashion for women and men. The findings
help support the fairness of the evaluation allowing meaningful comparison of teaching ability
by gender. The findings also suggested no disparate impact affecting women in this depart-
ment. The same kind of analysis revealed DIF in five items in the second department. Four
items were harder for men than women with comparable levels of teaching ability. The
analysis also showed that women received a higher teaching evaluation.

These findings illustrate the value of two critical aspects from a test fairness perspective.
The first critical aspect is the distinction between disparate impact and bias. The distinction
enables the study of test fairness without the misconception of interpreting a difference as
evidence of a biased evaluation (Feldman, 1993; MacNell et al., 2015; Marsh, 1987; Theall &
Franklin, 2001; Wachtel, 1998). A biasing factors study design may well (1) report a null
difference that reflects an actual difference between subgroups or (2) hide the actual difference
because of an unfair teaching evaluation method. An example is the results from department
A. There is uncertainty about how much larger the difference in favor of women would have
been had the group of items showed no statistical bias. Thus, researchers, practitioners, and
administrators should verify that the teaching evaluation contains no substantial statistical bias
before examining disparate impacts.

Second, the definition of the focal and reference groups forces us to identify the groups
under scrutiny and justify why the focal group needs protection (Camilli, 2006, 2013; Zumbo,
1999). History, theory, and empirical evidence encourage studying the fairness of teaching
evaluation for women and men. In opposition, the biasing factors are often given by the
variables already available in SET data (MacNell et al., 2015) without supporting the theory
(Marsh, 1987). Defining the groups ahead of the fairness study prevents spuriously statistically
significant findings (phishing) because of data-driven analysis of the many potential biasing
factors. Thus, administrators should examine and document the fairness of teaching evaluation
for all culturally relevant underrepresented subgroups by gender, race, or ethnicity before using
the evaluation for informing personnel and other high-stake decisions. Current gender inequal-
ities call for adopting the best available evaluation practices, especially if one considers the
adverse effects of COVID-19 on teaching.

There is a reasonable apprehension about a reduction of transparency with the introduction
of'novel teaching evaluation practices such as the rating scale model (RSM) proposed here and
elsewhere (Haladyna & Hess, 1994; Meyer et al., 2017; Setari et al., 2016; Van Zile-Tamsen,
2017). First, reduced transparency should not be confused with higher complexity. Current
practices are also quantitative and anchored in measurement theory (classical test theory).
Although they seem familiar, there is already a problem with the transparency of current
practices related to a general lack of understanding and misconceptions affecting teaching
evaluation (Theall & Franklin, 2001; Penny, 2003; Boysen, 2015, Boysen et al., 2014). The
ultimate lack of transparency relates to not examining test fairness in faculty evaluation or
using unfit practices. The utilization of defensible methods and proper documentation con-
tributes to monitor and minimize the gender gap, increasing transparency and trust in the long
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run. In this regard, tools for examining fairness are readily available. Fairness captures a whole
chapter of the latest Standards for Educational and Psychological Measurement (AERA,
APA, and NCME, 2014). DIF and similar analyses are routinely conducted in various
educational settings, including large-scale assessment, college admission tests, and personnel
selection. Several licensed and free software for quantitative analysis already includes DIF
routines. Institutions may improve their competencies on educational measurement in different
ways, for instance, through training or by recruiting qualified staff.

Examining DIF using the RSM is convenient for summated rating scales (e.g., Likert
scales), the foundation of most course evaluation questionnaires. Though, the strategy is only
one of the many already available. Other DIF internal methods cover measures featuring
correct/incorrect scoring, rubrics with a different number of performance levels (e.g., class-
room observation protocols, portfolios), and measures where discrimination, along with
difficulty, is an essential attribute of item responses. Other strategies also include the use of
external criteria (i.e., differential test prediction) suitable for the rare situation where a valid
measure of teaching ability is available. There are different types of DIF (uniform and
non-nonuniform) not covered in this study. More importantly, strategies for examining fairness
reach beyond the realm of statistics to include qualitative evidence and logical argumentation
(Camilli, 2013). The study of fairness in teaching evaluation and other faculty evaluation
methods may well begin during the development process (e.g., Educational Testing Service,
2016). Thus, instead of building the case for a unique strategy, logical reasoning, along with
the collection of diverse types of evidence, is the most appropriate course of action for
addressing gender bias in faculty evaluation. The challenge for administrators is to find a
way to elaborate, test, and demonstrate the neutrality of the content and procedure so that, for
instance, the intellectually stimulating teaching from women gets the same evaluation as the
comparable intellectually stimulating teaching performed by men.

Limitations and recommendations

The concept of test fairness represents a step forward from the biasing factors literature.
However, no perspective is flawless, and these tools are limited in several ways. A significant
limitation relates to sample size. DIF analysis requires information from various instructors
and students to inform whether a bias is systematic. The tool allows inferences about the group
but virtually no insight into the fairness of one specific instructor (Camilli, 2013). Another
limitation relates to the reasons underlying DIF. The tools on their own do not provide
explanations for DIF nor disparate impact. For instance, arguing that items about “learning”
trigger gender stereotypes favoring women is disputable. Thus, after an item shows DIF, there
is still room for deliberation on whether DIF threatens the evaluation’s fairness. Also, the idea
of using the same yardstick could be potentially unfair if the teaching conditions are already
harder for some instructors than others. The fact that specific groups of instructors often teach
larger, entry-level courses may affect their opportunity to show some of their teaching skills.
For instance, the same teaching evaluation may not capture relevant differences between the
novel and experienced teachers. DIF and other tools for examining fairness are limited to
detect the extent to which there is statistical bias, requiring other types of evidence and
reasoning to put any gender, racial, and ethnic difference into context.

Drawing from the K-12 teaching evaluation literature (Berliner, 2005), the evaluation of
teaching in higher education also seems difficult and context-dependent. The generalizability of the
gender bias findings from this study is scarce. The same analysis in two academic departments resulted
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in different conclusions. The comparison between departments illustrates how generalization about
gender differences may lead to confusion. Theory and evidence suggest complex ways in which
gender and other stereotypes can affect teaching evaluations (Basow & Martin, 2012; Laird et al.,
2011). The characteristics of the evaluation method, including the dimensions of teaching ability, item
content, participants, response format, and settings, can trigger changes in the evaluation results (e.g.,
Rivera & Tilesik, 2019; Zipser & Mincieli, 2018), affecting validity (Messick, 1995). As a result,
faimess and measurement validity are local instead of a property of the evaluation method (AERA,
NCME, APA, 2014; Bond & Fox, 2015).

Lastly, the study brings attention to the ubiquitous use of SET. Likert-type scales provide a
“quick and easy way of producing some sort of overall score” (Bond & Fox, p. 112). However,
moving away from SET (as the ASA statement suggests) requires demonstrating that the
alternative overpasses the quality and benefits of the current method. A way of coping with the
limitations of Likert-type scales and students’ biases is by building a persuasive argument
about validity based on various forms of evidence and argumentation, including fairness
(AERA, APA, NCME, 2014; Zumbo, 1999). Thus, an area of improvement in teaching
evaluation relates to the scarce documentation of the validity of in-house measures available
to their faculty and communities. With this documentation, administrators can better argue
about maintaining, improving or replacing current practices, adding more transparency and
credibility to a highly controversial topic. There is no bias-free method of faculty teaching
evaluation. Thus, a recommendation is to continuously examine and improve our current and
new practices over time, strengthening the organizational structures to do so and opening the
information to rigorous external scrutiny while taking precautions to maintain the confidenti-
ality of the information.
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