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Building on prior macrosocial-crime research that sought to explain either total crime rates or male rates, this study links female offending rates to structural characteristics of U.S. cities. Specifically, we go beyond previous research by: (1) gender disaggregating the Uniform Crime Report (UCR) index-crime rates (homicide, robbery, aggravated assault, burglary, larceny-theft) across U.S. cities; (2) focusing explicitly on the effects of structural disadvantage variables on the index-offending rates of females; and (3) comparing the effects of the structural variables on female rates with those for male rates. Alternative measures of structural disadvantage are used to provide more theoretically appropriate indicators, such as gender-specific poverty and joblessness, and controls are included for age structure and structural variables related to offending.

The main finding is consistent and powerful: The structural sources of high levels of female offending resemble closely those influencing male offending, but the effects tend to be stronger on male offending rates.

Our study links two recent trends in criminologic inquiry-the newly emergent focus on the nature of female offending and the renewed interest in effects of macrolevel or structural characteristics on crime rates-by examining the relationship between rates of female offending and structural characteristics of U.S. cities. On the one hand, recent years have seen a flurry of research and debate about the nature of female offending as part of a broader and rising interest in gender stratification. A sizable literature now exists on trends in female crime, similarities and differences in patterns and contexts of offending by women and men, and the utility of sociological theories of crime for explaining crime by women (for reviews, see Chesney-Lind, 1997; Daly, 1994; Steffensmeier and Allan, 1996). On

[^0]the other hand, the past decade also has witnessed a renewed interest in the social ecology of crime across geographical units. The units can range from neighborhoods, states, or societies, but cities or standard metropolitan statistical areas (SMSAs) are the most widely used units (for reviews, see Allan and Steffensmeier 1989; Bursik and Grasmick, 1993; Sampson and Wilson 1995).

Surprisingly, the above two trends have yet to be joined, so that a glaring gap exists in the criminological literature. In contrast to the accumulating growth of studies on the causes and correlates of female offending at the individual level of analysis, aggregate-level research on the link between structural characteristics and crime is essentially about male criminality. That research (which typically involves cities or SMSAs as the unit of analysis) either uses total crime rates that are overwhelmingly weighted by the much larger male rates or uses male rates only (see reviews in Messner and Golden, 1992; Sampson and Wilson, 1995; Shihadeh and Steffensmeier, 1994). To our knowledge, no published research has examined whether the structural and city-level covariates of female offending are similar/distinct to those of male offending. ${ }^{1}$

This omission of gender is only partly attributable to the smaller levels and lesser seriousness of female-perpetrated crime. It also reflects two proclivities in the writings on female crime that have been criticized by feminist criminologists and others (Belknap, 1996; Leonard, 1982; Morris and Gelsthorpe, 1991; Naffine, 1987; Steffensmeier and Allan, 1996). One proclivity is the practice of relying heavily on individual-level factors to explain female offending, with little or no discussion of social-structural considerations (e.g., Daly and Chesney-Lind, 1988; Leonard, 1982), whereas the writings on male crime focus heavily on the role of structural factors while downplaying the role of personal problems and individual pathology. The other proclivity is the overwhelming focus on the gender gap or between-sex differences, instead of investigating within-sex differences in female crime rates. As with males, considerable variation exists in female offending across ecological space-that is, across communities, cities, or even societies. Explaining this variation and focusing on female crime per se are as important as explaining the gender gap (Browne and Williams, 1993; Daly, 1994; Steffensmeier and Allan, 1996).

Ambiguity exists in traditional criminology (see review below) and

[^1]within feminist criminology about whether the structural correlates of female offending and male offending will differ (see reviews in Allen, 1989; Daly and Chesney-Lind, 1988; Heidensohn, 1996; Morris and Gelsthorpe, 1991). Some radical and cultural feminist perspectives would predict moderate to considerable differences in the causes and correlates of female crime rates (e.g., Belknap, 1996; Cain, 1989; Figueira-McDonough, 1992; Leonard, 1982; Polk, 1994), whereas socialist and other feminist perspectives (e.g., Carlen, 1988; Mann, 1996; Messerschmidt, 1986; Richie, 1995; Simon and Landis, 1991) emphasize their similarities. Moreover, for feminism more generally, the issue of whether gender differences exist in the structural correlates of offending rates is an institutionally specific manifestation of an ongoing debate-involving "maximalist" versus "minimalist" approaches-on the existence and explanation of gender differences (Epstein, 1988; Giele, 1988; Lehman, 1993). One camp, the "maximalists," argue that the sexes are fundamentally different cognitively, emotionally, and behaviorally as a result of the interaction of biological, psychological, and experiential realities of being male and female. These distinctive realities purportedly lead men and women to take different approaches to a wide variety of issues and problems, including whether and how they engage in criminal pursuits. The other camp, the "minimalists," contends that, rather than different personality traits associated with sex or gender, variations in male/female attitudes and actions reflect the influence of external constraints and opportunities that happen to be associated more with one sex than the other. ${ }^{2}$

Thus, a need exists to examine whether embedded structural factors, such as poverty and family disruption-considered robust predictors of male crime-also influence female offending levels. Although their involvement is less than male levels, a significant minority of females are involved in crime and a still smaller group commit very serious violent

[^2]crimes (Steffensmeier and Allan, 1996). Our objective in this study is to link female offending rates to structural determinants used in prior communities and crime research for explaining either total crime rates or male rates. We go beyond previous research by: (1) gender disaggregating the Uniform Crime Report (UCR) index-crime rates (homicide, robbery, aggravated assault, burglary, larceny-theft) across U.S. cities; (2) focusing explicitly on the effects of structural disadvantage variables on the indexoffending rates of females; and (3) comparing the effects of the structural variables on female rates with those for male rates.

## MACROSOCIAL CHARACTERISTICS AND INTERCITY VARIATION IN CRIME

The search for links between aggregate characteristics and rates of crime has a long tradition in the social sciences, dating at least as far back as Durkheim, Marx, and the early Chicago ecologists (Bursik and Grasmick, 1993). Traditional criminological theories-social disorganization, economic strain, and cultural transmission-all recognize economic hardship, unemployment, cultural conflict, and the breakdown of institutional control in advanced societies as factors that promote crime (Miethe et al., 1991). The structural characteristics used to explain intercity variation in crime rates typically include measures of poverty, income inequality, racial composition, region, population size, and age structure (Blau and Blau, 1982). Other frequently considered variables are measures of family disruption, ${ }^{3}$ residential mobility, population density, and joblessness (Chamlin and Cochran, 1997; Liska and Chamlin, 1984; Messner and Golden, 1992).

Two recent research advances on the relationship between macrosocial characteristics and crime are noteworthy for our purposes here. The first involves Land et al.'s (1990) effort to reconcile the melange of methodologies and findings in macrolevel research on crime by examining data across different units of analysis and over time from 1960 to 1980. Despite the wide assortment of variables typically employed in this area of research, their principal component analysis revealed that many of these variables share the same dimensional space and reflect variations in "resource deprivation" and "affluence." Moreover, the combination of

[^3]structural characteristics comprising the deprivation/affluence component was found to be a robust and consistent predictor of variation in crime rates across geographical units.

A second headway is the small but growing body of race-specific analyses of crime rates (e.g., LaFree et al., 1992; Harer and Steffensmeier, 1992; Messner and Golden, 1992; Sampson, 1987), as compared with the traditional approach of using total or global rates. Because black levels of serious crime are disproportionately high, racially nondisaggregated models of urban violence are potentially misspecified. Starting in the late 1980s, several studies found overlap in the structural correlates (e.g., joblessness, family disruption) of black as well as white violence rates. The studies also revealed that black crime rates are related to some structural features (e.g., economic inequality) differently than white rates (Harer and Steffensmeier, 1992; Krivo and Peterson, 1996; LaFree et al., 1992; Messner and Golden, 1992; Shihadeh and Steffensmeier, 1994).

Clearly, the state of macrolevel research on crime has made significant strides in recent years, but a serious shortcoming remains-the inattention to or omission of gender. As with the emergence of racially disaggregated analyses, there is a need for gender-disaggregated analyses of the structural context and macrolevel forces shaping female offending rates. What are the implications of macrolevel inquiry for understanding female crime? Are the contextual underpinnings for high rates of urban crime in the United States similar/distinct across gender comparisons? Can the structural risk factors predictive of male offending be linked to female offending?

## GENDER, STRUCTURAL CONTEXT, AND URBAN CRIME

Traditionally, most writers on the subject women in crime have traced female criminality to biological and/or psychological sources, with little or no discussion of such social-structural considerations as the state of the economy, occupational and educational opportunities ... (Simon and Landis, 1991:4).

Ambiguity exists in the criminological literature about whether macrosocial variables or adverse structural characteristics will have different or weaker effects on female offending rates. The one position, which would predict greater gender differences than similarities in the structural determinants of offending, assumes that the causes of female criminality differ fundamentally from those of male criminality. Not only are female crime rates much lower than male rates, but variations in male rates are also more attributable to various forms of social and economic dislocation. In particular, males are more at risk for economic and status loss than
females. The arguments backing this position overlap, but we treat them as analytically distinct.

First, rooted in the writings of the classical European theorists, especially in the influential works of Durkheim and Freud, the tendency in criminology has been to trace female criminality to biopsychological stresses and male criminality to environmental stresses (see reviews in Cloward and Piven, 1979; Lehmann, 1995). According to Durkheim, women experience less social stress and are less likely to be touched by adverse economic or social conditions because (1) "being a more instinctive creature than man, woman has only to follow her instincts" and (2) "they [women] are much less involved in collective existence; thus, they feel its influence-good or evil—less strongly" (1951:272, 299). Women, relative to men, are asocial, biological beings consigned to the the private, domestic, familial sphere (Lehmann, 1995:912). They are more biologically regulated, have less need for social regulation, and are relatively immune to the effects of "social facts." 4 Thus, their rates of deviance (e.g., suicide, crime) will be much less influenced than male rates by space-time variability in pathological social forces or "currents."

For Freud, women's temperamental excesses and criminality were problems of biology and maladjustment, brought about by the peculiar functioning of their sexual organs and rooted in their physical nature, which limited their activities to family roles (Eyer and Freud, 1966). Other classic treatments share these views of Freud (and Durkheim), holding that the causative influence of biological factors and individual pathology is greater for explaining female criminality. Particularly noteworthy is the view that hormonal changes and generative phases (e.g., menstruation, pregnancy, menopause) "are frequently accompanied by psychological disturbances which may upset the need and satisfaction balance of the individual or weaken her internal inhibitions, and thus become causative factors in female crime" (Pollak, 1950:157). Thus, although social dislocations and adverse economic conditions may exacerbate the biopsychological stresses and maladjustment leading to female offending, their prevalence, at least initially, appears evenly spread across women regardless of class structure or social position.

Second, traditional anomie theory extends the Durkheimian view of women's greater immunity from negative social forces by suggesting more specifically that women as a group are not subject to the types of "status" pressures (economic, occupational) and frustrations men experience

[^4](Broidy and Agnew, 1997). Women's social aspirations are constrained by fewer opportunities for upward and downward mobility (thus freeing them from the vicissitudes of economic fluctuation and status loss), and their frustrations or "anomie" are better regulated by a less individualistic orientation and a network of buffering social relationships that they acquire throughout the life span that men do not (Almgren et al., 1998; Gilligan, 1982). Thus, besides being lower than male rates, female crime rates will be less influenced by various forms of social and economic dislocation and will display greater stability across jurisdictions and in the same jurisdictions over time (e.g., see Verkko, 1967).

Third, some subcultural theorists posit that the delinquent and criminal subcultures tending to originate in lower class neighborhoods and structurally disadvantaged communities are mainly a collective solution to male role problems (Leonard, 1982). The delinquent subculture, in view of its masculine character, "is not appropriate to the problems of adjustment and the social expectations of the female role" (Cohen, 1955:147). Although adverse social conditions may exacerbate the status problems experienced by females (e.g., relational issues, such as opposite-sex acceptance, tense family situations, personal appearance), they are more insulated from these negative social forces because delinquent or gang subcultures at best, are "irrelevant to the vindication of the girl's status as a girl and at worst, positively threatens her in that status in consequence of its strongly masculine symbolic function" (Cohen, 1955:143-144). A similar perspective can be traced to Thrasher's classic gang study-women remain relatively untouched by the changing forces of an industrial, urban world because the "zones of transition" harboring most gangs in Chicago are only disorganized for males (Thrasher, 1963 (1927); see review in Cloward and Piven, 1979). 5

In sum, adverse macrosocial forces should increase male offending rates more than female offending rates because (1) the biopsychological stresses contributing to female offending are more evenly distributed across women from all walks of life than are the environmental stresses contributing to male offending, (2) given the differing goals of men and women (e.g., relational concerns versus occupational achievement), the goalsmeans discrepancy is greater in particular for lower or working-class males residing in socially disorganized localities, and (3) the delinquent/criminal subcultural response to status frustration that abounds in structurally disadvantaged urban communities is largely a "masculine" adaptation. Thus,
5. Thrasher writes: "The reasons girls do not form gangs is that . . . girls, even in urban disorganized areas, are much more closely supervised and guarded than boys and are usually incorporated in the family group or some other social structure" (1963:161).
although female offending rates may be exacerbated by economic hardships and social dislocations, the effects of these conditions in explaining within-sex variation in offending rates across ecological units will be less among females than among males.
There is an alternative position, however, that would predict considerable similarities in the structural determinants of female and male crime rates. This position assumes that the same social and cultural influences affecting male criminality also influence female criminality-that is, the "milieu" effects of deleterious social conditions produce frustration, undermine legitimacy, and weaken social bonds in ways that are criminogenic for female as well as male residents-and that female crime often takes place within the context of male offending or aggression. It is worth noting here that, since the early part of the twentieth century when criminology became a subfield of sociology rather than of the medical-legal profession, the rule among U.S. authors of criminology textbooks has been to provide a sociocultural interpretation of both between- and within-sex differences in crime and to avoid or reject biological explanations, and the like. Indeed, by far the most popular criminology text, that of Sutherland, was perhaps the most antagonistic toward biological and psychological (e.g., individual pathology, "deficit" personality) explanations of crime and most forceful in accepting sociogenic views (see review in Steffensmeier and Clark, 1980). Also, some criminologists have argued that structural dislocations (e.g., war, depressions) might impact more on female than on male deviance rates (including crime) because the social climate and disorganization accompanying these dislocations so severely undermine family stability and kin networks that provide informal social controls and emotional and financial security for women (Mannheim, 1941; Steffensmeier et al., 1980).

## RESEARCH HYPOTHESES

The ambiguity and debate on the issue notwithstanding, our guiding hypothesis is that the structural sources of female and male offending rates will be more noteworthy for their similarities than for their differences. This expectation is grounded in a growing body of research on the social and personal correlates of female offenders, tests of criminological theories at the individual-level using female samples, observations of parallelism in the patterning of male and female crime rates at the aggregatelevel, and inquiries into the structural covariates of male and female victimization rates.
There exists a substantial amount of microlevel and largely descriptive research on the correlates of female offending, which often includes comparisons to male samples. Some studies do show that female offenders are more likely to have had records of psychological problems, exposure to
childhood abuse, and so forth, but the studies also typically show that there is much overlap in the factors predictive of both female and male criminality (see reviews in Daly, 1994; Denno, 1994; Giordano et al., 1986; Rosenbaum and Lasley, 1990; Steffensmeier and Allan, 1996). Many familial and environmental factors are as strong predictors of crime among females as they are among males. Like male offenders, female offenders (especially the more serious ones) are typically of low socioeconomic status, poorly educated, underemployed or unemployed, and disproportionately from minority groups.

Additionally, tests of criminological theories involving female samples show that sociological theories of crime are nearly as adept at explaining variation in individual female offending as they are at explaining individual male offending (Cernkovich and Giordano, 1979). Factors such as inadequate parental controls and delinquent peers are robust predictors of female as well as male criminality (for a review, see Steffensmeier and Allan, 1996). However, these tests involved relatively minor forms of female and male criminality (versus several serious forms examined in the present study).

Although structural or macrolevel analyses of female offending are relatively scarce, studies regressing female rates on male rates are particularly relevant because they provide indirect evidence of similarity in the etiology of female and male crime (see review in Steffensmeier and Allan, 1996). These studies consistently show that variability in male rates is strongly predictive of variability in female rates across space and time. Groups or societies that have high male rates of crime also have high female rates, whereas groups or societies that have low male rates also have low female rates (Steffensmeier and Allan, 1988; Steffensmeier et al., 1980). Over time, when the male rate rises, declines, or holds steady across a specific historic period, the female rate behaves in a similar fashion (Boritch and Hagan, 1990). This correlation suggests that the rates of both sexes are influenced by similar social and legal forces, independent of any condition unique to women.

Also, research examining the structural risk factors for gender-disaggregated rates of homicide victimization (as opposed to homicide offending) shows that structural variables, such as poverty and economic inequality, increase the risks of being a victim of homicide among females as well as males. Smith and Brewer (1992) found that both male and female homicide victimization were related to a set of sociodemographic variables (e.g., percent poverty, percent black, population density) across a 1980 sample of U.S. central cities, but that these factors were better predictors of male than of female homicide victimization (see also Bailey and Peterson, 1995). In a cross-national study, Gartner et al. (1990) found that structural variables such as poverty and income inequality tended to explain
both male and female homicide-victimization rates across an array of 18 western countries. In view of the general finding that considerable similarity exists in social and ecological characteristics of homicide victims and offenders (see Hindelang, 1978) and that much of the violence committed by women is embedded within the context of male violence (Daly, 1994), these studies imply that the structural determinants of gender-disaggregated rates of violent offending will also overlap. ${ }^{6}$

Thus, accumulating evidence suggests that the effects of macrosocial forces and structural variables on female offending rates are considerable and parallel in many ways the effects observed for male rates. Our analysis considers the gender-specific influence of a collection of structural sources used in prior aggregate research, but the focus is on structural disadvantage.
Specifically, we hypothesize that:
$\mathrm{H}_{1}$ : Structural disadvantage will increase the criminal offending rates of both sexes.
As the above review suggests, a strong case can be made that for females as well as for males, structural conditions, such as poor employment prospects and poverty, not only produce frustration and increase the motivation to commit crime for economic need, but also have a demoralizing impact that creates an anomic climate with criminogenic consequences. The "milieu" effects of these deleterious conditions may help to create and sustain deviant subcultures (e.g., violence, drugs) while eroding norms, weakening social controls, and lessening the capacity of communities both to guide the behaviors of their residents and to mobilize themselves against crime. Also, because female criminality is often embedded within the context of male behavior-ie., co-offending with males (e.g., females as accomplices to male-initiated property crime) or responding to maleinstigated crime (e.g., female violent offending in response to an abusive male)-considerable similarity in social and ecological characteristics of female and male offenders is expected (Bailey and Peterson, 1995; Daly, 1994; Steffensmeier, 1993; Steffensmeier and Terry, 1986). Thus, the more an area is dominated by deleterious social conditions, the greater the proportion of the population-not only male residents but also female resi-dents-at risk for crime.

We also hypothesize that:
$\mathrm{H}_{2}$ : The effects of structural disadvantage on the offending rates of

[^5]both sexes will be greater for the violent or serious crimes (e.g., homicide, robbery) than for the property or minor crimes (e.g., burglary, larceny-theft).
Research generally shows that socioeconomic disadvantage and anomie/ social disorganization are more predictive of serious crimes like homicide and robbery than less serious forms of crime like burglary and larceny (Krivo and Peterson, 1996). For example, homicide and robbery offenders are more likely to come from "lower class" or "underclass" backgrounds than is the case with burglary and larceny (Shover, 1996). Crimes like burglary and larceny-theft are broad offense categories involving a wide range of behaviors that vary in seriousness and also appear to be fairly diffuse throughout the population.

Finally, we expect a gender $\times$ offense type interaction:
$\mathrm{H}_{3 \mathrm{a}}$ : The structural disadvantage variables will be weaker predictors of female violence rates (i.e., homicide, robbery, and aggravated assault) than of male violence rates.
$\mathrm{H}_{36}$ : Gender differences in the robustness of structural disadvantage to predict offending rates will be trivial for minor crimes like burglary and larceny.
Several reasons exist for expecting some gender differences in the ability of structural characteristics to explain violent offending rates. First, some studies suggest that the pathways leading to violent offending differ somewhat for males and females, for example, that female violent offenders are more likely to have had records of psychological problems and exposure to childhood abuse (Chesney-Lind, 1997; Daly, 1994; Widom, 1989). The research also suggests that, although there is much overlap, socioeconomic factors explain more of the variance in male than in female violence (Denno, 1994; Kruttschnitt, 1994; Morris, 1964; Steffensmeier and Allan, 1996). Second, on theoretical grounds, it generally is argued that, as female crime becomes more serious and more at odds with femininity norms, it is more idiosyncratic in causation (Steffensmeier and Allan, 1996). Because females in particular face greater barriers to aggression, they must experience higher levels of provocation and anger before turning to violence. Third, although much overlap exists in both the sources and the levels of strain experienced by males and females, some differences also exist (e.g, greater occupational stress for males, greater interpersonal strain for females) and their coping strategies differ somewhat (Beutel and Marini, 1995). Because of differences in social support, opportunities, and disposition to commit crime, male strains are more conducive to serious property or violent crime, whereas female strains are more conducive to less confrontational crimes, such as minor property crimes or to other "deviant" adaptations, such as drug use and depression (Broidy and

Agnew, 1997; Cloward and Piven, 1979; Steffensmeier and Allan, 1996). Thus, keeping in mind their robust effects on the violence levels of both sexes, the strains produced by embedded structural factors, such as poverty and joblessness, will impact more on male than on female violent offending rates.

In view of the scarcity of research to date, it is unresolved whether structural disadvantage has similar/different effects on female offending rates as it does on male rates. Our concern here is whether city-level variation in rates of female offending is linked to basic features of structural context and whether structural disadvantage predicts variation in those rates as well as it predicts variation in male offending rates. We focus on UCR offending rates for five index crimes (homicide, robbery, aggravated assault, burglary, and larceny-theft), but we also use Supplemental Homicide Report (SHR) data (which provide information on the victimoffender relationship) to examine whether the effects of structural disadvantage on gender-specific homicide offending rates are contextualized by type of homicide.

## DATA AND MEASURES

The unit of analysis for our gender-disaggregated analysis of the structural sources of crime is the 178 cities in 1990 that contain 100,000 or more residents. The data are taken from 1990 Bureau of Census publications and the UCR Program. City-level population counts and socioeconomic data were obtained either from the Summary Tape Files of the Bureau of the Census or from other published volumes of the 1990 census. To the census extracts, we added FBI city arrest data (U.S. Department of Justice). Following our main analysis of the arrest data, we also examine data from the SHRs, which include information on the victim-offender relationship and allows us to assess the effects of structural disadvantage on gen-der-specific homicide offending across types of homicide.

The dependent variable is sex-specific arrest rates for the FBI's Index Crimes (homicide, robbery, aggravated assault, burglary, and larceny). These "offending" rates were averaged across 1987-1993 to ensure adequate frequency and dampen any year-to-year fluctuations. ${ }^{7}$ The rates also were logarithmically transformed (natural log) to induce homoscedasticity and to counteract the floor effect of these positively skewed distributions.

[^6]Although official arrest data have been subject to numerous criticisms, it is generally believed that the UCR index arrest statistics are reasonable proxies for involvement in criminal offending (Krivo and Peterson, 1996; Steffensmeier, 1980). In particular, we can be reasonably certain that homicide arrest rates, and to a lesser extent, robbery rates, are unbiased and accurately reflect levels of male and female offending (Hindelang, 1978). We also applied a procedure used by Sampson (1987) to correct sex-specific rates for possible "jurisdictional bias" that could affect comparison of these rates across ecological units. This procedure involved multiplying the arrest rates by the offense/arrest ratio, thereby inflating the arrest rate to create what he calls an estimate of "offending." The results derived from this method did not diverge from those reported here, i.e., when the actual sex-specific rates are used as the dependent variable. (Sampson also found no differences with regard to race-specific rates.) ${ }^{8}$ Finally, as discussed below, we introduce percent law enforcement officers per capita as an independent variable in our models to control for differences across SMSAs that could bias comparison of sex-specific arrest rates.

## MEASUREMENT OF CITY-LEVEL STRUCTURAL DETERMINANTS

We selected independent and control variables on theoretical grounds and from previous empirical research. The key variables are described in Table 1 and include percent black of the female city population and percent black of the male city population, female poverty and male poverty, female joblessness and male joblessness, and female-headed households. For some variables, gender disaggregation was not applicable or was not theoretically justified. Income inequality, based on the overall distribution of family income (i.e., Gini coefficient), is used as a measure of income inequality. The log of the city population controls for the variation in the size of urban areas. A West dummy variable controls for regional variations in levels of poverty, family disruption, and so on. (Note: the inclusion of south as the dummy control did not affect the findings reported here.) Also, because prior research (Sampson, 1983) suggests that a high structural density of housing units can lower guardianship behavior and thereby increase the opportunity to perform criminal acts, we control for the percentage of housing units in a city located in attached units of five or more. We also include controls for residential instability (defined as the percent

[^7]of persons living in the same household for less than one year) and ages 15-29 (the high crime-prone years). Lastly, we include police per capita as a control for variations across cities in law enforcement activity.

## STATISTICAL ANALYSES

Our basic model examines sex-specific UCR-index offending rates as a function of structural disadvantage. We use "seemingly unrelated regression" (SUR) procedures to estimate separate models of each of the Index offenses for females and males. Seemingly unrelated regression is more appropriate than ordinary least-squares (OLS) procedures for testing the equality of the regression coefficients because it takes into account that the male and female models have not been estimated on the basis of two independent samples of cities (Greene, 1997; Zellner, 1962). Also, because the offending rates have skewed distributions with some cities having particularly high rates, the rates are transformed logarithmically (natural log).

Multicollinearity among key socioeconomic and racial composition measures is a problem in our analyses. Although poverty, income inequality, family disruption, joblessness, and percent black may be conceptually and operationally distinct, they are not distinct empirically. ${ }^{9}$ That these city-level indicators of racial heterogeneity, economic composition, and family living arrangements are substantially collinear with one another reflects what Wilson (1987) refers to as "concentration effects," namely, that the processes of urbanization historically and the social transformation of the urban landscape in recent years (e.g., through segregation, selective out migration by the middle class) have resulted in the clustering of these economic and social indicators in cities as a whole and within the inner city in particular. Cities having low median family incomes, large absolute poverty levels, and great relative economic inequality also tend to have large concentrations of blacks and children living in broken families (Land et al., 1990).
We address this multicollinearity problem in two ways. First, we examine the effects of each measure separately (net of controls). Second, based on standard principal components methods (see Land et al., 1990), we extracted a single component based on all five disadvantage measures.

[^8]Table 1. Correlations, Means, and Standard Deviations of Dependent and Independent

|  | 1. | 2. | 3. | 4. | 5. | 6. | 7. | 8. | 9. | 10. | 11. | 12. | 13. | 14. | 15. | 16. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. Fem. Homicide* | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2. Male Homicide* | 0.86 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3. Fem. Robbery* | 0.56 | 0.68 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4. Male Robbery* | 0.63 | 0.79 | 0.90 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |
| 5. Fem. Agg. Ass.* | 0.47 | 0.60 | 0.62 | 0.68 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |
| 6. Male Agg. Ass.* | 0.40 | 0.55 | 0.61 | 0.64 | 0.93 | 1.00 |  |  |  |  |  |  |  |  |  |  |
| 7. Fem. Burglary** | 0.14 0.45 | 0.30 0.61 | 0.41 0.64 | 0.36 0.70 | 0.38 0.58 | 0.63 | ${ }^{1.00}$ | 1.00 |  |  |  |  |  |  |  |  |
| 9. Fem. Larceny* | -0.00 | -0.00 | 0.09 | -0.01 | 0.01 | 0.00 | 0.23 | 0.19 | 1.00 |  |  |  |  |  |  |  |
| 10. Male Larceny* | 0.21 | 0.24 | 0.26 | 0.26 | 0.24 | 0.18 | 0.24 | 0.40 | 0.85 | 1.00 |  |  |  |  |  |  |
| 11. Fem. Depriv^^ | 0.71 | 0.75 | 0.50 | 0.66 | 0.49 | 0.38 | $-0.06$ | 0.41 | -0.15 | 0.17 | 1.00 |  |  |  |  |  |
| 12. Male Depriv.^ | 0.70 | 0.74 | 0.52 | 0.66 | 0.50 | 0.39 | -0.05 | 0.41 | -0.14 | 0.17 | 0.99 | 1.00 |  |  |  |  |
| 13. Fem. Black Pop. | 0.68 | 0.68 | 0.33 | 0.54 | 0.41 | 0.26 | -0.16 | 0.25 | -0.25 | 0.04 | 0.83 | 0.80 | 1.00 |  |  |  |
| 14. Male Black Pop. | 0.69 | 0.68 | 0.34 | 0.55 | 0.41 | 0.26 | -0.15 | 0.25 | -0.25 | 0.05 | 0.83 | 0.80 | 0.99 | 1.00 |  |  |
| 15. Fem.-Headed | 0.62 | 0.66 | 0.48 | 0.63 | 0.53 | 0.38 | -0.10 | 0.35 | -0.20 | 0.13 | 0.90 | 0.92 | 0.81 | 0.81 | 1.00 |  |
| 16. Fem. Poverty | 0.62 | 0.68 | 0.47 | 0.58 | 0.41 | 0.35 | -0.03 | 0.41 | -0.06 | 0.20 | 0.93 | 0.93 | 0.63 | 0.62 | 0.77 | 1.00 |
| 17. Male Poverty | 0.60 | 0.66 | 0.49 | 0.57 | 0.40 | 0.36 | 0.02 | 0.42 | -0.02 | 0.20 | 0.88 | 0.89 | 0.54 | 0.53 | 0.70 | 0.98 |
| 18. Fem. Unemploy. | 0.57 | 0.62 | 0.44 | 0.53 | 0.34 | 0.35 | 0.06 | 0.37 | -0.14 | 0.04 | 0.78 | 0.75 | 0.55 | 0.55 | 0.56 | 0.79 |
| 19. Male Unemploy. | 0.54 | 0.61 | 0.51 | 0.56 | 0.40 | 0.39 | 0.02 | 0.36 | -0.16 | 0.05 | 0.79 | 0.82 | 0.51 | 0.51 | 0.71 | 0.80 |
| 20. Gini Coeff. | 0.53 | 0.57 | 0.42 | 0.52 | 0.39 | 0.29 | -0.03 | 0.36 | 0.02 | 0.23 | 0.82 | 0.83 | 0.57 | 0.56 | 0.69 |  |
| 21. Resid. Instab. | -0.08 | -0.11 | -0.11 | -0.22 | -0.04 | -0.04 | 0.26 | 0.06 | 0.34 | 0.23 | -0.27 | -0.27 | $-0.32$ | $-0.30$ | -0.30 | -0.17 |
| 22. Fem. Young Pop. | 0.11 | 0.02 | -0.09 | -0.02 | 0.02 | -0.15 | -0.36 | -0.16 | -0.13 | -0.03 | 0.29 | 0.31 | 0.31 | 0.30 | 0.42 | 0.24 |
| 23. Male Young Pop. | 0.01 | -0.06 | -0.12 | -0.08 | -0.07 | -0.20 | -0.21 | -0.17 | -0.09 | -0.08 | 0.10 | 0.10 | 0.12 | -0.14 | 0.17 | -0.09 |
| 24. West | -0.25 | -0.30 | -0.11 | $-0.32$ | -0.24 | $-0.07$ | 0.35 | -0.02 | 0.25 | 0.02 | -0.51 | -0.48 | $-0.60$ | $-0.59$ | -0.59 | -0.37 |
| 25. Ln. Population | 0.28 | 0.37 | 0.33 | 0.32 | 0.17 | 0.14 | -0.02 | 0.07 | -0.05 | 0.05 | 0.26 0.03 | 0.28 0.05 | 0.19 0.03 | 0.20 0.04 | 0.20 0.09 | $\xrightarrow{-0.25}$ |
| 26. Struc. Density | 0.01 0.47 | 0.13 0.51 | 0.24 0.45 | 0.29 | 0.20 0.36 | 0.15 0.26 | 0.07 -0.05 | 0.08 | $=0.03$ -0.22 | 0.06 0.07 |  | 0.05 0.60 | ${ }_{0}^{0.03}$ | 0.04 | 0.68 | -0.44 |
| 27. Police per cap. | 0.47 4.14 | 37.515 | 26.45 | 298.15 | 122.27 | 0.26 694.28 | -0.05 | 635.23 | 838.47 | 1785.57 | N.A. | N.A. | 0.11 | 0.09 | 0.27 | 0.17 |
| (S.D.) | (5.41) | (40.00) | (18.98) | (212.42) | (107.19) | (495.90) | (74.69) | (314.28) | (388.63) | (771.72) |  |  | (.10) | (.08) | (.10) | (.07) |

[^9]Table 1. Continued


In other words, one component represented the combined influence of poverty, unemployment, income inequality, female-headed households, and percent black. ${ }^{10}$ This component henceforth is referred to as the disadvantage index to distinguish it from the discrete disadvantage measures. Furthermore, because we use sex-specific measures when applicable, we have one component or "female disadvantage index" representing female poverty, etc., as well as a "male disadvantage index" representing male poverty, etc. As shown below, the general pattern of results is similar across the discrete disadvantage measures and the disadvantage index.

## RESULTS

Means and standard deviations for all variables are presented in Table 1. It is clear that males have far higher levels of offending than females. Male rates are roughly 5 to 10 times greater than female rates. These gender differences are consistent with other sources of data (e.g., victimization, self-report), which show that males exhibit much higher rates of offending, especially for the most serious offenses like homicide and robbery (Steffensmeier and Allan, 1996).

Despite these large gender differences, considerable variation still exists among female urban residents in levels of offending. Reporting just mean levels of offending tends to obscure the variation that exists across urban communities. Indeed, comparisons across the standard deviations reveals that the variability in female rates approaches that of male rates. Clearly, communities exist in which female violence is rare or, conversely, unusually high.

Two approaches were used to deal with those cities with values of zero for homicide rates. (Low frequency or zero values are less problematic for the other offenses.) For the SUR models, we assigned a value of 0.1 to the rates before they were transformed logarithmically in those cities not reporting any homicides over the seven-year period. (We also performed the analysis using an alternative procedure of adding a constant to all cases before the log transformations and found that the results are similar to those reported below.) We next replicated the results for female homicide rates using a Poisson distribution with a log link. This strategy is appropriate when a fairly large number of zero values is across aggregate units (Bailey et al., 1994; Liao, 1994). ${ }^{11}$ The results from the Poisson regressions

[^10](which are available from the authors) closely parallel those derived from the SUR models reported below.
Considerable variation also exists across the cities in economic and structural characteristics; furthermore, this variation occurs both among the global as well as the sex-specific measures. For example, femaleheaded households range from a low of $8 \%$ to a high of $57 \%$; percent black (whether female or male) ranges from a low of less $1 \%$ to a high of $81 \%$; female unemployment ranges from $3 \%$ to $18 \%$, whereas male unemployment ranges from $3 \%$ to $21 \%$; and female poverty ranges from $3 \%$ to $38 \%$, whereas male poverty ranges from $2 \%$ to $35 \%$.

Lastly, Table 1 presents the zero-order correlation matrix of variables. The explanatory variables generally have the expected positive correlations with the sex-specific offending rates and, as expected, are higher for homicide and robbery. Overall, the correlations indicate that levels of offending by both males and females are distinctly higher in cities with higher levels of social and economic disadvantage. ${ }^{12}$ The multivariate analyses will assess whether these bivariate patterns hold when other variables are considered.

## MULTIVARIATE RESULTS

Table 2 presents the results of SUR models examining the effects of the discrete disadvantage measures on the index crimes disaggregated by gender, whereas Table 3 presents the results for the structural disadvantage index. All models include the control variables (e.g., region, population size, structural density, residential instability, police per capita); for parsimony and to reduce clutter, the effects of the control variables on violence rates are displayed only in Table 3. To specifically compare coefficients in different models, we present $F$ tests for the equality of coefficients between equations for male and female violence rates, estimated from the SUR procedure, across the different offending subgroups (e.g., homicide, burglary, aggravated assault, robbery, larceny). Significant differences between the male and female coefficients are indicated by asterisks in Tables 2 and 3.
We turn first to the control variables in our models (see Table 3). We find that structural variables such as residential instability and population composition have small-to-moderate effects on offending rates of both

[^11]Table 2. Seemingly Unrelated Regression of Offending Rates on Discrete Measures of Disadvantage Net of Control Variables (standardized coefficients in parentheses)

| Panel A: MALES |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Homicide | Robbery | Agg. Assault | Burgla |  | Larce |  |
| MODEL 1 | -0.93 | 3.06** | 5.48** | 6.39** |  | 6.75** |  |
| Male Black Pop. | 7.11** (.63) | 3.49** (.37) | 2.05* (.23) | 1.86** | (.30) | 0.40 | (.46) |
| Adj. $R^{2}$ | . 58 | . 46 | . 15 | . 19 |  | . 10 |  |
| $F$-value ${ }^{\wedge}$ | 15.79** | 19.45** | 5.72 | 8.68* |  | 14.35** |  |
| MODEL 2 |  |  |  |  |  |  |  |
| Intercept | -1.75 | 2.70** | 5.29** | 6.11** |  | 6.64** |  |
| Female-Headed Households | 5.80** (.63) | 4.14** (.54) | 3.69** (.50) | 2.47** | (.48) | 0.97 | (.21) |
| Adj. $R^{2}$ | . 53 | . 51 | . 23 | . 25 |  | . 12 |  |
| $F$-value^ | 7.64* | 0.03 | 21.72** | 2.76 |  | 14.40** |  |
| MODEL 3 |  |  |  |  |  |  |  |
| Intercept | -2.15 | 2.68** | 5.18** | 6.12** |  | 6.75** |  |
| Male Unemployment Rate | 13.85** (.41) | 5.98** (.21) | 3.73 (.14) | 4.17** | (.22) | 0.33 | (.02) |
| Adj. $R^{2}$ | . 51 | . 50 | . 21 | . 22 |  | . 10 |  |
| $F$-value^ | 10.44** | 1.63 | 0.20 | 17.36** |  | 7.73* |  |
| MODEL 4 |  |  |  |  |  |  |  |
| Intercept | -0.67 | 3.46** | 5.78** | 6.57** |  | 6.88** |  |
| Male Poverty | 7.64** (.49) | 5.02** (.39) | 4.13** (.33) | 3.02** | (.34) | 1.14 | (.14) |
| Adj. $R^{2}$ | . 55 | . 53 | . 20 | 28 |  | . 13 |  |
| $F$-value ${ }^{\wedge}$ | 26.10** | 2.31 | 0.21 | 23.53** |  | 9.54* |  |
| MODEL 5 |  |  |  |  |  |  |  |
| Intercept | -3.56** | 1.54 | 4.37** | 5.15** |  | 5.97** |  |
| Gini | 8.21 ** (.37) | 5.50** (.30) | 3.97* (.22) | 4.61** | (.37) | 3.41** | (.30) |
| Adj. $R^{2}$ | . 45 | . 44 | . 15 | . 25 |  | . 17 |  |
| F-value^ | 30.40** | 0.02 | 3.56 | 4.67 |  | 1.87 |  |
|  | Panel B: FEMALES |  |  |  |  |  |  |
| MODEL 1 |  |  |  |  |  |  |  |
| Intercept | -1.85* | -0.95 | 2.77* | 4.76** |  | 6.28** |  |
| Female Black Pop. | 4.97** (.72) | 1.94* (.22) | 2.80** (.33) | 0.54 | (.06) | -0.56 | (-.10) |
| Adj. $R^{2}$ | . 57 | . 30 | 23 | . 24 |  | . 13 |  |
| $F$-value^ | 15.79** | 19.45** | 5.72 | 8.68* |  | 14.35** |  |
| MODEL 2 |  |  |  |  |  |  |  |
| Intercept | $-2.46 * *$ | -1.11 | 2.67** | 4.46** |  | 6.18** |  |
| Female-Headed Households | 4.36** (.63) | 4.22** (.48) | 5.28** (.62) | 1.56 | (.18) | $-0.10$ | (.02) |
| Adj. $R^{2}$ | . 47 | . 39 | . 36 | . 27 |  | . 13 |  |
| $F$-value^ | 7.64* | 0.03 | 21.72** | 2.76 |  | 14.40** |  |
| MODEL 3 |  |  |  |  |  |  |  |
| Intercept | -3.14** | -1.19 | 2.20 | 4.85** |  | 6.53** |  |
| Female Unemployment |  |  |  |  |  |  |  |
| Rate | 8.98** (.34) | 4.29 (.13) | 3.25 (.10) | -1.66 | (-.05) | $-1.86$ | (-.09) |
| Adj. $R^{2}$ | . 45 | . 36 | . 22 | . 24 |  | . 13 |  |
| $F$-value^ | 10.44** | 1.63 | 0.20 | 17.36** |  | 7.73* |  |
| MODEL 4 |  |  |  |  |  |  |  |
| Intercept | -2.09* | -0.62 | 2.75** | 4.49** |  | 6.35** |  |
| Female Poverty | 4.54** (.46) | 4.31** (34) | 3.96** (.33) | 0.35 | (.70) | 0.18 | (.02) |
| Adj. $R^{2}$ | . 45 | . 39 | . 24 (33) | . 25 |  | . 13 |  |
| $F$-value^ | 26.10** | 2.31 | 0.21 | 23.53** |  | 9.54* |  |
| MODEL 5 |  |  |  |  |  |  |  |
| Intercept | -3.89** | -2.30 | 1.30 | 3.96** |  | 5.75** |  |
| Gini | 6.13** (.37) | 5.61** (.26) | 5.18** (.26) | 2.43 | (.11) | 2.67* | (.20) |
| Adj. $R^{2}$ | . 39 | . 33 | . 22 | . 26 |  | . 16 |  |
| $F$-value^ | 30.40** | 0.02 | 3.56 | 4.67 |  | 1.87 |  |

*F-value ${ }^{\wedge}$ is used to calculate significant differences between male and female coefficients. Although identical, the $F$-value is reported for both male and female models.

* $p<.01$; ** $p<.001$.

Table 3. Seemingly Unrelated Regression of Structural Disadvantage Index and Control Variables on Gender-Disaggregated Rates of FBI Index Crimes [standardized coefficients in parentheses and $\wedge F$ values comparing coefficients across models (male versus female) in brackets]

| Panel A: MALES |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Variables | Homicide |  | Robbery |  | Agg. Assault |  | Burglary |  | Larceny |  |
| Intercept | $\begin{gathered} 0.69 \\ {[6.37 *]} \end{gathered}$ |  | $\begin{gathered} 4.13^{* *} \\ {\left[54.93^{* *}\right]} \end{gathered}$ |  | $\begin{gathered} 6.29^{* *} \\ {\left[36.92^{* *}\right]} \end{gathered}$ |  | $\begin{gathered} 7.01^{* *} \\ {\left[12.67^{* *}\right]} \end{gathered}$ |  | $\begin{gathered} 7.03^{* * *} \\ {[4.33]} \end{gathered}$ |  |
| Male Disadvantage Index | $\begin{array}{r} 0.31^{* *} \\ {\left[14.35^{* *}\right]} \end{array}$ | (.67) | $\begin{aligned} & 0.18^{* *} \\ & {[0.92]} \end{aligned}$ | (.47) | $\begin{aligned} & 0.14^{* *} \\ & {[5.33]} \end{aligned}$ | (.37) | $\begin{gathered} 0.12^{* *} \\ {\left[12.34^{* *}\right]} \end{gathered}$ | (.45) | $\begin{gathered} 0.04 \\ {\left[12.46^{* *}\right]} \end{gathered}$ | (.19) |
| Residential Instability | $\begin{gathered} 2.79^{*} \\ {[0.84]} \end{gathered}$ | (.16) | $\begin{gathered} -0.80 \\ {[0.38]} \end{gathered}$ | (-.06) | $\begin{gathered} 0.72 \\ {[1.87]} \end{gathered}$ | (.05) | $\begin{gathered} 2.56^{* *} \\ {[4.92]} \end{gathered}$ | (.27) | $\begin{aligned} & 3.39^{* *} \\ & {[0.09]} \end{aligned}$ | (.40) |
| Male Young Pop. | $\begin{aligned} & -4.45^{*} \\ & {\left[9.68^{*}\right]} \end{aligned}$ | (-.12) | $\begin{gathered} -1.26 \\ {[0.98]} \end{gathered}$ | (-.04) | $\begin{gathered} -2.54 \\ {\left[7.86^{*}\right]} \end{gathered}$ | (-.09) | $\begin{aligned} & -4.52^{* *} * \\ & {[4.31]} \end{aligned}$ | (-.22) | $\begin{aligned} & -2.51^{*} \\ & {[0.18]} \end{aligned}$ | (-.14) |
| West | $\begin{gathered} -0.00 \\ {[4.23]} \end{gathered}$ | (-.00) | $\begin{gathered} 0.05 \\ {\left[20.73^{* *}\right]} \end{gathered}$ | (.03) | $\begin{gathered} 0.17 \\ {\left[5.51^{*}\right]} \end{gathered}$ | (.12) | $\begin{gathered} 0.12 \\ {\left[14.17^{* *}\right]} \end{gathered}$ | (.12) | $\begin{aligned} & -0.03 \\ & {[3.74]} \end{aligned}$ | (-.03) |
| Ln. of Pop. | $\begin{gathered} 0.18^{*} \\ {[3.40]} \end{gathered}$ | (.15) | $\begin{gathered} 0.07 \\ {[4.23]} \end{gathered}$ | (.07) | $\begin{gathered} -0.03 \\ {[0.02]} \end{gathered}$ | (-.03) | $\begin{aligned} & -0.08 \\ & {[0.41]} \end{aligned}$ | (-.11) | $\begin{gathered} -0.01 \\ {[0.00]} \end{gathered}$ | (-.02) |
| Structural Density | -0.09 $[2.72]$ | (-.01) | $\begin{aligned} & 1.66 * * \\ & {[0.92]} \end{aligned}$ | (.23) | $\begin{gathered} 0.85 \\ {[1.71]} \end{gathered}$ | (.12) | $\begin{gathered} 0.02 \\ {[0.00]} \end{gathered}$ | (.00) | $\begin{aligned} & -0.25 \\ & {[2.11]} \end{aligned}$ | (-.06) |
| Police per capita | 1.10 $[0.04]$ | (.15) | $\begin{gathered} 1.35^{*} \\ {[4.14]} \end{gathered}$ | (22) | $\begin{gathered} 0.69 \\ {[1.96]} \end{gathered}$ | (.11) | $\begin{gathered} 0.85 \\ {[2.24]} \end{gathered}$ | (.21) | $\begin{gathered} 0.47 \\ {[6.86 *]} \end{gathered}$ | (.19) |
| Adj. $R^{2}$ | . 61 |  | . 55 |  | . 24 |  | . 29 |  | . 13 |  |
| System Weighted $\mathbf{R}^{2}$ | . 49 |  | . 43 |  | . 26 |  | . 42 |  | 29 |  |

Panel B: FEMALES

|  | Homicide |  | Robbery |  | Agg. Assault |  | Burglary |  | Larceny |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intercept | $\begin{aligned} & -0.93 \\ & {\left[6.37^{*}\right]} \end{aligned}$ |  | $\begin{gathered} -0.05 \\ {\left[54.93^{* *}\right]} \end{gathered}$ |  | $\begin{gathered} 3.58^{* *} \\ {\left[36.92^{* *}\right]} \end{gathered}$ |  | $\begin{gathered} 4.64^{* *} \\ {\left[12.67^{* *}\right]} \end{gathered}$ |  | $\begin{gathered} 6.29 * * \\ {[4.33]} \end{gathered}$ |  |
| Female Disadvantage Index | $\begin{gathered} 0.23^{* *} \\ {\left[14.35^{* *}\right]} \end{gathered}$ | (.65) | $\begin{gathered} 0.16^{* *} \\ {[0.92]} \end{gathered}$ | (.37) | $\begin{gathered} 0.17 * * \\ {[5.33]} \end{gathered}$ | (.40) | $\begin{gathered} 0.04 \\ {\left[12.34^{*}\right]} \end{gathered}$ | (.09) | $\begin{gathered} 0.01 \\ {\left[12.46^{* *}\right]} \end{gathered}$ | (.01) |
| Residential Instability | $\begin{gathered} 2.06 \\ {[0.84]} \end{gathered}$ | (.16) | $\begin{aligned} & -0.37 \\ & {[0.38]} \end{aligned}$ | (-.02) | $\begin{gathered} 1.46 \\ {[1.87]} \end{gathered}$ | (.09) | $\begin{gathered} 4.37^{* *} \\ {[4.92]} \end{gathered}$ | (.28) | $\begin{aligned} & 3.52^{* *} \\ & {[0.09]} \end{aligned}$ | (.35) |
| Female Young Pop. | $\begin{gathered} 0.50 \\ {\left[9.68^{*}\right]} \end{gathered}$ | (.02) | $\begin{gathered} 0.16 \\ {[0.98]} \end{gathered}$ | (.00) | $\begin{gathered} 0.70 \\ {\left[7.86^{*}\right]} \end{gathered}$ | (.02) | $\begin{aligned} & -7.87^{* *} \\ & {[4.31]} \end{aligned}$ | (-.22) | $\begin{gathered} -2.13 \\ {[0.18]} \end{gathered}$ | (-.09) |
| West | $\begin{gathered} 0.17 \\ {[4.23]} \end{gathered}$ | (.13) | $\begin{gathered} 0.40^{*} \\ {\left[20.73^{* *}\right]} \end{gathered}$ | (.23) | $\begin{gathered} 0.03 \\ {\left[5.51^{*}\right]} \end{gathered}$ | (.02) | $\begin{gathered} 0.46^{*} \\ {\left[14.17^{* *}\right]} \end{gathered}$ | (.28) | $\begin{gathered} 0.07 \\ {[3.74]} \end{gathered}$ | (.06) |
| Ln. of Pop. | $\begin{gathered} 0.09 \\ {[3.40]} \end{gathered}$ | (.10) | $\begin{gathered} 0.15 \\ {[4.23]} \end{gathered}$ | (.13) | $\begin{gathered} -0.02 \\ {[0.02]} \end{gathered}$ | (-.02) | $\begin{gathered} -0.11 \\ {[0.41]} \end{gathered}$ | (-.09) | $\begin{aligned} & -0.01 \\ & {[0.00]} \end{aligned}$ | (-.02) |
| Structural Density | $\begin{aligned} & -0.68 \\ & {[2.72]} \end{aligned}$ | (-.10) | $\begin{gathered} 1.36 \\ {[0.92]} \end{gathered}$ | (.16) | $\begin{gathered} 1.17 \\ {[1.71]} \end{gathered}$ | (.14) | $\begin{gathered} 0.00 \\ {[0.00]} \end{gathered}$ | (.00) | $\begin{gathered} -0.53 \\ {[2.11]} \end{gathered}$ | (-.10) |
| Police per capita | $\begin{gathered} 1.18^{*} \\ {[0.04]} \end{gathered}$ | (.21) | $\begin{aligned} & 1.98^{* *} \\ & {[4.14]} \end{aligned}$ | (.28) | $\begin{gathered} 1.03 \\ {[1.96]} \end{gathered}$ | (.15) | $\begin{gathered} 1.41 \\ {[2.24]} \end{gathered}$ | (.21) | $\begin{gathered} -0.04 \\ {\left[6.86^{*}\right]} \end{gathered}$ | (-.01) |
| Adj. $R^{2}$ | . 55 |  | . 39 |  | . 29 |  | . 25 |  | . 13 |  |
| System Weighted $R^{2}$ | . 49 |  | . 43 |  | . 26 |  | . 42 |  | . 29 |  |

[^12]sexes, whereas region and population size have essentially trivial effects. Cities with greater structural density and more police per capita tend to have higher offending rates (among both males and females). These patterns (i.e., significant effects) exist across virtually all index crimes and are generally consistent with aggregate research that uses total rates or male rates only (see Harer and Steffensmeier, 1992).

The more important finding for our purposes is that the effects of these structural variables, both in strength and direction, are similar among males and females. The only significant gender differences to emerge involve West, which is a somewhat stronger predictor of female robbery, aggravated assault, and burglary rates ( $F=20.73,5.51,14.17$ ), and Young Population, which has a stronger effect on male rates of homicide ( $F=$ 9.68). Other gender differences picked up by the $F$ test are less meaningful as they involve nonsignificant coefficients (e.g., police per capita for larceny).

Turning next to the discrete disadvantage measures (panels A and B in Table 2), we address the central issue regarding the effects of structural disadvantage on gender-disaggregated offending rates. A key finding is that index offending rates of both females and males are all higher in cities with high levels of structural disadvantage. The coefficients are highly significant across nearly all of the comparisons for each of the disadvantage indicators (family disruption, poverty, racial composition, joblessness, and income inequality). Consistent with our theoretical prediction, also, the effects of these variables are greater for serious crimes like homicide and robbery than for less serious offenses like burglary and larceny-theft. Indeed, for larceny-theft the effects are in the predicted direction but are not significant (with the exception of the Gini coefficients). The $R^{2}$ values also are much larger in the models for the serious offenses, indicating that the structural disadvantage measures explain more of the variance for the violent index offenses than for the nonviolent offenses. However, the disadvantage indicators are less predictive of aggravated assault rates than was expected, a finding that we return to later.

The results for the structural disadvantage variables provide only mixed support for our theoretical predictions about possible gender differences in the magnitude of the effects; i.e., we predicted smaller effects on female than on male rates for serious crimes but no gender differences for minor crimes. First, with regard to our hypothesis for serious or violent crimes, significant gender differences prevail in only 7 of the 15 comparisons ( 5 disadvantage indicators $\times 3$ violent offenses). For homicide, all disadvantage indicators are more strongly associated with male rates than with female rates of offending (i.e., all $F$ tests are significant). In contrast, the $F$ test results show no gender differences across comparisons involving the effects of the disadvantage indicators on robbery and aggravated assault,
with the exception of the male black population for robbery and femaleheaded households for aggravated assault. Thus, except for homicide, in which all comparisons show significant gender differences, the structural disadvantage variables are as robust at predicting female violent offending rates as they are at predicting male violence. Second, in contrast to our hypothesis expecting fewer gender differences for the minor index crimes, the results for burglary and larceny show that most disadvantage indicators are more strongly associated with male rates than with female rates. Third, despite gender differences in terms of the size of the effect, roughly equal amounts of variance are explained in the female compared with the male models using each of the disadvantage variables and across all offenses. These results offer strong evidence that structural disadvantage has comparable effects in terms of direction on female as well as on male offending rates, but that some differences exist in terms of the magnitude of the effects.

The results for the disadvantage index confirm these patterns (Table 3). The models show that the index-offending rates of both genders are all higher in cities with high structural disadvantage. Second, the disadvantage index has larger effects on homicide and robbery than the other index offenses. In fact, the index is not associated with larceny-theft for either males or females and is associated with burglary rates for males only. Third, most importantly, although the disadvantage index is positively associated with offending rates for both males and females (i.e., the direction is the same for males and females), significant gender differences typically emerge in terms of the strength of the coefficients. Across all five offenses, with the exception for aggravated assault, the disadvantage index is more strongly associated with male rates of offending than with female rates. The finding that the effect is somewhat smaller on female than on male rates provides moderate support for our theoretical prediction of some gender differences and is juxtaposed to the much more consistent set of comparisons showing that disadvantage indicators operate in a similar direction for both males and females. Note also that roughly equal amounts of variance are explained in the female compared with the male models using the the structural index variable. Increases in structural disadvantage are significant contributors to within-sex variation in offending rates among both males and females; however, gender differences emerge consistently in the magnitude of that contribution.

## SUPPLEMENTAL ANALYSES

To substantiate the validity of the above results and to exhaust more fully the evidence on the relationships between structural disadvantage, gender, and offending rates, we repeated all regressions by introducing alternative predictors. For example, the rate of public assistance was
entered in lieu of the measures comprising the disadvantage index as an alternative indicator of poverty and economic deprivation. These payments vary across cities and may influence family formation as well as have a "safety net" effect on crime levels. But, because it (i.e., public assistance rate) was correlated highly with the other predictors, such as percent poverty (.77), family structure (.71), and so forth, it did not change the results. The divorce rate (i.e., percent divorced) was also entered into the models, and it too did not change the results. Tests with a southern dummy variable, number of vacant households, and percent Hispanic included as additional controls in all our models, also did not alter the findings as reported here. ${ }^{13}$ The results were further validated when a smaller sample was used where the smallest of the big cities were excluded (e.g., cities with fewer than 150,000 persons were dropped). When we limited the analysis to the cities with populations of 150,000 and over, the results parallel closely those reported for the larger sample of cities. In addition, we correlated the male residuals with the female residuals. As expected, and consistent with the previous results, we find that the male residuals are strongly associated with the female residuals.

Next, we explored the effects of our structural disadvantage indicators on female and male homicide offending rates across different types of homicide, using data from the SHR, which provide information on the vic-tim-offender relationship. As noted earlier, one reason for expecting similarity in the structural correlates of female and male offending rates is because female offending often occurs in the context of male offending, which implies considerable overlap in the ecological characteristics of cooffenders and between victims and offenders. Recall also that the largest gender difference to emerge in our main analysis pertained to homicide; ie., structural disadvantage was more predictive of male than of female homicide rates. We subdivided male and female homicides into three categories: partner victim homicide (killing spouse, partner, or lover), nonpartner family victim (killing child, parent, or relative), and nonfamily victim (killing stranger or acquaintance). We expected that gender differences in the effects of structural disadvantage would be diminished in the case of partner homicides because they are more likely to involve female perpetrators responding defensively to aggression initiated by male spouses or partners (Browne and Williams, 1989; Mann, 1996).

[^13]Table 4. Seemingly Unrelated Regression of Structural Disadvantage Index and Control Variables on Gender-Disaggregated and Relationship-Disaggregated Rates of
Homicide [standardized coefficients in parentheses and $\wedge^{\wedge} F$ - values comparing
coefficients across models (male versus female) in brackets]

| Variables | Partner-Victim Homicide |  | Non-Partner Family Victim |  | Non-Family Victim Homicide |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Male Rate | Female Rate | Male Rate | Female Rate | Male Rate | Female Rate |  |
| Intercept | 4.32** | 6.78** | 5.76** | 7.60** | 2.91** | 6.24** |  |
|  | [4.33] | [4.33] | [2.40] | [2.40] | [7.03*] | [7.03*] |  |
| Sex-Specific | 0.06* (.19) | 0.13** (.39) | 0.13** (.36) | 0.01 (.03) | 0.26** (.59) | 0.12* | (.38) |
| Disadvantage Index | [2.85] | [2.85] | [8.61*] | [8.61*] | [9.90*] | [9.90*] |  |
| Residential Instability | 3.44* (.31) | 1.65 (.14) | 1.34 (.10) | 0.17 (.02) | 4.35** (.27) | 1.14 | (.10) |
|  | [1.42] | [1.42] | [0.52] | [0.52] | [3.73] | [3.73] |  |
| Sex-Specific Young | -6.11* (-.25) | -4.18 (-.14) | -6.72* (-.22) | -3.80 (-.14) | $-6.36^{*} \quad(-.18)$ | -2.44 | (-.09) |
| Pop. | [0.40] | [0.40] | [0.83] | [0.83] | [1.44] | [1.44] |  |
| West | -0.21 (-.18) | 0.11 (.09) | 0.02 (.01) | 0.00 (.00) | 0.03 (.01) | 0.05 | (.04) |
|  | [4.17] | [4.17] | [0.01] | [0.01] | [0.02] | [0.02] |  |
| Ln. of Pop. | $-0.24 * *(-.31)$ | -0.47** (-.58) | $-0.32 * *(-.35)$ | $-0.52 * *(-.67)$ | 0.01 (.01) | -0.43** | (-.54) |
|  | [7.56*] | [7.56*] | [5.46] | [5.46] | [23.81**] | [23.81**] |  |
| Structural Density | -0.25 (-.21) | -1.08 (-.17) | -0.72 (-.10) | -0.74 (-.12) | -2.12** (-.25) | -0.96* | (-.16) |
|  | [0.07] | [0.07] | [0.00] | [0.00] | [2.62] | [2.62] |  |
| Police per capita | 0.89 (.20) | 0.37 (.08) | 0.46 (.09) | 0.70 (.16) | 0.81 (.13) | 0.48 | (.10) |
|  | [0.64] | [0.64] | [0.13] | [0.13] | [0.24] | [0.24] |  |
| Adj. $R^{2}$ | . 21 | . 44 | . 21 | . 46 | . 36 | . 39 |  |
| System Weighted $R^{2}$ | . 36 | . 36 | . 37 | . 37 | . 38 | . 38 |  |

${ }^{\wedge} F$ - value is used to calculate significant differences between male and female coefficients. Although identical, the $F$. value is reported for both male and female coefficients.
^ Disadvantage Index comprises the sex-specific unemployment rate, sex-specific poverty rate, percent of female-headed households, sex-specific percent of black population, and the Gini coefficient.

The results, as shown in Table 4, indicate that structural disadvantage is predictive of higher homicide offending rates among both females and males, but the size of the effect varies by type of homicide, as predicted. Structural disadvantage is more strongly related to partner homicides perpetrated by females than those perpetrated by males, but the gender difference is much smaller than the others ( $F=2.85$ ). On the other hand, structural disadvantage is not associated with female-perpetrated homicides involving nonpartner family victims and only moderately associated with female-perpetrated nonfamily homicide. In contrast, structural disadvantage is more predictive of these types of homicides when males are the perpetrators. For both latter types, moreover, the gender differences are significant. Taken together, these findings indicate that gender differences in the effects of structural disadvantage on homicide offending are contextualized by type of homicide. Structural disadvantage is robustly predictive of male-perpetrated homicides across all types of homicide, whereas the effects of structural disadvantage on female-perpetrated homicide are largely confined to killings involving their spouses, partners, or lovers. This result suggests that to some extent structural disadvantage is a primary source of male aggression, which in turn, influences aggression perpetrated by women. ${ }^{14}$ It is beyond the scope of our analysis here, but more research is obviously needed to tease out the structural processes contributing to these patterns.

Lastly, we examined the extent to which male offending rates are able predictors of female offending rates to further assess whether common structural causes of female and male offending rates are not included in our models. That similar community-risk factors influence the offending rates of both sexes is inferred from prior research showing that time-space variability in male rates is predictive of time-space variability in female rates (see review in Steffensmeier and Allan, 1996). Table 5 displays the coefficients and $R^{2}$ 's for the pertinent subgroup comparisons. The general

Table 5. Regression of Male Rates on Female Rates of Offending (standardized coefficients in parentheses)

| Variables | Homicide | Robbery | Agg. Assault | Burglary | Larceny |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Intercept | -1.02*** | -2.76*** | -2.24*** | -4.19*** | -0.80** |
| Male Rate | 0.65*** (.86) | 1.04*** (.90) | 1.06*** (.93) | 1.27*** (.76) | 1.00*** (.85) |
| Adj. $R^{2}$ | . 74 | . 81 | . 86 | . 58 | . 72 |

* $p<.05$; $^{* *} p<.01$; *** $p<.001$.

14. This interpretation was suggested by one of the reviewers. We are thankful.
finding is astounding-male rates are phenomenally robust predictors of female rates. Cities with higher levels of male index offending also have higher levels of female offending, and conversely, cities with lower male levels have lower female levels. Male rates explain $60 \%$ (burglary) to upward of $70 \%$ (homicide, larceny) and $80 \%$ (robbery, aggravated assault) of city-level variation in female rates.

## SUMMARY

The role of embedded structural factors on levels of female offending has rarely been empirically examined in a systematic way. To redress this imbalance, the present study has attempted to link female offending rates to structural determinants used in prior macrosocial and crime research to explain either total violence rates or male rates. Our empirical tests departed from previous research by (1) gender disaggregating the index offending rates (homicide, robbery, aggravated assault, burglary, larceny) across U.S. cities, (2) focusing explicitly on the effects of structural disadvantage variables on female offending rates, and (3) comparing the effects of the structural variables on female rates with those for male rates.

The main finding is consistent and powerful. The structural sources of high levels of female offending resemble closely those influencing male offending. Despite a tremendous difference in mean rates of offending between females and males, all discrete structural disadvantage variables (i.e., poverty, income inequality, joblessness, female-headed households, percent black) as well as the disadvantage index have significant effects on female rates of homicide and robbery rates, and moderate effects on female rates of aggravated assault, burglary, and larceny. Net of controls (e.g., region, size, density, age composition), higher levels of poverty, and so forth are associated with higher rates of female offending, as they also are associated with higher rates of male offending. Although the direction of the effects are similar for both male and female rates of offending, differences emerge in terms of the magnitude of the effects. In the majority of cases, indicators of structural disadvantage are more robustly associated with male than with female rates of offending.
In addition, other structural variables, such as residential instability, structural density, and population size, also have similar effects on rates of female and male offending, and they provide further evidence of the considerable overlap in their structural sources. The effects of structural disadvantage on female violent offending are strong and remain consistent, regardless of the substitution of alternative measures of economic hardship and community instability, such as welfare assistance and divorce. Even the residuals of the predictor and control variables are positively
related, again suggesting that common structural factors account for variations in criminal violence. Unfortunately, because of collinearity among key structural variables, we are unable to decipher the structural element that is a better predictor of female offending. Note, however, that a similar conclusion applies to findings from aggregate-crime research more generally, which also show little support for the prioritization of any one influential structural factor over others (Bruce et al., 1998). ${ }^{15}$

These findings support our main theoretical predictions about the overall effects of structural disadvantage on female and male offending rates. However, the findings are mixed for our hypothesis predicting a gender $\times$ offense type interaction-namely, that the structural disadvantage effect will be smaller on female violent offending rates than on male violent offending rates. This prediction was strongly supported for homicide, in which the structural disadvantage index and all five of the disadvantage indicators were more predictive of male homicide, but few gender differences were found for robbery and aggravated assault. The homicide findings may reflect the greater idiosyncracy of female-perpetrated murders on the one hand and their greater relative involvement in infant or child killings on the other hand; the latter appear to be more diffuse across socioeconomic groups than other forms of homicide and less contextualized by economically induced stress (Daly and Wilson, 1988; Ewing, 1990). This conclusion is supported by our analysis showing that structural disadvantage is strongly predictive of male-perpetrated homicides across all types of homicide, whereas it is strongly predictive of female-perpetrated homicides involving spouses or partners, but only weakly predictive of other types of homicide (e.g., killing of other family members or relatives).

We also found for both females and males that the structural disadvantage variables were weaker predictors of aggravated assault than hypothesized. The coefficients and explained variance values were considerably smaller than for homicide and robbery rates but comparable with those for

[^14]burglary. Some evidence suggests an increasing "criminalization" of disorderly and physically abusive behaviors toward treating them as assaultive offenses (see Steffensmeier, 1993). Changes in laws and enforcement have broadened the definition of "assault" to include minor scrapes and comparatively mild forms of "violence," such as hitting, biting, scratching, kicking, and throwing objects. Also, the contexts for monitoring both minor as well as more severe forms of violence have been greatly expanded to include schools, the home, and the workplace. The targeting of less severe forms of aggravated assault and the ability of authorities to dip more deeply into the pool of offenders will produce arrest patterns for aggravated assault that are more diffuse throughout society and less concentrated in socioeconomically disadvantaged locales (Steffensmeier and Harer, 1999). It is worth noting that, although UCR arrest rates for aggravated assault have almost doubled over the past decade or so, the National Crime Victimization Survey, whose tabulations are based on self-reported victimizations based on annual samples of U.S. households, reveals a small decline in aggravated assault rates during that period.

Future research needs to extend the kind of aggregate analysis presented here in several ways. First, a need exists to further disaggregate the crime data (and the predictors) into gender $\times$ race subgroups to assess whether, as some writers suggest (e.g., Baskins et al., 1993), the structural sources of offending by black females and white females differ. Second, a need exists for gender-disaggregated analyses across other ecological units, particularly neighborhoods, because they provide the networks of association in which individuals are embedded (Bursik and Grasmick, 1993). Unfortunately, many direct indicators of key structural variables used in the above analysis are not readily available, and reliability problems involving rare or low frequency counts of more serious forms of offending at the neighborhood level greatly limit the feasibility of genderspecific comparisons. Fourth, as was done in our analysis of types of homicide, there is a need to unpack the other broad index-crime categories and assess whether the structural sources of offending differ by gender across types of robbery, larceny-theft, and so forth. Unfortunately, except for homicide, the data for such an analysis are not available. Lastly, models estimating the effects of macrosocial forces on rates of female offending may expand our list of structural variables, because our models obviously have not incorporated all theoretically relevant structural factors. We have documented some of the social correlates of female offending; yet, we also find that the male offending rate is a substantially stronger predictor of female offending than any of the variables included in our models (see Table 5). This result suggests that other unmeasured social conditions and
shared structural sources are operating as well (e.g., availability of firearms, prevalence of gangs, accessibility of drugs, opportunities for theft), and await identification.

## CONCLUSION

The theoretical framework and empirical evidence indicate the importance of investigating within-sex differences in crime, rather than focusing only on between-sex differences (which is the common practice among writers on the topic of women and crime). As with males, considerable variation exists in female offending rates across ecological space (i.e., across cities). Explaining this variation and focusing on female crime per se are as important as explaining the gender gap. We find that the structural sources of high levels of female offending resemble closely those influencing male offending; i.e, the patterns of covariation are similar. Clearly, the macrolevel causes of female crime are not fundamentally different from those of male crime. However, some gender differences did emerge in terms of the magnitude of the effects, in which we found that disadvantage indicators were more strongly associated with male rates of offending than with female rates.
The most consistent difference in magnitude of effects was found for homicide, in which the structural disadvantage variables were robust predictors of male-perpetrated homicide both for homicide measured globally and across all types of homicide, whereas they were moderately strong predictors of female-perpetrated homicides involving spouses or partners and only weakly predictive of other types of homicides (e.g., killing of other family members or relatives). This finding is consistent with the view that because female-perpetrated homicide is so at odds with femininity norms and gendered physical differences, it is more idiosyncratic in causation and mainly emerges in the context of male aggression (Kruttschnitt, 1994; Steffensmeier and Allan, 1996).
Thus, our results are somewhat ambiguous about whether the structural sources of female and male offending rates will be more noteworthy for their similarities than for their differences. Notably, this sort of "halfempty, half-full" conclusion occurs frequently in other areas of genderrelated research(see, e.g., Beutel and Marini, 1995; Giele, 1988; Lehman, 1993; Walker and Fennell, 1986)-much overlap in orientations and behaviors but some gender divergence as well. Nonetheless, in view of the tendency in traditional criminological writings to trace female criminality to biopsychological stresses and male criminality to environmental stresses, we believe the gender similarities are more remarkable. As Epstein (1988:12) has noted, the quest to identify gender differences may
focus too much on differences rather than similarities and, thus, sometimes impairs our ability to understand social phenomena.

As with theory testing using individual-level data that has identified causal factors for female offending consistent with those suggested by traditional sociological theories of crime (e.g., differential association, social control), our results using aggregate methodology identify structural causes for female offending that are consistent with traditional macrolevel perspectives (e.g., social disorganization, strain). So, too, our findings support the importance of a comparative approach and its objective to uncover etiological universals or discover that variables assumed to be universal have effects only under unique social and cultural circumstances. Apparently, structural disadvantage-adverse economic conditions and conditions of social disorganization-affects the social order so that criminogenic pressures increase on both the female and the male populations. ${ }^{16}$ From a policy perspective, moreover, our results suggest that identifying and remedying the macrosocial factors influencing female crime also will contribute substantially to the reduction of male crime, or vice versa.
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[^0]:    * We gratefully acknowledge the helpful comments of the reviewers and editor, and thank Miles Harer for data management assistance.

[^1]:    1. Note that Weisheit (1993) examined the structural correlates of states' female homicide rates for 1980 and 1981, but his analysis considered only bivariate associations, did not include important structural variables (e.g., poverty, density, joblessness), did not include a comparison to male rates, and was limited to states as the unit of analysis. However, as we discuss later, several analyses of structural correlates of female (and male) homicide victimization exist (e.g., Bailey and Peterson, 1995; Gartner et al., 1990; Smith and Brewer, 1992).
[^2]:    2. The gender-equality hypothesis as it emerged during the early 1970 s is also somewhat ambiquous on the issue but apparently predicts more differences than similarities in the structural determinants of female and male violence rates (Adler, 1975). This hypothesis holds that improved employment and economic conditions for women would tend to "masculinize" them and lead to higher levels of female criminal involvement. If so, aggregate studies of city-level crime rates should find that (at least) some structural predictors, such as joblessness and poverty, have differing effects for female violence rates than for male rates. That is, higher levels of employment and improved economic well-being will be positively associated with high female violence rates, whereas higher levels of joblessness (or low employment) will be negatively associated with male violence rates. Note that the gender-equality hypothesis has been criticized by some feminists (and others) who point to the peculiarity of considering an hypothesis that assumed improving women's economic conditions would increase levels of female crime when so much of the existing criminological literature stresses the role played by poverty and joblessness in the creation of crime (Chesney-Lind, 1997).
[^3]:    3. Family disruption is measured typically as the percent of female-headed households, which includes families always headed by a single mother that are intact in the sense of never having been broken. An alternative terminology is to refer to such households as "failure to form a family," but this implies that families always headed by a single mother do not constitute a family unit. For lack of a better term, we follow standard practice and use the terms family disruption and female-headed households interchangeably (see Wu, 1996).
[^4]:    4. Durkheim writes, "because he is a more complex social being, [man] can maintain his equilibrium only by finding more points of support outside himself, and it is because his moral balance depends on a larger number of conditions that it is more easily disturbed" (1951:216).
[^5]:    6. Note also, that in addition to using offending rather than victimization rates, our analysis includes five index crimes as well as homicide, develops hypotheses and tests them with gender-specific measures, and uses a more recent time period (1990 versus 1980).
[^6]:    7. If the proportion of the population known to be at low risk for serious offending (e.g., the elderly and young children) varies with city characteristics (e.g., racial composition), estimates of the effects of these characteristics on offending may be biased. Therefore, each offending rate was calculated after elimination of those under age 10 or 65 and older from the denominator of the sex-specific rates. (See Steffensmeier and Allan, 1988, for a discussion of the calculation of demographically adjusted arrest rates.)
[^7]:    8. The adjustment procedure, however, is not able to correct the data for possible city-specific differences in the effects of gender on arrest probabilities (as Sampson was unable to correct for city-specific differences in the relationship between race and the likelihood of arrest).
[^8]:    9. To determine multicollinearity, we first examined the correlations among predictor variables (see Table 1) and found evidence of considerable multicollinearity among key socioeconomic variables-poverty, joblessness, percent black, family structure, and Gini. The correlations among these variables typically exceed .60 , suggesting collinearity problems. Second, we examined the variance inflation factors (VIF) scores produced when all or groups of predictor variables are included in models. Generally, the VIF scores were at or near 4, again indicating that multicollinearity may be a problem (Fisher and Mason, 1981). Based on these decision rules, multicollinearity appears to be fairly considerable among key predictors.
[^9]:    *The crime rates are averaged over seven years.

    The deprivation component is created through principal components analysis and comprises the sex-specific poverty rate, unemployment rate, black population, the percent female-headed households, and Gini coefficient. The index and its components will be highly correlated.

[^10]:    10. The variables in this component possessed loading scores of .4 or greater. The component loadings are not scaled by their corresponding eigenvalues because the component scores are used in metric regression with unstandardized variables.
    11. We are grateful to Wayne Osgood for this recommendation. See, also, Osgood and Chambers (1997).
[^11]:    12. Note, also, the weak associations between a large youth population (percent ages $15-29$ ) and the index offending rates. This counterintuitive finding-that the age variable (e.g., percent ages $15-29$ ) is only weakly associated with crime rates or sometimes is in the opposite direction than expected-is reported often in aggregate crime studies. This anomaly apparently reflects the lack of intercity variation in age composition and is not an impediment for our analysis here, because we only use age composition as a control variable.
[^12]:    ${ }^{\wedge} F$-value is used to calculate significant differences between male and female coefficients. Although identical, the $F$-value is reported for both male and female coefficients.
    ^ Disadvantage Index comprises the sex-specific unemployment rate, sex-specific poverty rate, percent of femaieheaded households, sex-specific percent of black population, and the Gini coefficient.

    * $p<.01$; ** $p<.001$.

[^13]:    13. The effects of these variables, viewed separately, are as follows. Divorce has a small, positive effect on male homicide. Apparently, divorce is more socially disruptive and disintegrative for males; also, divorced males are especially prone to be perpetrators in "mate [i.e., former mate] slayings" (Steffensmeier and Allan, 1996). Percent Hispanic has a small, significant effect on male homicide, which may reflect the high involvement of Hispanic male youth in gangs and their greater risk for participation in gang-related homicides (Klein, 1995).
[^14]:    15. Efforts to disentangle the effects of structural variables are likely to be especially problematic for studies that rely on $1990+$ census data. The spatial concentration of poverty and other disadvantage indicators appears to have intensified over the past decade or so (Massey and Denton, 1993.) As a result, efforts to disentangle at the cityor SMSA-level the effects for discrete indicators of structural disadvantage, such as the effects of percent black from those of female-headed households, poverty, and so on, may be more tenuous today than was pointed out by Land et al. (1990) in their review of the aggregate-crime research through 1980. On theoretical grounds, moreover, the communities and crime writings typically interpret the percent of female-headed families solely as a measure of parental socialization and social control, but it also could be seen as reflecting a particularly severe type of poverty (Krivo and Peterson, 1996; Land et al., 1990). Compared with their married family counterparts, poor female-headed families are much more likely to have extremely low incomes, to live in the poorest of areas, and to be poor for long periods of time.
