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#### Abstract

Some recurrence relations and identities for order statistics are extended to the most general case where the random variables are assumed to be non-independent non-identically distributed. In addition, some new identities are given. The results can be used to reduce the computations considerably and also to establish some interesting combinatorial identities.
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## 1. Introduction

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a sequence of $n$ random variables with corresponding order statistics $X_{1, n} \leq X_{2, n} \leq \cdots \leq X_{n, n}$. Let $F_{r, n}(x)$ denote the marginal distribution function of $X_{r, n}$ and $F_{r, s, n}(x, y)$ denote the joint distribution function of $X_{r, n}$ and $X_{s, n}, 1 \leq r<s \leq n$. The well-known recurrence relations when the random variables are i.i.d. are given by

$$
r F_{r+1, n}(x)+(n-r) F_{r, n}(x)=n F_{r, n-1}(x), \quad 1 \leq r \leq n-1
$$

and

$$
\begin{aligned}
& r F_{r+1, s+1, n}(x, y)+(s-r) F_{r, s+1, n}(x, y)+(n-s) F_{r, s, n}(x, y) \\
& \quad=n F_{r, s, n-1}(x, y), \quad 1 \leq r<s \leq n
\end{aligned}
$$

These are proved in terms of raw moments in David ((1981), pp. 46-49). The relations have been generalized to the cases when the random variables are exchangeable (Young (1967), David and Joshi (1968)) and when they are independent but non-identically distributed (Balakrishnan (1988)). Recently, Sathe and

[^0]Dixit (1990) extended the relations to the most general case where no assumption is made on the underlying joint distribution function of the variables. The recurrence relations are given by

$$
\begin{equation*}
r F_{r+1, n}(x)+(n-r) F_{r, n}(x)=\sum_{i=1}^{n} F_{r, n-1}^{(i)}(x), \quad 1 \leq r \leq n-1, \tag{1.1}
\end{equation*}
$$

and

$$
\begin{align*}
& r F_{r+1, s+1, n}(x, y)+(s-r) F_{r, s+1, n}(x, y)+(n-s) F_{r, s, n}(x, y)  \tag{1.2}\\
& \quad=\sum_{i=1}^{n} F_{r, s, n-1}^{(i)}(x, y), \quad 1 \leq r<s \leq n-1
\end{align*}
$$

where $F_{r, n-1}^{(i)}(x)$ and $F_{r, s, n-1}^{(i)}(x, y)$ denote the distribution function of $X_{r, n-1}$ and ( $X_{r, n-1}, X_{s, n-1}$ ) respectively, in a sample of size $n-1$ obtained on dropping $X_{i}$ from the original sample of size $n$.

The need for recurrence relations and identities is well-established in the literature and for details we refer to the recent monograph by Arnold and Balakrishnan (1989). In this paper we generalize some of the established results to the non-independent non-identically distributed (ni.ni.d.) variables and also establish some new identities. The results greatly reduce the amount of direct computations when the random variables are not necessarily i.i.d. The results can also be used to establish some interesting combinatorial identities following the methods illustrated by Joshi (1973) and Joshi and Balakrishnan (1981).

In order to facilitate the proofs of various results presented in the following sections, we present below a lemma which gives a combinatorial identity satisfied by a complete beta function.

Lemma 1.1. For real positive $k$ and $c$ and a positive integer $b$,

$$
\sum_{a=0}^{b}(-1)^{a}\binom{b}{a} B(a+k, c)=B(k, c+b)
$$

where $B(\cdot, \cdot)$ is the beta function.
Proof. Consider

$$
\sum_{a=0}^{b}(-1)^{a}\binom{b}{a} B(a+k, c)=\sum_{a=0}^{b}(-1)^{a}\binom{b}{a} \int_{0}^{1} u^{a+k-1}(1-u)^{c-1} d u
$$

On changing the order of summation and integration we get

$$
=\int_{0}^{1}\left\{\sum_{a=0}^{b}(-1)^{a}\binom{b}{a} u^{a}\right\} u^{k-1}(1-u)^{c-1} d u
$$

hence the result. For an alternative proof based on generating functions, we refer to Riordan (1968).

Remark 1. The lemma holds true for incomplete beta integrals in general and we get

$$
\sum_{a=0}^{b}(-1)^{a}\binom{b}{a} I_{p}(a+k, c)=I_{p}(k, c+b)
$$

where $I_{p}(a, b)$ is defined as the incomplete beta integral given by

$$
I_{p}(a, b)=\int_{0}^{p} u^{a-1}(1-u)^{b-1} d u, \quad p \in(0,1)
$$

## 2. Relations for marginal distribution functions

Let $F_{r, m}^{\left[i_{1}, \ldots, i_{n-m}\right]}(x), 1 \leq r \leq m \leq n$ denote the distribution function of $r$-th order statistic in a sample of size $m$ obtained on dropping $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{n-m}}$ from the original sample of size $n$. Further, let

$$
H_{r, m}(x)=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{n-m} \leq n} F_{r, m}^{\left[i_{1}, \ldots, i_{n-m}\right]}(x) .
$$

For $m=n, H_{r, n}(x)=F_{r, n}(x), 1 \leq r \leq n$. Also, when the variables are identically distributed, $H_{r, m}(x)=\binom{n}{m} F_{r, m}(x)$.

Result 2.1. For $1 \leq r \leq n$,

$$
\begin{align*}
& F_{r, n}(x)=\sum_{j=n-r+1}^{n}(-1)^{j+n-r+1}\binom{j-1}{n-r} H_{1, j}(x),  \tag{2.1}\\
& F_{r, n}(x)=\sum_{j=r}^{n}(-1)^{j+r}\binom{j-1}{r-1} H_{j, j}(x) . \tag{2.2}
\end{align*}
$$

Proof. We prove (2.1) and (2.2) follows on same lines. From (1.1), we have

$$
F_{r, n}(x)=-\frac{n-r+1}{r-1} F_{r-1, n}(x)+\frac{1}{r-1} \sum_{i_{1}=1}^{n} F_{r-1, n-1}^{\left[i_{1}\right]}(x) .
$$

Upon using (1.1) to the r.h.s. of the above equation, we get

$$
\begin{aligned}
F_{r, n}(x)= & \frac{(n-r+2)(n-r+1)}{(r-1)(r-2)} F_{r-2, n}(x)-2 \frac{(n-r+1)}{(r-1)(r-2)} \sum_{i_{1}=1}^{n} F_{r-2, n-1}^{\left[i_{1}\right]}(x) \\
& +\frac{1}{(r-1)(r-2)} \sum_{\substack{i_{1}=1 \\
i_{1} \neq i_{2}}}^{n} \sum_{i_{2}=1}^{n} F_{r-2, n-2}^{\left[i_{1}, i_{2}\right]}(x) .
\end{aligned}
$$

By repeating this process of using (1.1) for the expression on the r.h.s. $r-1$ times and simplifying the resulting equation, we derive the relation in (2.1).

Remark 2. The relations in (2.1) and (2.2) have already been established by Balakrishnan (1988) for independent nonidentical variables and they reduce to the well-known identities of Srikantan (1962) for i.i.d. random variables.

Result 2.2.

$$
\begin{align*}
& \sum_{r=1}^{n} \frac{1}{r} F_{r, n}(x)=\sum_{r=1}^{n} B(r, n-r+1) H_{1, r}(x),  \tag{2.3}\\
& \sum_{r=1}^{n} \frac{1}{n-r+1} F_{r, n}(x)=\sum_{r=1}^{n} B(r, n-r+1) H_{r, r}(x) . \tag{2.4}
\end{align*}
$$

Proof. We prove (2.3) and (2.4) follows on same lines. From (2.1), we have

$$
\sum_{r=1}^{n} \frac{1}{r} F_{r, n}(x)=\sum_{r=1}^{n} \frac{1}{r} \sum_{j=n-r+1}^{n}(-1)^{j+n-r+1}\binom{j-1}{n-r} H_{1, j}(x)
$$

On interchanging the order of summation and making transformation, the r.h.s. reduces to

$$
=\sum_{j=1}^{n}\left\{\sum_{l=0}^{j-1}(-1)^{l}\binom{j-1}{l} \frac{1}{(n-j+l-1)}\right\} H_{1, j}(x)
$$

From Lemma 1.1, the term inside the brackets $\}$ is $B(j, n-j+1)$, thus establishing (2.3).

Remark 3. For identical variables, the result reduces to the identities given by Joshi (1973). The result also explains the presence of the factor $1 / r$ in Joshi's identities.

For $i=1,2, \ldots$, define for a fixed $n$

$$
C_{i+k-1}= \begin{cases}(n+i)(n+i+1) \cdots(n+i+k-2), & k=2,3, \ldots  \tag{2.5}\\ 1, & k=1\end{cases}
$$

Then, by adopting a method similar to the one used in proving Result 2.2, we can prove the following two results.

Result 2.3. For $i, k=1,2, \ldots$,

$$
\begin{align*}
\sum_{r=1}^{n} & F_{r, n}(x) /\{(r+i-1)(r+i) \cdots(r+i+k-2)\}  \tag{2.6}\\
& =\frac{1}{C_{i+k-1}} \sum_{r=1}^{n}\binom{k+r-2}{k-1} B(r, n-r+i) H_{1, r}(x)
\end{align*}
$$

$$
\begin{gather*}
\sum_{r=1}^{n} F_{r . n}(x) /\{(n-r+i)(n-r+i+1) \cdots(n-r+i+k-1)\}  \tag{2.7}\\
\quad=\frac{1}{C_{i+k-1}} \sum_{r=1}^{n}\binom{k+r-2}{k-1} B(r, n-r+i) H_{r, r}(x)
\end{gather*}
$$

Remark 4. For $i=1$ and in case of identical random variables, (2.6) and (2.7) reduce to expressions (2) and (3) respectively, of Balakrishnan and Malik (1985).

Result 2.4. For $k=1,2, \ldots$,

$$
\begin{align*}
\sum_{r=1}^{n} & F_{r, n}(x) /\{r(r+1) \cdots(r+k-1)(n-r+1) \cdots(n-r+k)\}  \tag{2.8}\\
& =\frac{1}{C_{2 k}} \sum_{r=1}^{n}\binom{r+2 k-2}{r-1} B(r, n-r+1)\left\{H_{1, r}(x)+H_{r, r}(x)\right\}
\end{align*}
$$

and for $k, l=1,2, \ldots$,

$$
\begin{align*}
\sum_{r=1}^{n} & F_{r, n}(x) /\{r(r+1) \cdots(r+k-1)(n-r+1) \cdots(n-r+l)\}  \tag{2.9}\\
& =\frac{1}{C_{k+l}} \sum_{r=1}^{n} B(r, n-r+1) \\
& \cdot\left\{\binom{r+k+l-2}{k-1} H_{1, r}(x)+\binom{r+k+l-2}{l-1} H_{r, r}(x)\right\}
\end{align*}
$$

where $C_{2 k}$ and $C_{k+l}$ are as defined in (2.5) with $i=1$.

## 3. Relations for joint distribution functions

Let $F_{r, s, m}^{\left[i_{1}, \ldots, i_{n-m}\right]}(x, y), 1 \leq r<s \leq m \leq n$, denote the joint distribution function of $r$-th and $s$-th order statistics from a sample of size $m$, obtained on dropping $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{n-m}}$ from the original sample of size $n$. Further, let

$$
H_{r, s, m}(x, y)=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{n-m} \leq n} F_{r, s, m}^{\left[i_{1}, \ldots, i_{n-m}\right]}(x, y)
$$

where, for $m=n, H_{r, s, n}(x, y)=F_{r, s . n}(x, y), 1 \leq r<s \leq n$.

Result 3.1. For $1 \leq r<s \leq n$

$$
\begin{align*}
F_{r, s, n}(x, y)= & \sum_{j=r}^{s-1} \sum_{m=n-s+j+1}^{n}(-1)^{m+n-r-s+1}  \tag{3.1}\\
& \cdot\binom{j-1}{r-1}\binom{m-j-1}{n-s} H_{j, j+1, m}(x, y), \\
F_{r, s, n}(x, y)= & \sum_{j=s-r}^{s-1} \sum_{m=n-s+j+1}^{n}(-1)^{n-m-r+1}  \tag{3.2}\\
& \cdot\binom{j-1}{s-r-1}\binom{m-j-1}{n-s} H_{1, j+1, m}(x, y), \\
F_{r, s, n}(x, y)= & \sum_{j=s-r}^{n-r} \sum_{m=r+j}^{n}(-1)^{m+s}  \tag{3.3}\\
& \cdot\binom{j-1}{s-r-1}\binom{m-j-1}{r-1} H_{m-j, m, m}(x, y) .
\end{align*}
$$

The above given identities can be proved by starting with the recurrence relation in (1.2) and by repeatedly using it in a way similar to the one used in proving Result 2.1. These extend the identities given by Srikantan (1962) to those for joint distribution functions and also to the case of ni.ni.d. random variables. For i.i.d. variables, (3.2) has been established by Srikantan.

Now, by starting with the identities in Result 3.1 and following the lines as used in proving Result 2.2, we can prove the following result.

Result 3.2.

$$
\begin{align*}
& \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{s-r} F_{r, s, n}(x, y)  \tag{3.4}\\
& \quad=\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} B(s-1, n-s+1) H_{r, r+1, s}(x, y) \\
& \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{r} F_{r, s, n}(x, y)  \tag{3.5}\\
& \quad=\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} B(s-1, n-s+1) H_{1, r+1, s}(x, y)
\end{align*}
$$

$$
\begin{align*}
\sum_{r=1}^{n-1} & \sum_{s=r+1}^{n} \frac{1}{n-s+1} F_{r, s, n}(x, y)  \tag{3.6}\\
& =\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} B(s-1, n-s+1) H_{r, s, s}(x, y)
\end{align*}
$$

Remark 5. In case of identical random variables, the result reduces to

$$
\begin{aligned}
& \frac{1}{n} \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{s-r} F_{r, s, n}(x, y)=\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{s(s-1)} F_{r, r+1, s}(x, y), \\
& \frac{1}{n} \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{r} F_{r, s, n}(x, y)=\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{s(s-1)} F_{1, r+1, s}(x, y), \\
& \frac{1}{n} \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{n-s+1} F_{r, s, n}(x, y)=\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{s(s-1)} F_{r, s, s}(x, y),
\end{aligned}
$$

which extends the identities given by Joshi (1973) for the joint distributions. As rightly pointed out by Joshi, these identities can be effectively used in checking the computations of the product moments of order statistics.

Remark 6. It should be pointed out, however, that if the relation in (1.1) (or equivalently (2.1) or (2.2)) and (1.2) (or equivalently (3.1), (3.2) or (3.3)) are employed in the computations of single moments and product moments respectively, then all the identities established in this paper will be automatically satisfied; see Arnold and Balakrishnan (1989) for details.
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