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GENERALIZATION OF EXTENDED BETA FUNCTION,

HYPERGEOMETRIC AND CONFLUENT

HYPERGEOMETRIC FUNCTIONS

Dong Myung Lee, Arjun K. Rathie, Rakesh K. Parmar and
Yong Sup Kim∗

Abstract. The main object of this paper is to present generaliza-
tion of extended beta function, extended hypergeometric and con-
fluent hypergeometric function introduced by Chaudhry et al. and
obtained various integral representations, properties of beta func-
tion, Mellin transform, beta distribution, differentiation formulas,
transform formulas, recurrence relations, summation formula for
these new generalization.

1. Introduction

We first recall the Euler’s beta function [9], which has the integral
representation

(1.1) B(x, y) =

∫ 1

0
tx−1(1− t)y−1dt, <e(x) > 0,<e(y) > 0.

Euler generalized the fractional function from the domain of natural
numbers to the gamma function and defined Euler’s gamma function [9]

(1.2) Γ(n) =

∫ ∞
0

tn−1e−tdt, <e(n) > 0.

The classical Gauss hypergeometric function (GHF) defined by [9]
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2F1(a, b; c; z) =
∞∑
n=0

(a)n(b)n
(c)n

zn

n!
.

The GHF can be given an integral representation as follows [9, p. 85]

2F1(a, b; c; z) =
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1 (1− zt)−a dt,(1.3)

where | arg(1− z)| < π, <e(c) > <e(b) > 0.
We can also write the GHF in terms of the beta function (1.1) as follows
[1]:

(1.4) 2F1(a, b; c; z) =

∞∑
n=0

B(b+ n, c− b)
B(b, c− b)

(a)n
zn

n!
,

where |z| < 1, <e(c) > <e(b) > 0. The confluent hypergeometric func-
tion (CHF) defined by

1F1(b; c; z) =
∞∑
n=0

(b)n
(c)n

zn

n!
.

The CHF can be given an integral representation as follows [9, p. 85]
(1.5)

1F1(b; c; z) =
1

B(b, c− b)

∫ 1

0
tb−1(1−t)c−b−1 ezt dt, <e(c) > <e(b) > 0,

The confluent hypergeometric function (CHF) can be written in terms
of the beta function to give

(1.6) 1F1(b; c; z) =
∞∑
n=0

B(b+ n, c− b)
B(b, c− b)

zn

n!
,

where <e(c) > <e(b) > 0. In recent years, several extensions of the well-
known special functions have been considered by some authors [1-7]. In
1994, Chaudhry and Zubair [1] have introduced the following extension
of gamma function

(1.7) Γp(x) =

∫ ∞
0

tx−1exp
[
−t− p

t

]
dt <e(p) > 0.

In 1997, Chaudhry et al. [2] introduced the following extension of Euler’s
beta function

(1.8) B(x, y; p) =

∫ 1

0
tx−1(1− t)y−1 exp

[
− p

t(1− t)

]
dt
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where <e(p) > 0, <e(x) > 0, and <e(y) > 0 and they proved that this
extension has connection with the Macdonald, Error and Whittakers
function. It is clearly seen that when p = 0, (1.7) and (1.8) reduces to
original gamma function and beta function. Recently, Chaudhry et al.
[6] used B(x, y; p) to extend the hypergeometric functions and confluent
hypergeometric functions as follows;

(1.9) Fp(a, b; c; z) =
∞∑
n=0

B(b+ n, c− b; p)
B(b, c− b)

(a)n
zn

n!
,

where p ≥ 0, |z| < 1, <e(c) > <e(b) > 0.

(1.10) Φp(b; c; z) =
∑
n=0

B(b+ n, c− b; p)
B(b, c− b)

zn

n!
,

where p ≥ 0, <e(c) > <e(b) > 0 and gave the integral representation
(1.11)

Fp(a, b; c; z) =
1

B(b, c− b)

∫ 1

0
tb−1(1−t)c−b−1(1−zt)−a exp

[
− p

t(1− t)

]
dt,

where p ≥ 0 and | arg(1− z)| < π, <e(c) > <e(b) > 0.

(1.12)

Φp(b; c; z) =
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1exp

[
zt− p

t(1− t)

]
dt,

where p ≥ 0, <e(c) > <e(b) > 0. They called these functions ex-
tended Gauss hypergeometric function (EGHF) and extended confluent
hypergeometric function (ECHF), respectively. They have obtained the
integral representations, beta distribution, various properties of differen-
tiation formulas, Mellin transform, transformation formulas, recurrence
relations, summation and asymptotic formulas for these newly defined
function.

Clearly, when p = 0, (1.9), (1.10), (1.11) and (1.12) reduces to usual
GHF and CHF. In this paper, we consider the following generalizations
of Euler’s beta functions as

(1.13) B(x, y; p;m) =

∫ 1

0
tx−1(1− t)y−1exp

[
− p

tm(1− t)m

]
dt,

where <e(p) > 0,m > 0. Clearly when m = 1, equation (1.13) reduces
to Chaudhry et al. [2] extended beta function (EBF) and p = 0, it
reduces to usual Euler’s beta function [9].
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In section 2, different integral representation and some properties
of new generalized Euler’s beta function are obtained. Additionally,
relations of new generalized beta functions are discussed.

In section 6, we generalize the hypergeometric function and confluent
hypergeometric function using B(x, y; p;m) and obtain the integral rep-
resentations of new generalized Gauss’s hypergeometric function. Fur-
ther we obtain the differentiation formulas, Mellin transforms, trans-
formation formulas, recurrence relations, summation formulas for these
newly defined hypergeometric function and confluent hypergeometric
functions.

2. Integral representation of new generalized beta function

Theorem 2.1.

(2.1)

∫ ∞
0

ps−1B(x, y; p;m)dp = Γ(s)B(x+ms, y +ms),

where <e(p) > 0, <e(s) > 0, <e(x + ms) > 0, <e(y + ms) > 0 and
m > 0.

Proof. Multiplying (1.13) by ps−1 and integrating with respect to p
from p = 0 to p =∞, we get∫ ∞

0
ps−1B(x, y; p;m)dp

=

∫ ∞
0

ps−1
(∫ 1

0
tx−1(1− t)y−1exp

(
− p

tm(1− t)m

)
dt

)
dp.

(2.2)

The order of integral in (2.2) can be interchanged because of the uniform
convergence of the integral. Therefore, we have∫ ∞

0
ps−1B(x, y; p;m) dp

=

∫ 1

0
tx−1(1− t)y−1

[∫ ∞
0

ps−1exp

(
− p

tm(1− t)m

)
dp

]
dt.

(2.3)
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Using definition of gamma function in (2.3), we have

∫ ∞
0

ps−1B(x, y; p;m) dp =

∫ 1

0
tx−1(1− t)y−1 (tms(1− t)msΓ(s)) dt

= Γ(s)

∫ 1

0
tx+ms−1(1− t)y+ms−1 dt

= Γ(s)B(x+ms, y +ms).

(2.4)

This completes the proof of the Theorem 2.1.

Remark 2.2. When s = 1, it reduces to interesting relation

(2.5)

∫ ∞
0

B(x, y; p;m) dp = B(x+m, y +m)

between the classical and new generalized beta functions, where <e(x+
ms) > 0, <e(y +ms) > 0.

When m = 1 in (2.5), it reduces to Chaudhry et al. [2] relation.

Remark 2.3. It is interesting to note that all the derivatives of the
new generalized beta function with respect to the parameter p can be
expressed in terms of the function to give

∂n

∂pn
[B(x, y; p;m)] = (−1)nB(x− nm, y − nm; p;m)

<e(p) > 0, m > 0, and non-negative integer n.
(2.6)

The generalization of Euler’s beta function is represented by the var-
ious following integral representations.
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Theorem 2.4.

B(x, y; p;m) = 2

∫ π
2

0
cos2x−1 θ sin2y−1 θ exp

[
−p sec2m θ csc2m θ

]
dθ;

(2.7)

B(x, y; p;m) =

∫ ∞
0

ux−1

(1 + u)x+y
exp

[
−p
(

2 + u+
1

u

)m]
du;

(2.8)

B(x, y; p;m) = 21−x−y
∫ 1

−1
(1 + u)x−1(1− u)y−1 exp

[
− 4mp

(1− u2)m

]
du;

(2.9)

B(x, y; p;m) = (c− a)1−x−y
∫ c

a
(u− a)x−1(c− u)y−1

× exp

[
−p (c− a)2m

(u− a)m(c− u)m

]
du,

<e(p) > 0 and m > 0; For p = 0,<e(x) > 0,<e(y) > 0;(2.10)

B(α, β; p;m) = 21−α−β
∫ ∞
−∞

exp
[
(α− β)x− 4mp cosh2m x

] dx

(coshx)α+β
,

(2.11)

<e(p) > 0 and m > 0; For p = 0,<e(α) > 0 <e(β) > 0.

Equations (2.7), (2.8), (2.9), (2.10) and (2.11) can obtain by using

the transformations t = cos2 θ, t =
u

1 + u
, t =

1 + u

2
, t =

u− a
c− a

and

t = tanhx in equation (1.13) respectively.
Clearly when m = 1, equations (2.7) to (2.11) reduce to Chaudhry

et al. [2] and when p = 0, it reduces to usual results for Euler’s beta
function.

3. Properties of the new generalized beta function

We derive the following properties of generalized beta function. To
obtain these we first observe that by interchanging the order of summa-
tion and integration.

Theorem 3.1.

(3.1) B(x, y + 1; p;m) +B(x+ 1, y; p;m) = B(x, y; p;m)
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Proof. The left-hand side of (3.1) equals∫ 1

0

{
tx−1(1− t)y + tx(1− t)y−1

}
exp

[
− p

tm(1− t)m

]
dt

which, after simple algebraic manipulation, yields

∫ 1

0
tx−1(1− t)y−1 exp

[
− p

tm(1− t)m

]
dt

which, is equal to the right-hand side of (3.1).

Clearly when m = 1 equation (3.1) reduces to Chaudhry et al. [2]
and when p = 0, it reduces to usual relation for Euler’s beta function
[8].

Theorem 3.2. For <(p) > 0, <(x) > 0,<(y) < 1 and m > 0,

(3.2) B(x, 1− y; p;m) =
∞∑
n=0

(y)n
n!

B(x+ n, 1; p;m)

Proof. By the definition of the new generalized beta function equation
(1.13), we have

B(x, 1− y; p;m) =

∫ 1

0
tx−1(1− t)−y exp

[
− p

tm(1− t)m

]
dt.

Using the following binomial series expansion

(1− t)−y =

∞∑
n=0

(y)n
tn

n!
, |t| < 1,

we obtain

B(x, 1− y; p;m) =

∫ 1

0

∞∑
n=0

(y)n
tx+n−1

n!
exp

[
− p

tm(1− t)m

]
dt.

Therefore, interchanging the order of integration and summation and
using (1.13), we have
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B(x, 1− y; p;m) =
∞∑
n=0

(y)n
n!

∫ 1

0
tx+n−1 exp

[
− p

tm(1− t)m

]
dt

=

∞∑
n=0

(y)n
n!

B(x+ n, 1; p;m).

Theorem 3.3. For <e(p) > 0 and m > 0,

(3.3) B(x, y; p;m) =
∞∑
n=0

B(x+ n, y + 1; p;m).

Proof. Replacing (1− t)y−1 in (1.13) by its series representation

(1− t)y−1 = (1− t)y
∞∑
n=0

tn,

we obtain

B(x, y; p;m) =

∫ 1

0
(1− t)y

∞∑
n=0

tx+n−1 exp

[
− p

tm(1− t)m

]
dt.

Interchanging the order of integration and summation and using (1.13),
we have

B(x, y; p;m) =
∞∑
n=0

∫ 1

0
tx+n−1(1− t)y exp

[
− p

tm(1− t)m

]
dt

=
∞∑
n=0

B(x+ n, y + 1; p;m).
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4. Mellin transformation representation of the new general-
ized beta function

In this section, by using the Mellin transform representation of the
new generalized beta function in terms of Mellin-Barnes type contour in-
tegral, we have the following complex integral representation for B(x, y;
p;m):

Theorem 4.1. For <e(p) > 0, m > 0 and γ > 0

(4.1) B(x, y; p;m) =
1

2πi

∫ γ+i∞

γ−i∞

Γ(s)Γ(x+ms)Γ(y +ms)

Γ(x+ y + 2ms)
p−s ds.

Proof. Taking Mellin transform of (1.13) both sides, we have

M {B(x, y; p;m); p→ s}

=

∫ ∞
0

ps−1
(∫ 1

0
tx−1(1− t)y−1 exp

[
− p

tm(1− t)m

]
dt

)
dp.

Changing the order of integration as the integral is uniformly conver-
gent. We have

M {B(x, y; p;m); p→ s}

=

∫ 1

0
tx−1(1− t)y−1

(∫ ∞
0

ps−1 exp

[
− p

tm(1− t)m

]
dp

)
dt.

Using the definition of gamma function, we have

M {B(x, y; p;m); p→ s} =

∫ 1

0
tx−1(1− t)y−1 {tms(1− t)msΓ(s)} dt.

(4.2)

= Γ(s)

∫ 1

0
tx+ms−1(1− t)y+ms−1 dt

= Γ(s)B(x+ms, y +ms)

= Γ(s)
Γ(x+ms)Γ(y +ms)

Γ(x+ y + 2ms)
.

Finally, taking inverse Mellin transform both sides, we have

B(x, y; p;m) =
1

2πi

∫ γ+i∞

γ−i∞

Γ(s)Γ(x+ms)Γ(y +ms)

Γ(x+ y + 2ms)
p−s ds.



196 Dong Myung Lee, Arjun K. Rathie, Rakesh K. Parmar and Yong Sup Kim

5. The beta distribution for new generalized beta function

It is expected that there will be many applications of the new general-
ized beta function, like there in extended beta function. One application
that springs to mind is to statistics. For example, the conventional beta
distribution can be extended, by using our new generalized beta func-
tion, to variables a and b with an infinite range. It appears that such
an generalization may be desirable for the project evaluation and review
technique used in some special cases.

We define the beta distribution of new generalized beta function by
(5.1)

F (t) =


1

B(a, b; p;m)
ta−1(1− t)b−1 exp

[
− p

tm(1− t)m

]
, 0 < t < 1

0 , otherwise.

If ν is any real number, then for p > 0, −∞ < a <∞, −∞ < b <∞;
m > 0

(5.2) E (Xν) =
B(a+ ν, b; p;m)

B(a, b; p;m)
.

In particular, for ν = 1

(5.3) µ = E(X) =
B(a+ 1, b; p;m)

B(a, b; p;m)

represents the mean of the distribution and

σ2 = E
(
X2
)
− {E(X)}2(5.4)

=
B(a, b; p.m)B(a+ 2, b; p;m)−B2(a+ 1, b; p;m)

B2(a, b; p;m)

is the variance of the distribution.

The moment generation function of the distribution is

(5.5) M(t) =

∞∑
n=0

tn

n!
E(Xn) =

1

B(a, b; p;m)

∞∑
n=0

B(a+ n, b; p;m)
tn

n!
.

The cummulative distribution of (5.1) can be written as

(5.6) F (X) =
BX(a, b; p;m)

B(a, b; p;m)
,
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where

BX(a, b; p;m) =

∫ X

0
ta−1(1− t)b−1 exp

[
− p

tm(1− t)m

]
dt(5.7)

p > 0, −∞ < a <∞, −∞ < b <∞;m > 0

is new generalized incomplete beta function.

6. Integral representations of the generalized hypergeomet-
ric and confluent hypergeometric function

In this section we used the new generalization (1.13) of beta func-
tions to generalized the Gauss’s hypergeometric function and confluent
hypergeometric functions defined by

Fp(a, b; c; z;m) =
∞∑
n=0

B(b+ n, c− b; p;m)

B(b, c− b)
(a)n

zn

n!
,(6.1)

p ≥ 0, m > 0, |z| < 1;<e(c) > <e(b) > 0

and

Φp(b; c; z;m) =
∞∑
n=0

B(b+ n, c− b; p;m)

B(b, c− b)
zn

n!
,(6.2)

p ≥ 0, m > 0, <e(c) > <e(b) > 0.

We call the Fp(a, b; c; z;m) and Φp(b; c; z;m) by the generalized extended
Gauss hypergeometric function (GEGHF) and generalized extended con-
fluent hypergeometric function(GECHF) respectively.

The integral representation of GEGHF for m > 0 is given by using
(1.13) and (6.1), we have

Fp(a, b; c; z;m)(6.3)

=
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1

× exp

[
− p

tm(1− t)m

] ∞∑
n=0

(a)n
(zt)n

n!
dt,

p > 0; p = 0,m > 0 and |z| < 1;<e(c) > <e(b) > 0.
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Since (1− zt)−a =
∞∑
n=0

(a)n
(zt)n

n!
, so we can write (6.3) as

Fp(a, b; c; z;m)

(6.4)

=
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1(1− zt)−a exp

[
− p

tm(1− t)m

]
dt,

p > 0; p = 0,m > 0 and | arg(1− z)| < π;<e(c) > <e(b) > 0.

The another form is obtained by putting t = u
1+u in (6.4), we get

Fp(a, b; c; z;m)(6.5)

=
1

B(b, c− b)

∫ ∞
0

ub−1(1 + u)a−c [1 + u(1− z)]−a

× exp

[
−p
(

2 + u+
1

u

)m]
du,

p > 0; p = 0,m > 0 and | arg(1− z)| < π;<e(c) > <e(b) > 0.

Also by substituting t = sin2 ν in (6.4), we get

Fp(a, b; c; z;m)(6.6)

=
2

B(b, c− b)

∫ π
2

0

(sin ν)2b−1(cos ν)2c−2b−1

(1− z sin2 ν)a

× exp
(
−p sec2m ν csc2m ν

)
dν.

Further if we substitute t = tanh2 ν in (6.4), the another integral
representation is obtained as

Fp(a, b; c; z;m)(6.7)

=
2

B(b, c− b)

∫ ∞
0

(sinh ν)2b−1(cosh ν)2a−2c+1(
cosh2 ν − z sinh2 ν

)a
× exp

(
−p cosh2m ν coth2m ν

)
dν.

A Mellin-Barnes contour integral representation for Fp(a, b; c; z;m)
can be obtained by equation (6.4) and the fact that the functionB(x, y; p;m)
has no finite singularities in x and y. We thus have
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Fp(a, b; c; z;m)(6.8)

=
1

2π iB(b, c− b)

∫ i∞

−i∞
Γ(−s)Γ(a+ s)

Γ(a)

×B(b+ s, c− b; p;m)(−z)s ds.
Similarly, the integral representation of GECHF is defined by using

(6.2), we have

Φp(b; c; z;m)(6.9)

=
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1 exp

[
zt− p

tm(1− t)m

]
dt,

p ≥ 0;m > 0 and <e(c) > <e(b) > 0.

Also if we replace t by 1 − t, we get another integral representation
of (6.9). Thus we have

Φp(b; c; z;m)

(6.10)

=
exp(z)

B(b, c− b)

∫ 1

0
tc−b−1(1− t)b−1 exp

[
−zt− p

tm(1− t)m

]
dt,

p > 0; p = 0 and <e(c) > <e(b) > 0;m > 0.

Clearly for m = 1 in (6.4) - (6.9) leads to the integral representation
of Chaudhry et al. [6] and for p = 0 in (6.4) - (6.9) leads to integral
representation of the usual GHF and CHF [10, pp. 20-23].

7. Differentiation formulas for the GEGHF and GECHF

The differentiation formulas for the GEGHF and GECHF can be
obtained by differentiating (6.1) and (6.2) with respect to the variable
z in terms of a parameter by using the formulas:

(7.1) B(b, c− b) =
c

b
B(b+ 1, c− b)

and

(7.2) (a)n+1 = a(a+ 1)n.



200 Dong Myung Lee, Arjun K. Rathie, Rakesh K. Parmar and Yong Sup Kim

Note for GEGHF, we differentiate (6.1) with respect to z, we have

d

dz
{Fp(a, b; c; z;m)} =

∞∑
n=1

(a)n
B(b+ n, c− b; p;m)

B(b, c− b)
zn−1

(n− 1)!
.

Changing n into n+ 1 and using (6.1), we have

(7.3)
d

dz
{Fp(a, b; c; z;m)} =

ab

c
Fp(a+ 1, b+ 1; c+ 1; z;m).

Recursive application of this procedure gives the general form,

(7.4)
dn

dzn
{Fp(a, b; c; z;m)} =

(a)n(b)n
(c)n

Fp(a+ n, b+ n; c+ n; z;m).

A similar procedure for GECHF, we have

(7.5)
dn

dzn
{Φp(b; c; z;m)} =

(b)n
(c)n

Φp(b+ n; c+ n; z;m).

Clearly when m = 1 in (7.4) and (7.5) leads to the differentiation for-
mulas for Chaudhry et al. [6] and for p = 0 in (7.4) and (7.5) lead to
the differential formulas for usual GHF and CHF [10].

8. Thw Mellin transform representations of GEGHF and
GECHF

Taking Mellin transform of (6.4), we get Mellin transform of GEGHF
as

M {Fp(a, b; c; z;m) : p→ s}(8.1)

=

∫ ∞
0

ps−1Fp(a, b; c; z;m) dp

=
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1(1− zt)−a

×
(∫ ∞

0
ps−1 exp

[
− p

tm(1− t)m

]
dp

)
dt.

Using definition of gamma function in (8.1) and using (1.3), we have
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M {Fp(a, b; c; z;m) : p→ s}

(8.2)

=
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1(1− zt)−a {tms(1− t)msΓ(s)} dt

=
Γ(s)

B(b, c− b)

∫ 1

0
tb+ms−1(1− t)c+ms−b−1(1− zt)−a dt

=
Γ(s)B(b+ms, c+ms− b)

B(b, c− b) 2F1(a, b+ms; c+ 2ms; z).

Now taking inverse Mellin transforms of both sides of (8.2), we get,
an elegant relation between the GEGHF and original function.

Fp(a, b; c; z;m) =
1

2πi

∫ γ+i∞

γ−i∞

Γ(s)B(b+ms, c+ms− b)
B(b, c− b)

(8.3)

× 2F1(a, b+ms; c+ 2ms; z)p−s ds,

where γ > 0. A similar procedure yields us the Mellin transform of
GECHF as follows:

M {Φp(b, c; z;m) : p→ s}(8.4)

=
Γ(s)B(b+ms, c+ms− b)

B(b, c− b) 1F1(b+ms; c+ 2ms; z).

Now taking inverse Mellin transform of both side of (8.4), we get

Φp(b; c; z;m) =
1

2πi

∫ γ+i∞

γ−i∞

Γ(s)B(b+ms, c+ms− b)
B(b, c− b)

(8.5)

× 1F1(b+ms; c+ 2ms; z)p−s ds,

where γ > 0.

9. Transformation formulas for the GEGHF and GECHF

For the GEGHF, we have the following transformation:
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Theorem 9.1.

Fp(a, b; c; z;m) = (1− z)−aFp
(
a, c− b; c; z

z − 1
;m

)
(9.1)

where | arg(1− z)| < π.

Proof. By writing

[1− z(1− t)]−a = (1− z)−a
(

1 +
z

1− z
t

)−a
and replacing t by 1− t in (6.4), we have

Fp(a, b; c; z;m)(9.2)

=
(1− z)−a

B(b, c− b)

∫ 1

0
tc−b−1(1− t)b−1

(
1 +

z

1− z
t

)−a
× exp

[
− p

tm(1− t)m

]
dt,

p > 0; p = 0;m > 0 and |z| < 1;<e(c) > <e(b).

Fp(a, b; c; z;m) = (1− z)−aFp
(
a, c− b; c; z

z − 1
;m

)
(9.3)

| arg(1− z)| < π.

Clearly, when m = 1 in the transformation formulas (9.2) and (9.3)
leads to Chaudhry et al. [6] transformation formulas and for p = 0 in
the transformation formulas (9.2) and (9.3) leads to standard formula
for the usual GHF [8, p. 64 Equation 2.1.4 (2)].

Also from (6.9) and (6.10), we can obtain the following transformation
formula

Theorem 9.2.

(9.4) Φp(b; c; z;m) = exp(z)Φp(c− b; c;−z;m).

Clearly when m = 1, it reduces to Chaudhry et al. [6] transformation
formula and for p = 0 it reduces to Kummer’s first formula [9, p. 125,
Theorem 42].

Remark 9.3. Replacing z by 1 − 1
z in (9.3), we get the following

transformation formula

Fp

(
a, b; c; 1− 1

z
;m

)
= zaFp(a, c− b; c; 1− z;m), (|arg(z)| < π).
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Remark 9.4. Replacing z by z
1+z in (9.3), we get the following trans-

formation formula

Fp

(
a, b; c;

z

1 + z
;m

)
= (1+z)aFp(a, c−b; c; z;m) (|arg(1 + z)| < π).

10. Recurrence relations for the GEGHF and GECHF

For the GEGHF, we have the following recurrence relation:

Theorem 10.1.

(10.1) ∆aFp(a, b; c; z;m) =
bz

c
Fp(a+ 1, b+ 1; c+ 1; z;m).

Proof. By integral representation (6.4) of the GEGHF and if ∆a is
the shift operator with respect to a, we see that

∆aFp(a, b; c; z;m)(10.2)

= Fp(a+ 1, b; c; z;m)− Fp(a, b; c; z;m)

=
1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−b−1(1− zt)−a−1 {1− (1− zt)}

× exp

[
− p

tm(1− t)m

]
dt

=
z

B(b, c− b)

∫ 1

0
tb(1− t)c−b−1(1− zt)−a−1

× exp

[
− p

tm(1− t)m

]
dt.

Changing a, b and c to a+ 1, b+ 1 and c+ 1 in (6.4), respectively,

Fp(a+ 1, b+ 1; c+ 1; z;m)(10.3)

=
1

B(b+ 1, c− b)

∫ 1

0
tb(1− t)c−b−1(1− zt)−a−1

× exp

[
− p

tm(1− t)m

]
dt.
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Using the result (7.1) and (10.3) in (10.2), we have

(10.4) ∆aFp(a, b; c; z;m) =
bz

c
Fp(a+ 1, b+ 1; c+ 1; z;m)

which is our first recurrence formula GEGHF. For GECHF, we have the
following recurrence relation:

Theorem 10.2.

(10.5) b∆bΦp(b; c+ 1; z;m) + c∆cΦp(b; c; z;m) = 0.

Now replacing b by b+ 1 and c by c+ 1 in (6.9) and using (7.1), after
little simplification, we have

(10.6) b∆bΦp(b; c+ 1; z;m) + c∆cΦp(b; c; z;m) = 0

which is a recurrence relation for the GECHF where ∆b and ∆c are shift
operator with respect to b and c.

Clearly when m = 1 (10.6) leads to Chaudhry et al.[6] results and for
p = 0, it reduces to

(10.7) 1F1(b+ 1, c+ 1; z) =
c

b
1F1(b, c; z) +

(
1− c

b

)
1F1(b; c+ 1; z)

Again using the differentiation formula (7.5) with n = 1, (10.6) can
reduces to differential-difference equation form as follows:

(10.8)
d

dz
{Φp(b; c; z;m)} =

b

c
Φp(b; c+ 1; z;m)−∆cΦp(b; c; z;m)

11. Summation formula for GEGHF

We know Gauss’s Summation formula [10, p. 2]

2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

(11.1)

=
B(b, c− a− b)
B(b, c− b)

, <e(c− a− b) > 0

Putting z = 1 in (6.4), we get

Fp(a, b; c; 1;m) =(11.2)

1

B(b, c− b)

∫ 1

0
tb−1(1− t)c−a−b−1 exp

[
− p

tm(1− t)m

]
dt.
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Now the integral on the right-hand side of (11.2) can be written in
term of new generalized beta function. Thus, we have

Fp(a, b; c; 1;m) =
B(b, c− a− b; p;m)

B(b, c− b)
,(11.3)

p > 0; p = 0;m > 0 and <e(c− a− b) > 0.

Now for m = 1, (11.3) leads to Chaudhry et al. [6] and for p = 0,
(11.3) reduces to Gauss’s summation formula (11.1).
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