## SCISPACE <br> formerly Typeset

〇 Open access • Journal Article • DOI:10.1109/TPAMI.2015.2414429

## Generalized Canonical Time Warping — Source link $\quad \square$

Feng Zhou, Fernando De la Torre
Institutions: Carnegie Mellon University
Published on: 01 Feb 2016 - IEEE Transactions on Pattern Analysis and Machine Intelligence (IEEE)
Topics: Dynamic time warping, Image warping, Motion estimation and Motion capture

Related papers:

- Canonical Time Warping for Alignment of Human Behavior
- Dynamic programming algorithm optimization for spoken word recognition
- Deep Canonical Time Warping for Simultaneous Alignment and Representation Learning of Sequences
- Generalized time warping for multi-modal alignment of human motion
- Dynamic Manifold Warping for view invariant action recognition

Share this paper: 9 in $\square$
View more about this paper here: https://typeset.io/papers/generalized-canonical-time-warping4hf7cd59ba

# Generalized Canonical Time Warping 

Feng Zhou and Fernando De la Torre


#### Abstract

Temporal alignment of human motion has been of recent interest due to its applications in animation, telerehabilitation and activity recognition. This paper presents generalized canonical time warping (GCTW), an extension of dynamic time warping (DTW) and canonical correlation analysis (CCA) for temporally aligning multi-modal sequences from multiple subjects performing similar activities. GCTW extends previous work on DTW and CCA in several ways: (1) it combines CCA with DTW to align multi-modal data (e.g., video and motion capture data); (2) it extends DTW by using a more flexible path warping as combination of monotonic functions. Unlike exact DTW that has quadratic complexity, we propose a linear time algorithm to minimize GCTW. (3) GCTW allows simultaneous alignment of multiple sequences. Experimental results on aligning multimodal data, facial expressions, motion capture data and video illustrate the benefits of GCTW. The code is available at http://humansensing.cs.cmu.edu/ctw.


Index Terms-Multi-modal sequence alignment, Canonical correlation analysis, Dynamic time warping, Time warping.

## I. Introduction

Temporal alignment of multiple time series is an important problem with applications in many areas such as speech recognition [1], astronomy [2], computer graphics [3], computer vision [4], and bio-informatics [5]. In particular, alignment of human motion from sensory data has recently received increasing attention in computer vision and computer graphics to solve problems such as curve matching [6], temporal clustering [7], tele-rehabilitation [8], activity recognition [9] and motion synthesis [10], [11]. While algorithms for alignment of time series analysis have been commonly used in computer vision and computer graphics, a relatively unexplored problem has been the alignment of multi-dimensional and multi-modal time series that encode human motion. Fig. 1 illustrates the main problem addressed by this paper: how can we efficiently find the temporal correspondence between (1) the frames of a video, (2) the samples of motion capture data and (3) the samples of 3 -axis accelerometers of different subjects performing a similar action (e.g., kicking a ball)?

Several challenges contribute to the alignment of multidimensional, multi-modal time series of human motion. First, there is typically a large variation in the subjects' physical characteristics, motion style and speed of the activity. Second, large changes in view point also complicates the correspondence problem [12], [13]. Third, it is unclear how existing techniques can be used to align sets of time series that have different modalities (e.g., video and motion capture data). While there is extensive literature on time series alignment and string matching [14], standard
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Fig. 1. Temporal alignment of three sequences recorded with different sensors (top row video, middle row motion capture and bottom row accelerometers) of three subjects kicking a ball.
extensions of dynamic time warping (DTW) or Bayesian networks are not able to align multi-modal data. Moreover, it is unclear how existing technique can compensate for subject variability in style and morphology.
To address these problems, this paper proposes generalized canonical time warping (GCTW), a technique to temporally align multi-modal time series of different subjects performing similar activities. GCTW is a spatiotemporal alignment method that temporally aligns two or more multi-dimensional and multi-modal time series by maximizing the correlation across them. GCTW can be seen as an extension of DTW or canonical correlation analysis (CCA). To accommodate for subject variability and take into account the difference in the dimensionality of the signals, GCTW uses CCA as measure of spatial correlation. GCTW extends DTW by incorporating a feature weighting mechanism to provide more importance to most correlated features and align signals of different dimensionality. It also extends DTW by parameterizing the warping path as combination of monotonic functions providing a more accurate alignment and faster optimization strategies. Unlike exact approaches based on DTW that have quadratic cost, GCTW uses a Gauss-Newton algorithm that has linear complexity in the length of the sequence. Preliminary versions of this paper were published in [15], [16].

The remainder of the paper is organized as follows. Section II reviews previous work on temporal alignment, CCA and DTW. Section III describes canonical time warping (CTW) and Section IV extends CTW to GCTW. Section V provides experimental results.

## II. Previous work

This section describes previous work on temporal alignment, CCA and DTW.

## A. Temporal alignment

This section discusses prior work on alignment of time series in the context of computer graphics, computer vision and data mining.

In the literature of computer graphics, temporal alignment of human motion has been commonly applied to solve problems such as content modeling [17], [18], and motion blending [3], [19], [20]. Hsu et al. [10] proposed iterative motion warping (IMW), a robust method that finds a spatio-temporal warping between two instances of motion captured data. Shapiro et al. [21] used independent component analysis to separate motion data into visually meaningful components called style components. Heloir et al. [22] introduced a multi-level dynamic time warping algorithm based on a weighted principal component analysis (PCA) [23]. Compared to these works, our method solves a more general problem of aligning human motion from multi-modal time series.

In the context of computer vision, temporal alignment of video captured with different cameras and view points has been a topic of interest. Rao et al. [24], [25] aligned trajectories of two moving points using constraints from the fundamental matrix. Junejo et al. [9] adopted DTW for synchronizing human actions with view changes based on a view-invariant descriptor. Compared to this work, our method simultaneously estimates the optimal spatial transformation and temporal correspondence to align video sequences. Recently, Gong and Medioni [26] proposed dynamic manifold warping to incorporate more complex spatial transformations through manifold learning. Nicolaou et al. [27] proposed a probabilistic extension of CTW for fusing multiple continuous expert annotations in tasks related to affective behavior.

In the field of data mining, there have been several extensions of DTW to align time series that differ in the temporal and spatial domain. Keogh and Pazzani [28], for example, used derivatives of the original signal to improve alignment with DTW. Listgarten et al. [2] proposed continuous profile models, a probabilistic method for simultaneously aligning and normalizing sets of time series in bio-informatics. Unlike these works, which were originally designed for aligning 1-D time series, our work addresses the more challenging problem of aligning multi-modal and multidimensional time series.

In the literature of manifold alignment, Ham et al. [29] aligned manifolds of images in a semi-supervised manner. The prior knowledge of pairwise correspondences between two sets was used to guide the graph embedding. Wang and Mahadevan [30] aligned manifolds based on an extension of the Procrustes Analysis (PA). A main benefit of this approach is that PA learns a mapping that can be applied to out-of-sample cases. In related work, Wang and Mahadevan [31] addressed the manifold alignment with no available correspondence information by learning a projection that simultaneously matches the local geometry and preserves the neighborhood relationship within each set. However, these models lack a mechanism to enforce
temporal correspondence and continuity.

## B. Canonical correlation analysis (CCA)

CCA [32] is a technique to extract common features from a pair of multi-variate data. Given two sets of $n$ variables (see footnote for the notation ${ }^{1}$ ), $\mathbf{X}=\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}\right] \in$ $\mathbb{R}^{d_{x} \times n}$ and $\mathbf{Y}=\left[\mathbf{y}_{1}, \cdots, \mathbf{y}_{n}\right] \in \mathbb{R}^{d_{y} \times n}$, CCA finds the linear combinations of the variables in $\underset{X}{ }$ that are most correlated with the linear combinations of the variables in $\mathbf{Y}$. Assuming zero-mean data $\left(\sum_{i} \mathbf{x}_{i}=\sum_{j} \mathbf{y}_{j}=0\right.$ ), regularized CCA finds a combination of the original features that minimizes the sum of the Euclidean distances between samples:

$$
\begin{equation*}
\min _{\left\{\mathbf{V}_{x}, \mathbf{V}_{y}\right\} \in \Phi} J_{c c a}=\left\|\mathbf{V}_{x}^{T} \mathbf{X}-\mathbf{V}_{y}^{T} \mathbf{Y}\right\|_{F}^{2}+\phi\left(\mathbf{V}_{x}\right)+\phi\left(\mathbf{V}_{y}\right) \tag{1}
\end{equation*}
$$

where $\mathbf{V}_{x} \in \mathbb{R}^{d_{x} \times d}$ and $\mathbf{V}_{y} \in \mathbb{R}^{d_{y} \times d}$ denote the lowdimensional embeddings $\left(d \leq \min \left(d_{x}, d_{y}\right)\right)$ for $\mathbf{X}$ and $\mathbf{Y}$ respectively. $\phi(\cdot)$ is a regularization function that penalizes the high-frequency of the embedding matrices:

$$
\begin{equation*}
\phi(\mathbf{V})=\frac{\lambda}{1-\lambda}\|\mathbf{V}\|_{F}^{2}, \tag{2}
\end{equation*}
$$

In order to avoid the trivial solution of $\mathbf{V}_{x}^{T} \mathbf{X}$ and $\mathbf{V}_{y}^{T} \mathbf{Y}$ being zero, CCA decorrelates the canonical variates (columns of $\mathbf{V}_{x}^{T} \mathbf{X}$ and $\mathbf{V}_{y}^{T} \mathbf{Y}$ ) by imposing the following orthogonal constraint on the embeddings:

$$
\begin{align*}
\Phi=\left\{\left\{\mathbf{V}_{x}, \mathbf{V}_{y}\right\} \mid\right. & \mathbf{V}_{x}^{T}\left((1-\lambda) \mathbf{X} \mathbf{X}^{T}+\lambda \mathbf{I}\right) \mathbf{V}_{x}=\mathbf{I} \\
& \left.\mathbf{V}_{y}^{T}\left((1-\lambda) \mathbf{Y} \mathbf{Y}^{T}+\lambda \mathbf{I}\right) \mathbf{V}_{y}=\mathbf{I}\right\} \tag{3}
\end{align*}
$$

where $\lambda \in[0,1]$ is a weight to trade-off between the leastsquare error and the regularization terms.

Optimizing Eq. 1 has a closed-form solution in terms of a generalized eigenvalue problem, i.e., $\left[\mathbf{V}_{x} ; \mathbf{V}_{y}\right]=$ $\operatorname{eig}_{d}(\mathbf{A}, \mathbf{B})$, where:
$\mathbf{A}=\left[\begin{array}{cc}\mathbf{0} & \mathbf{X Y}^{T} \\ \mathbf{Y X} & \mathbf{0}\end{array}\right], \mathbf{B}=(1-\lambda)\left[\begin{array}{cc}\mathbf{X X}^{T} & \mathbf{0} \\ \mathbf{0} & \mathbf{Y} \mathbf{Y}^{T}\end{array}\right]+\lambda \mathbf{I}$.
See [33] for a unification of several component analysis methods and a review of numerical techniques to efficiently solve generalized eigenvalue problems.

In computer vision, CCA has been used for matching sets of images in problems such as activity recognition from video [34] and activity correlation from cameras [35]. Recently, Fisher et al. [36] proposed an extension of CCA with parameterized warping functions to align protein expressions. The learned warping function is a linear combination of hyperbolic tangent functions with non-negative coefficients, ensuring monotonicity. Unlike our method, the warping function is unable to deal with feature weighting.
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Fig. 2. An example of DTW for aligning time series. (a) Two 1-D time series ( $n_{x}=7$ and $n_{y}=8$ ) and the optimal alignment between samples computed by DTW. (b) Euclidean distances between samples, where the red curve denotes the optimal warping path $(l=9)$. (c) DP policy at each pair of samples, where the three arrow directions, $\downarrow, \searrow, \rightarrow$, denote the policy, $\pi(\cdot, \cdot) \in\{[1,0],[1,1],[0,1]\}$, respectively. (d) A matrix-form interpretation of DTW as stretching the two time series in matrix products. (e) Warping matrix $\mathbf{W}_{x}$. (f) Warping matrix $\mathbf{W}_{y}$

## C. Dynamic time warping (DTW)

Given two time series, $\mathbf{X}=\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{n_{x}}\right] \in \mathbb{R}^{d \times n_{x}}$ and $\mathbf{Y}=\left[\mathbf{y}_{1}, \cdots, \mathbf{y}_{n_{y}}\right] \in \mathbb{R}^{d \times n_{y}}$, DTW [1] is a technique to align $\mathbf{X}$ and $\mathbf{Y}$ such that the sum of the Euclidean distances between the aligned samples is minimized. DTW minimizes

$$
\begin{equation*}
\min _{\left\{\mathbf{p}_{x}, \mathbf{p}_{y}\right\} \in \Psi} J_{d t w}=\sum_{t=1}^{l}\left\|\mathbf{x}_{p_{t}^{x}}-\mathbf{y}_{p_{t}^{y}}\right\|_{2}^{2} \tag{4}
\end{equation*}
$$

where $l \geq \max \left(n_{x}, n_{y}\right)$ is the number of indexes to align the samples. The optimal $l$ is automatically selected by the DTW algorithm. The warping paths, $\mathbf{p}_{x} \in\left\{1: n_{x}\right\}^{l}$ and $\mathbf{p}_{y} \in\left\{1: n_{y}\right\}^{l}$, denote the composition of alignment in frames. The $i^{t h}$ frame in $\mathbf{X}$ and the $j^{t h}$ frame in $\mathbf{Y}$ are aligned if there exists $p_{t}^{x}=i$ and $p_{t}^{y}=j$ at some step $t$.

In order to find a polynomial time solution, the warping paths have to satisfy three constraints:

$$
\Psi=\left\{\left\{\mathbf{p}_{x}, \mathbf{p}_{y}\right\} \mid \mathbf{p}_{x} \in\left\{1: n_{x}\right\}^{l} \text { and } \mathbf{p}_{y} \in\left\{1: n_{y}\right\}^{l}\right.
$$

Boundary: $\left[p_{1}^{x}, p_{1}^{y}\right]=[1,1]$ and $\left[p_{l}^{x}, p_{l}^{y}\right]=\left[n_{x}, n_{y}\right]$,
Monotonicity: $t_{1} \geq t_{2} \Rightarrow p_{t_{1}}^{x} \geq p_{t_{2}}^{x}$ and $p_{t_{1}}^{y} \geq p_{t_{2}}^{y}$,
Continuity: $\left.\quad\left[p_{t}^{x}, p_{t}^{y}\right]-\left[p_{t-1}^{x}, p_{t-1}^{y}\right] \in\{[0,1],[1,0],[1,1]\}\right\}$.

The choice of step size in the continuity constraint is not unique. For instance, replacing the step size by $\{[2,1],[1,2],[1,1]\}$ can avoid the degenerated case in which a single frame of one sequence is assigned to many consecutive frames in the other sequence. See [1] for an extensive review on several DTW's modifications to control the warping paths.

Although the number of possible ways to align $\mathbf{X}$ and $\mathbf{Y}$ is exponential in $n_{x}$ and $n_{y}$, dynamic programming (DP) [37] offers an efficient approach with complexity of $O\left(n_{x} n_{y}\right)$ to minimize $J_{d t w}$ using Bellman's equation:

$$
J^{*}\left(p_{t}^{x}, p_{t}^{y}\right)=\min _{\pi\left(p_{t}^{x}, p_{t}^{y}\right)}\left\|\mathbf{x}_{p_{t}^{x}}-\mathbf{y}_{p_{t}^{y}}\right\|_{2}^{2}+J^{*}\left(p_{t+1}^{x}, p_{t+1}^{y}\right)
$$

where the cost-to-go value function, $J^{*}\left(p_{t}^{x}, p_{t}^{y}\right)$, represents the cost remaining starting at $t^{t h}$ step using the optimum policy $\pi^{*}$. The policy function, $\pi(\cdot, \cdot):\left\{1: n_{x}\right\} \times\{1:$ $\left.n_{y}\right\} \rightarrow\{[1,0],[0,1],[1,1]\}$, defines the deterministic transition between consecutive steps, $\left[p_{t+1}^{x}, p_{t+1}^{y}\right]=\left[p_{t}^{x}, p_{t}^{y}\right]+$ $\pi\left(p_{t}^{x}, p_{t}^{y}\right)$. Once the policy queue is known, the alignment steps can be recursively selected by backtracking, $p_{l}^{x}=n_{x}$ and $p_{l}^{y}=n_{y}$.

Fig. 2a shows an example of DTW for aligning two 1D time series. Fig. 2b illustrates the Euclidean distance of each pair of samples. To compute the optimal warping path, DP efficiently enumerates all possible steps as in Fig. 2c from the upper-left corner to the bottom-right one. At the end, the optimal alignment (denoted as the red curve) can be computed by iteratively tracing back along the arrows.
Given two sequences of length $n_{x}$ and $n_{y}$, exact DTW has a computational cost in space and time of $O\left(n_{x} n_{y}\right)$. In practice, various modifications [1] on the step size, local weights and global constraints have been proposed to speed up DTW computation as well as to better control the possible routes of the warping paths. In recent work [22], [38], [39], a multi-scale searching scheme has been shown to effectively generate a speedup of one to three orders of magnitude, compared to the classic DTW algorithm. More recently, Rakthanmanon et al. [40] have shown that DTW for mining 1-D sub-sequences can be scaled up to very large datasets using early-abandoning and cascading lower bounds. However, most of these works are originally designed for 1-D time series. Compared to these works, our method can be applied to handle more general multi-dimensional sequences and align signals of different dimensionality.

## III. CANONICAL TIME WARPING (CTW)

DTW lacks a feature weighting mechanism and thus it cannot be directly used to align multi-modal sequences (e.g., video and motion capture) with different features. To address this issue, this section presents CTW, a unified framework that combines DTW with CCA.

## A. Least-squares formulation for DTW

In order to have a compact and compressible energy function for CTW, it is important to notice that the original objective of DTW (Eq. 4) can be reformulated in matrix form as

$$
\begin{equation*}
\min _{\left\{\mathbf{p}_{x}, \mathbf{p}_{y}\right\} \in \Psi} J_{d t w}=\left\|\mathbf{X} \mathbf{W}_{x}-\mathbf{Y} \mathbf{W}_{y}\right\|_{F}^{2} \tag{6}
\end{equation*}
$$

where $\mathbf{X} \in \mathbb{R}^{d \times n_{x}}$ and $\mathbf{Y} \in \mathbb{R}^{d \times n_{y}}$ denote the two time series needed to be aligned. $\mathbf{W}_{x}=\mathbf{W}\left(\mathbf{p}_{x}\right) \in\{0,1\}^{n_{x} \times l}$ and $\mathbf{W}_{y}=\mathbf{W}\left(\mathbf{p}_{y}\right) \in\{0,1\}^{n_{y} \times l}$ are two binary warping matrices associated with the warping paths by a non-linear mapping, $\mathbf{W}(\mathbf{p}):\{1: n\}^{l} \rightarrow\{0,1\}^{n \times l}$, which sets $w_{p_{t}, t}=1$ for any step $t \in\{1: l\}$ and zero otherwise. These warping matrices $\mathbf{W}_{x}$ and $\mathbf{W}_{y}$ can only replicate (multiple times) samples of the original sequences $\mathbf{X}$ and Y. For instance, Fig. 2d illustrates that the DTW alignment in Fig. 2a can be equivalently interpreted as stretching
the two time series $\mathbf{X}$ and $\mathbf{Y}$ by multiplying the warping matrices $\mathbf{W}_{x}$ and $\mathbf{W}_{y}$ as shown in Fig. 2e-f, respectively. Observe that Eq. 6 is very similar to the CCA's objective (Eq. 1). CCA applies a linear transformation to combine the rows (features), while DTW applies binary transformations to replicate the columns (time).

## B. Objective function of $C T W$

In order to accommodate for differences in style and subject variability, add a feature selection mechanism, and reduce the dimensionality of the signals, CTW adds a linear transformation $\left(\mathbf{V}_{x} \in \mathbb{R}^{d_{x} \times d}\right.$ and $\left.\mathbf{V}_{y} \in \mathbb{R}^{d_{y} \times d}\right)$ as CCA to the least-square form of DTW (Eq. 6). Moreover, this transformation allows aligning temporal signals with different dimensionality (e.g., video and motion capture). In a nutshell, CTW combines DTW and CCA by minimizing:

$$
\begin{align*}
\min _{\left\{\mathbf{V}_{x}, \mathbf{V}_{y}\right\} \in \Phi,\left\{\mathbf{p}_{x}, \mathbf{p}_{y}\right\} \in \Psi} J_{c t w}= & \left\|\mathbf{V}_{x}^{T} \mathbf{X} \mathbf{W}_{x}-\mathbf{V}_{y}^{T} \mathbf{Y} \mathbf{W}_{y}\right\|_{F}^{2} \\
& +\phi\left(\mathbf{V}_{x}\right)+\phi\left(\mathbf{V}_{y}\right) \tag{7}
\end{align*}
$$

where $\mathbf{V}_{x} \in \mathbb{R}^{d_{x} \times d}$ and $\mathbf{V}_{y} \in \mathbb{R}^{d_{y} \times d}$ parameterize the spatial transformation and project the sequences into the same low-dimensional coordinate system. Constrained by Eq. $5, \mathbf{W}_{x}$ and $\mathbf{W}_{y}$ warp the signal in time to achieve optimum temporal alignment. Similar to CCA, $\phi(\cdot)$ is a regularization term (Eq. 2) for $\mathbf{V}_{x}$ and $\mathbf{V}_{y}$. In addition, the projections have to satisfy the orthogonal constraints, i.e.,

$$
\begin{aligned}
\Phi=\left\{\left\{\mathbf{V}_{x}, \mathbf{V}_{y}\right\} \mid\right. & \mathbf{V}_{x}^{T}\left((1-\lambda) \mathbf{X} \mathbf{W}_{x} \mathbf{W}_{x}^{T} \mathbf{X}^{T}+\lambda \mathbf{I}\right) \mathbf{V}_{x}=\mathbf{I} \\
& \left.\mathbf{V}_{y}^{T}\left((1-\lambda) \mathbf{Y} \mathbf{W}_{y} \mathbf{W}_{y}^{T} \mathbf{Y}^{T}+\lambda \mathbf{I}\right) \mathbf{V}_{y}=\mathbf{I}\right\}
\end{aligned}
$$

where $\lambda \in[0,1]$ is a weight to trade-off between the leastsquare error and the regularization term.

Eq. 7 is the main contribution of this paper. CTW is a direct and clean extension of CCA and DTW to align two signals $\mathbf{X}$ and $\mathbf{Y}$ in space and time. It extends previous work on CCA by adding temporal alignment and on DTW by allowing a feature selection and dimensionality reduction mechanism for aligning signals of different dimensions.

## C. Optimization of CTW

Optimizing $J_{c t w}$ is a non-convex optimization problem with respect to the warping matrices and projection matrices. We take a coordinate-descent approach that alternates between solving the temporal alignment using DTW, and computing the spatial projections using CCA.

Given the warping matrices, the optimal projection matrices are the leading $d$ generalized eigenvectors, i.e., $\left[\mathbf{V}_{x} ; \mathbf{V}_{y}\right]=\operatorname{eig}_{d}(\mathbf{A}, \mathbf{B})$, where:

$$
\begin{aligned}
& \mathbf{A}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{X} \mathbf{W}_{x} \mathbf{W}_{y}^{T} \mathbf{Y}^{T} \\
\mathbf{Y} \mathbf{W}_{y} \mathbf{W}_{x}^{T} \mathbf{X}^{T} & \mathbf{0}
\end{array}\right] \\
& \mathbf{B}=(1-\lambda)\left[\begin{array}{cc}
\mathbf{X} \mathbf{W}_{x} \mathbf{W}_{x}^{T} \mathbf{X}^{T} & \mathbf{0} \\
\mathbf{0} & \mathbf{Y} \mathbf{W}_{y} \mathbf{W}_{y}^{T} \mathbf{Y}^{T}
\end{array}\right]+\lambda \mathbf{I} .
\end{aligned}
$$

The dimension $d$ can be selected to preserve a certain amount (e.g., $90 \%$ ) of the total correlation. Once the spatial transformation is computed, the temporal alignment is computed using standard approaches for DTW. Alternating between these two steps (spatial and temporal alignment) monotonically decreases $J_{c t w}$. $J_{c t w}$ is bounded bellow and the proposed algorithm will converge to a critical point.


Fig. 3. Approximating temporal warping using monotone bases. (a) Five common choices for monotone bases. (b) An example of time warping $\mathbf{X W}(\mathbf{Q a}) \in \mathbb{R}^{1 \times 70}$ of 1 -D time series $\mathbf{X} \in \mathbb{R}^{1 \times 50}$. (c) The warping matrix $\mathbf{W}(\mathbf{Q a})$. (d) The warping function $\mathbf{Q a}$ is a linear combination of three basis functions including a constant function $\left(\mathbf{q}_{1}\right)$ and two monotonically increasing functions ( $\mathbf{q}_{2}$ and $\left.\mathbf{q}_{3}\right)$.

## IV. GENERALIZED CANONICAL TIME WARPING (GCTW)

In the previous section, we described CTW for aligning two multi-modal sequences with different features. However, CTW has three main limitations inherited from DTW: (1) The exact computational complexity of DTW for multi-dimensional sequences is quadratic both in space and time; (2) CTW and its extensions address the problem of aligning two sequences, but it is unclear how to extend it to the alignment of multiple sequences; (3) The temporal alignment is computed using DTW, which relies on DP to find the optimal path. In some problems (e.g., sub-sequence alignment) the warping path provided by DP is too rigid (e.g., the first and the last samples have to match).

To address these issues, this section proposes GCTW, an efficient technique for spatio-temporal alignment of multiple time series. To accommodate for subject variability and to take into account the difference in the dimensionality of the signals, GCTW uses multi-set canonical correlation analysis (mCCA). To compensate for temporal changes, GCTW extends DTW by incorporating a more efficient and flexible temporal warping parameterized by a set of monotonic basis functions. Unlike existing approaches based on DP with quadratic complexity, GCTW efficiently optimizes the time warping function using a Gauss-Newton algorithm, which has linear complexity in the length of the sequence.

## A. Objective function of GCTW

Given a collection of $m$ time series, $\left\{\mathbf{X}_{i}\right\}_{i=1}^{m}$, GCTW aims to seek for each $\mathbf{X}_{i}=\left[\mathbf{x}_{1}^{i}, \cdots, \mathbf{x}_{n_{i}}^{i}\right] \in \mathbb{R}^{d_{i} \times n_{i}}$, a low-dimensional spatial embedding $\mathbf{V}_{i} \in \mathbb{R}^{d_{i} \times d}$ and a nonlinear temporal transformation $\mathbf{W}_{i}=\mathbf{W}\left(\mathbf{p}_{i}\right) \in\{0,1\}^{n_{i} \times l}$ parameterized by $\mathbf{p}_{i} \in\left\{1: n_{i}\right\}^{l}$, such that the resulting sequence $\mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}_{i} \in \mathbb{R}^{d \times l}$ is well aligned with the others in the least-squares sense. In a nutshell, GCTW minimizes
the sum of pairwise distances between the sequences:

$$
\begin{align*}
\min _{\left\{\mathbf{V}_{i}\right\}_{i} \in \Phi,\left\{\mathbf{p}_{i}\right\}_{i} \in \Psi} J_{g c t w}= & \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2}\left\|\mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}_{i}-\mathbf{V}_{j}^{T} \mathbf{X}_{j} \mathbf{W}_{j}\right\|_{F}^{2} \\
& +\sum_{i=1}^{m}\left(\phi\left(\mathbf{V}_{i}\right)+\psi\left(\mathbf{p}_{i}\right)\right) \tag{8}
\end{align*}
$$

where $\phi(\cdot)$ is the regularization function penalizing the irregularity of the spatial transformation $\mathbf{V}_{i}$, i.e.,

$$
\phi\left(\mathbf{V}_{i}\right)=\frac{m \lambda}{1-\lambda}\left\|\mathbf{V}_{i}\right\|_{F}^{2}
$$

where $\lambda \in[0,1]$ is a parameter to trade-off between the least-square error and the regularization term. Following the multi-set canonical correlation analysis (mCCA) [41], GCTW constrains the spatial embeddings as:
$\Phi=\left\{\left\{\mathbf{V}_{i}\right\}_{i} \mid \sum_{i=1}^{m} \mathbf{V}_{i}^{T}\left((1-\lambda) \mathbf{X}_{i} \mathbf{W}_{i} \mathbf{W}_{i}^{T} \mathbf{X}_{i}^{T}+\lambda \mathbf{I}\right) \mathbf{V}_{i}=\mathbf{I}\right\}$.
$\psi(\cdot)$ and $\Psi(\cdot)$ defined in the following sections, are used to regularize and constrain the temporal transformation $\mathbf{p}_{i}$ respectively.

To be concise in notation, let us consider a single sequence $\mathbf{X} \in \mathbb{R}^{d \times n}$ and its temporal warping, $\mathbf{p} \in\{1: n\}^{l}$. While the possible composition of the temporal warping $\mathbf{p}$ is locally enforced by the original DTW constraints (Eq. 5), the global shape of any valid $\mathbf{p}$ must correspond to a monotonic and continuous trajectory in matrix $\mathbf{W} \in\{0,1\}^{n \times l}$ starting from the upper-left corner and ending at the bottomright one. Since any positive combination of monotonic trajectories is guaranteed to be monotonic. GCTW parameterizes the warping path $\mathbf{p}$ as a linear combination of monotonic functions, that is:

$$
\begin{equation*}
\mathbf{p} \approx \sum_{c=1}^{k} a_{c} \mathbf{q}_{c}=\mathbf{Q a} \tag{9}
\end{equation*}
$$

where $\mathbf{a} \in \mathbb{R}^{k}$ is the non-negative weight vector and $\mathbf{Q}=\left[\mathbf{q}_{1}, \cdots, \mathbf{q}_{k}\right] \in[1, n]^{l \times k}$ is the basis set composed of $k$ pre-defined monotonically increasing functions. Fig. 3a illustrates five common choices for $\mathbf{q}_{c}$, including (1) polynomial function $\left(a x^{b}\right)$, (2) exponential function $(\exp (a x+b))$, (3) logarithm function $(\log (a x+b))$, (4) hyperbolic tangent function $(\tanh (a x+b))$ and (5) Ispline [42]. Similar work by Fisher et al. [36] also used hyperbolic tangent functions as temporal bases, and the weights were optimized using a non-negative least squares algorithm. However, GCTW differs in three aspects: (1) GCTW allows aligning multi-dimensional time series that have different features, while [36] can only align onedimensional time-series; (2) we use a more efficient eigen decomposition to solve mCCA and quadratic programming for optimizing the weights; and (3) we use a family of monotonic functions that allow for a more general warping (e.g., sub-sequence alignment), and constraints to regularize the solution.

To approximate the DTW constraints (Eq. 5) on the warping path $\mathbf{p}$, we alternatively impose the following constraints on the weights a.

Boundary conditions: We enforce the position of the first frame, $p_{1}=\mathbf{q}^{(1)} \mathbf{a} \geq 1$, and the last frame, $p_{l}=$ $\mathbf{q}^{(l)} \mathbf{a} \leq n$, where $\mathbf{q}^{(1)} \in \mathbb{R}^{1 \times k}$ and $\mathbf{q}^{(l)} \in \mathbb{R}^{1 \times k}$ to be
the first and last rows of the basis matrix $\mathbf{Q}$ respectively. In contrast to DTW, which imposes a tight boundary (i.e., $p_{1}=1$ and $p_{l}=n$ ), GCTW relaxes the equality with inequality constraints to allow $\mathbf{p}$ to index a subpart of $\mathbf{X}$. This relaxation is useful in solving the more general problem of sub-sequence alignment. For instance, Fig. 4 illustrates an example of using GCTW for placing two 1-D time series in correspondence. In particular, the shorter blue sequence can only be partially matched to a sub-sequence of the longer red one. In this sub-sequence alignment problem, GCTW models the time warping $\mathbf{p}$ as a combination of a linear basis $\mathbf{q}_{1}$ and a constant one $\mathbf{q}_{2}$.

Monotonicity: We enforce $t_{1} \leq t_{2} \Rightarrow p_{t_{1}} \leq p_{t_{2}}$ by constraining the sign of the weight: $\mathbf{a} \geq \mathbf{0}$. Notice that constraining the weights is only a sufficient condition to ensure monotonicity but it is not necessary. See [43]-[45] for in-depth discussions on monotonic functions.

Continuity: To approximate the hard constraint on the step size (e.g., $p_{t}-p_{t-1} \in\{0,1\}$ ), GCTW softly penalizes the curvature of the warping path, $\sum_{t=1}^{l}\left\|\nabla \mathbf{q}^{(t)} \mathbf{a}\right\|_{2}^{2} \approx$ $\left\|\mathbf{F}_{l} \mathbf{Q} \mathbf{a}\right\|_{2}^{2}$ where $\mathbf{F}_{l} \in \mathbb{R}^{l \times l}$ is the $1^{s t}$ order differential operator. For instance, for any $\mathbf{X} \in \mathbb{R}^{d \times 4}$, the Matlab function, $\operatorname{gradient}(\mathbf{X})$, computes the same value as $\mathbf{X F}_{4}^{T}$, where:

$$
\mathbf{F}_{4}=\left[\begin{array}{cccc}
1 & \frac{1}{2} & 0 & 0  \tag{10}\\
-1 & 0 & \frac{1}{2} & 0 \\
0 & -\frac{1}{2} & 0 & 1 \\
0 & 0 & -\frac{1}{2} & -1
\end{array}\right]
$$

In summary, we constrain the warping path in Eq. 8 by the following constraints on a as:

$$
\begin{gather*}
\psi(\mathbf{a})=\eta\left\|\mathbf{F}_{l} \mathbf{Q a}\right\|_{2}^{2}, \quad \Psi=\{\mathbf{a} \mid \mathbf{L a} \leq \mathbf{b}\},  \tag{11}\\
\text { where } \mathbf{L}=\left[\begin{array}{r}
-\mathbf{I}_{k} \\
-\mathbf{q}^{(1)} \\
\mathbf{q}^{(l)}
\end{array}\right] \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
\mathbf{0}_{k} \\
-1 \\
n
\end{array}\right] .
\end{gather*}
$$

Therefore, given a basis set of $k$ monotone functions, all feasible weights belong to a polyhedron in $\mathbb{R}^{k}$ parameterized by $\mathbf{L} \in \mathbb{R}^{(k+2) \times k}$ and $\mathbf{b} \in \mathbb{R}^{k+2}$. For instance, Fig. 3b illustrates an example of a warping function (red solid line) as a combination of three monotone functions (blue dotted lines).

## B. Optimization of GCTW w.r.t. spatial basis

Minimizing $J_{g c t w}$ (Eq. 8) is a non-convex optimization problem with respect to the temporal transformation and the spatial projection. We optimize GCTW by alternating between solving for time warping using an efficient GaussNewton algorithm (discussed in the following section), and computing the spatial transformation using mCCA.

Assuming the time warping is fixed, mCCA computes the optimal $\left\{\mathbf{V}_{i}\right\}_{i}$ in closed form using a generalized eigen decomposition, i.e., $\left[\Downarrow_{i} \mathbf{V}_{i}\right]=\operatorname{eig}_{d}(\mathbf{A}, \mathbf{B})$, where:

$$
\begin{aligned}
\mathbf{A} & =\left[\Downarrow_{i} \mathbf{X}_{i} \mathbf{W}_{i}\right]\left[\Rightarrow_{j} \mathbf{W}_{j}^{T} \mathbf{X}_{j}^{T}\right]-\left[\mathbb{У}_{i} \mathbf{X}_{i} \mathbf{W}_{i} \mathbf{W}_{i}^{T} \mathbf{X}_{i}^{T}\right] \\
\mathbf{B} & =(1-\lambda)\left[\searrow_{i} \mathbf{X}_{i} \mathbf{W}_{i} \mathbf{W}_{i}^{T} \mathbf{X}_{i}^{T}\right]+\lambda \mathbf{I}
\end{aligned}
$$

These steps monotonically decrease $J_{g c t w}$, and because the function is bounded below, the alternating scheme will converge to a critical point.

## C. Optimization of GCTW w.r.t. temporal weights

By relaxing the warping path as a linear combination of monotonic paths, Eq. 9 provide a new model for temporal alignment and new methods for optimizing it. Given $k$ basis functions ${ }^{2}, \mathbf{Q} \in \mathbb{R}^{l \times k}$, optimizing Eq. 8 with respect to the warping paths $\left\{\mathbf{p}_{i}\right\}_{i}$ can be approximated as:

$$
\begin{align*}
\min _{\left\{\mathbf{a}_{i}\right\}_{i}} J_{a}= & \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2}\left\|\mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}\left(\mathbf{Q} \mathbf{a}_{i}\right)-\mathbf{V}_{j}^{T} \mathbf{X}_{j} \mathbf{W}\left(\mathbf{Q} \mathbf{a}_{j}\right)\right\|_{F}^{2} \\
& +\sum_{i=1}^{m} \eta\left\|\mathbf{F}_{l} \mathbf{Q} \mathbf{a}_{i}\right\|_{2}^{2},  \tag{12}\\
\text { s.t. } \quad \mathbf{L}_{i} \mathbf{a}_{i} \leq & \mathbf{b}_{i}, \forall i \in\{1: m\},
\end{align*}
$$

where $\mathbf{L}_{i}$ and $\mathbf{b}_{i}$ are used to constrain the monotonicity and boundary of the time warping for each sequence (Eq. 11).

A direct optimization of $J_{a}$ is difficult due to the non-linear function $\mathbf{W}(\cdot)$. Inspired by the Lucas-Kanade framework [46] for image alignment, we approximate $J_{a}$ by solving a series convex problems using a GaussNewton method. More specifically, we linearize $J_{a}$ by performing a first-order Taylor approximation on each term, $\mathbf{Z}\left(\mathbf{a}_{i}+\boldsymbol{\delta}_{i}\right) \doteq \mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}\left(\mathbf{Q}\left(\mathbf{a}_{i}+\boldsymbol{\delta}_{i}\right)\right) \in \mathbb{R}^{d \times l}$, with respect to the increment $\boldsymbol{\delta}_{i} \in \mathbb{R}^{k}$. To simplify the discussion, let us focus on, $\mathbf{z}_{t}\left(\mathbf{a}_{i}\right) \doteq\left[\mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}\left(\mathbf{Q} \mathbf{a}_{i}\right)\right]_{t} \in \mathbb{R}^{d}$, the $t^{t h}$ column of $\mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}\left(\mathbf{Q} \mathbf{a}_{i}\right) \in \mathbb{R}^{d \times l}$. Given the non-linear function $\mathbf{W}(\cdot)$ specified by the warping path $\mathbf{Q} \mathbf{a}_{i} \in \mathbb{R}^{l}, \mathbf{z}_{t}\left(\mathbf{a}_{i}\right)$ is the replication of $j^{t h}$ column of the signals $\mathbf{V}_{i}^{T} \mathbf{X}_{i}$, i.e.,

$$
\begin{equation*}
\mathbf{z}_{t}\left(\mathbf{a}_{i}\right)=\left[\mathbf{V}_{i}^{T} \mathbf{X}_{i}\right]_{\mathbf{q}^{(t)} \mathbf{a}_{i}} \tag{13}
\end{equation*}
$$

where $\mathbf{q}^{(t)}$ is the $t^{t h}$ row of $\mathbf{Q}$ and $\mathbf{q}^{(t)} \mathbf{a}_{i}$ is the $t^{t h}$ element of $\mathbf{Q} \mathbf{a}_{i}$. Based on this fact, we can break down the linear approximation of $\mathbf{Z}\left(\mathbf{a}_{i}+\delta_{i}\right)$ by each of its columns, i.e.,

$$
\begin{equation*}
\mathbf{z}_{t}\left(\mathbf{a}_{i}+\delta_{i}\right) \approx \mathbf{z}_{t}\left(\mathbf{a}_{i}\right)+\nabla\left(\left[\mathbf{V}_{i}^{T} \mathbf{X}_{i}\right]_{\mathbf{q}^{(t)} \mathbf{a}_{i}}\right) \frac{\partial \mathbf{q}^{(t)} \mathbf{a}_{i}}{\partial \mathbf{a}_{i}} \delta_{i} \tag{14}
\end{equation*}
$$

Putting all the columns of $\mathbf{Z}\left(\mathbf{a}_{i}+\delta_{i}\right)$ together yields:

$$
\begin{equation*}
\operatorname{vec}\left(\mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}\left(\mathbf{Q}\left(\mathbf{a}_{i}+\boldsymbol{\delta}_{i}\right)\right)\right) \approx \mathbf{v}_{i}+\mathbf{G}_{i} \delta_{i} \tag{15}
\end{equation*}
$$



Fig. 4. An example of using Gauss-Newton for solving the subsequence alignment problem. (a) Two 1-D sequences. (b) The GaussNewton optimization procedure, the longer red sequence is warped to match the shorter blue sequence. (c) The contour of the objective function ( $J_{a}$ as defined in Eq. 12) with respect to the weights of two bases. (d) Warping function (p) as a combination of a linear function $\left(\mathbf{q}_{1}\right)$ and a constant function $\left(\mathbf{q}_{2}\right)$ used for scaling and translation respectively.

Observe that the objective function of Eq. 17 is convex. Fig. 4 illustrates an example of aligning two 1-D time series (Fig. 4a) using this approach. To achieve sub-sequence alignment, we model the time warping path $\mathbf{p}$ as a combination of a linear basis $\mathbf{q}_{1}$ and a constant one $\mathbf{q}_{2}$ (Fig. 4d). As shown in Fig. 4b, Gauss-Newton takes three steps to find the optimal warping parameter in a 2-D space (Fig. 4c).

In all our experiments, we initialized $\mathbf{a}_{i}$ by uniformly aligning the sequences (the curve of GN-Init in Fig. 5b). The length of the warping path $l$ is usually set to $l=$ $1.1 \max _{i=1}^{m} n_{i}$. In practice, when the sequence length $n_{i}$ is very large, an additional pre-conditioner should be used to obtain a numerically stable solution. For instance, a normalized version of Eq. 17 minimizes $\frac{1}{2} \boldsymbol{\delta}^{T} \mathbf{R}^{-1} \mathbf{H} \mathbf{R}^{-1} \boldsymbol{\delta}+$ $\mathbf{f}^{T} \mathbf{R}^{-1} \boldsymbol{\delta}$ subject to $\mathbf{L} \mathbf{R}^{-1} \boldsymbol{\delta} \leq \mathbf{b}-\mathbf{L a}$, where $\mathbf{R}=$ $\left[\searrow_{i} n_{i} \mathbf{I}_{k}\right] \in \mathbb{R}^{m k \times m k}$ is the scaling matrix. After solving this new quadratic optimization problem, we need to rescale the result as $\boldsymbol{\delta} \leftarrow \mathbf{R}^{-1} \boldsymbol{\delta}$. The computational complexity of the algorithm is $O\left(d l m k+m^{3} k^{3}\right)$.
where $\mathbf{v}_{i}=\operatorname{vec}\left(\mathbf{V}_{i}^{T} \mathbf{X}_{i} \mathbf{W}\left(\mathbf{Q} \mathbf{a}_{i}\right)\right), \mathbf{G}_{i}=\left[\Downarrow_{t} \nabla\left(\left[\mathbf{V}_{i}^{T} \mathbf{X}_{i}\right]_{\mathbf{q}^{(t)} \mathbf{a}_{i}}\right) \mathbf{q}_{D}^{(t)}\right]$.
Plugging Eq. 15 in Eq. 12 yields:

$$
\begin{align*}
J_{a} \approx & \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2}\left\|\mathbf{v}_{i}+\mathbf{G}_{i} \boldsymbol{\delta}_{i}-\mathbf{v}_{j}-\mathbf{G}_{j} \boldsymbol{\delta}_{j}\right\|_{2}^{2} \\
& +\sum_{i=1}^{m} \eta\left\|\mathbf{F}_{i} \mathbf{Q}\left(\mathbf{a}_{i}+\boldsymbol{\delta}_{i}\right)\right\|_{2}^{2} \tag{16}
\end{align*}
$$

Minimizing Eq. 16 with respect to all the weight increments $\boldsymbol{\delta}=\left[\begin{array}{ll}\Downarrow_{i} & \boldsymbol{\delta}_{i}\end{array}\right] \in \mathbb{R}^{m k}$ yields a quadratic programming problem:

$$
\begin{equation*}
\min _{\boldsymbol{\delta}} \frac{1}{2} \boldsymbol{\delta}^{T} \mathbf{H} \boldsymbol{\delta}+\mathbf{f}^{T} \boldsymbol{\delta}, \quad \text { s.t. } \quad \mathbf{L} \boldsymbol{\delta} \leq \mathbf{b}-\mathbf{L a}, \tag{17}
\end{equation*}
$$

whose components are computed as follows:

$$
\begin{aligned}
\mathbf{H} & =m\left[\Downarrow_{i} \mathbf{G}_{i}^{T} \mathbf{G}_{i}\right]-\left[\Downarrow_{i} \mathbf{G}_{i}^{T}\right]\left[\Rightarrow_{j} \mathbf{G}_{j}\right]+\left[\Downarrow_{i} \eta \mathbf{Q}^{T} \mathbf{F}_{i}^{T} \mathbf{F}_{i} \mathbf{Q}\right], \\
\mathbf{f} & =\left[\Downarrow_{i} \mathbf{G}_{i}^{T}\right]\left(m\left[\Downarrow_{i} \mathbf{v}_{i}\right] \ominus\left[\Rightarrow_{i} \mathbf{v}_{i}\right] \mathbf{1}_{m}\right)+\left[\Downarrow_{i} \eta \mathbf{Q}^{T} \mathbf{F}_{i}^{T} \mathbf{F}_{i} \mathbf{Q} \mathbf{a}_{i}\right], \\
\mathbf{a} & =\left[\Downarrow_{i} \mathbf{a}_{i}\right], \mathbf{b}=\left[\Downarrow_{i} \mathbf{b}_{i}\right], \mathbf{L}=\left[\Downarrow_{j} \mathbf{L}_{i}\right] .
\end{aligned}
$$

[^1]As discussed in [1], [39], there are various techniques that have been proposed to accelerate and improve DTW. For instance, the Sakoe-Chiba band (DTW-SC) and the Itakura Parallelogram band (DTW-IP) reduce the complexity of the original DTW algorithm to $O\left(\beta n_{x} n_{y}\right)$ by constraining the warping path to be in a band of a certain shape, where $\beta<1$ is the size ratio between the band and the original search space of DTW. However, using a narrow band (a small $\beta$ ) cuts off potential warping space, and may lead to a sub-optimal solution. For instance, Fig. 5a shows an example of two 1-D time series and the alignment results calculated by different algorithms. The results computed by DTW-SC and DTW-IP are less accurate than the ones computed using our proposed Gauss-Newton (GN). This is because both the SC and IP bands are over-constrained (Fig. 5b). See Fig. 6 for a detailed comparison on the number of free variables and computational complexity of different time warping methods.

To provide a quantitative evaluation, we synthetically generated 1-D sequences at 15 scales. For DTW-SC, we set
the band width as $\beta=0.1$. For GN, we varied $k$ among $6,10,14$ to investigate the effect of the number of bases. For each scale, we randomly generated 100 pairs of sequences. The error is computed using Eq. 18 and shown in Fig. 5cd. DTW obtains the lowest error but takes the most time to compute. This is because DTW exhaustively searches the entire parameter space to find the global optima. Both DTW-SC and DTW-IP need less time than DTW because they need to search a smaller space constrained by different bands. Empirically, DTW-IP is more accurate than DTWSC for our synthetic dataset. This is because the global optima is more likely to lie in the IP band than the SC band. Compared to DTW, DTW-SC and DTW-IP, GN is more computationally efficient because it has linear complexity in the length of the sequence. Moreover, increasing the number of bases monotonically reduces the error.

## V. EXPERIMENTS

This section compares CTW and GCTW against state-of-the-art methods for temporal alignment of time series in six experiments. In the first experiment, we compared the performance of CTW and GCTW against DTW, DDTW [28], IMW [10] and their multi-sequence extensions in the problem of aligning synthetic time series of varying complexity. In the second experiment, we aligned videos of different subjects performing a similar activity; each video is represented using different types of visual features. In the third experiment, we aligned facial expressions across subjects on videos with naturally occurring facial behavior. In the fourth experiment, we showed how GCTW can be applied to large-scale alignment. We aligned approximately 50,000 frames of motion capture data of two subjects cooking the same recipe. In the fifth experiment, we showed how GCTW can be used to localize common subsequences between two time series. The last experiment shows how GCTW is able to align three sequences of different subjects performing a similar action recorded with different sensors (motion capture data, accelerometers and video). In the first three experiments, the ground truth was known and we provided quantitative evaluation of the performance. In the other experiments, we evaluated the quality of the alignment visually. The code for our method and the baseline methods is available at http://humansensing.cs.cmu.edu/ctw.

## A. Evaluation methods

In the experiments, we compared CTW and GCTW with several state-of-the-art methods for temporal alignment of time series. Below, we provide a brief description of the techniques that we used for comparison.

DTW and mDTW: DTW is solved using a standard dynamic programming algorithm that minimizes Eq. 4. To evaluate the performance of temporal alignment of multiple sequences, we extended the concept of Procrustes analysis [47] to time series. That is, given $m(>2)$ time series, multi-sequence DTW (mDTW) aims to seek for a
set of warping paths $\left\{\mathbf{p}_{i}\right\}_{i}$ that minimizes:

$$
\min _{\left\{\mathbf{P}_{i} \in \Psi\right\}_{i}} J_{m d t w}=\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2}\left\|\mathbf{X}_{i} \mathbf{W}_{i}-\mathbf{X}_{j} \mathbf{W}_{j}\right\|_{F}^{2}
$$

After some linear algebra, it can be shown that $J_{m d t w}$ can be equivalently computed as:

$$
J_{m d t w}=m \sum_{i=1}^{m}\|\mathbf{X}_{i} \mathbf{W}_{i}-\underbrace{\frac{1}{m} \sum_{j=1}^{m} \mathbf{X}_{j} \mathbf{W}_{j}}_{\overline{\mathbf{x}}}\|_{F}^{2}
$$

Based on the above fact, mDTW alternates between independently solving each $\mathbf{p}_{i}$ using an asymmetrical DTW ${ }^{3}$ and updating the mean sequence $\overline{\mathbf{X}}$ by averaging $\left\{\mathbf{X}_{i} \mathbf{W}_{i}\right\}_{i}$.

DDTW and mDDTW: In order to make DTW invariant to translation, derivative dynamic time warping (DDTW) [28] uses the derivatives of the original features and minimizes:

$$
\min _{\left\{\mathbf{p}_{x}, \mathbf{p}_{y}\right\} \in \Psi} J_{d d t w}=\left\|\mathbf{X} \mathbf{F}_{n_{x}}^{T} \mathbf{W}_{x}-\mathbf{Y} \mathbf{F}_{n_{y}}^{T} \mathbf{W}_{y}\right\|_{F}^{2}
$$

where $\mathbf{F}_{n_{x}}$ and $\mathbf{F}_{n_{y}}$ are the $1^{s t}$ order differential operators defined similarly as Eq. 10. To align multiple sequences, multi-sequence DDTW (mDDTW) extends DDTW in the Procrustes framework by optimizing:

$$
\min _{\left\{\mathbf{p}_{i} \in \Psi\right\}_{i}} J_{m d d t w}=\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2}\left\|\mathbf{X}_{i} \mathbf{F}_{n_{i}}^{T} \mathbf{W}_{i}-\mathbf{X}_{j} \mathbf{F}_{n_{j}}^{T} \mathbf{W}_{j}\right\|_{F}^{2}
$$

IMW and mIMW: Similar to CTW, iterative motion warping (IMW) [10] alternates between time warping and spatial transformation to align two sequences. Assuming the same number of spatial features between $\mathbf{X} \in \mathbb{R}^{d \times n_{x}}$ and $\mathbf{Y} \in \mathbb{R}^{d \times n_{y}}$, IMW translates and re-scales each feature in $\mathbf{X}$ independently to match with $\mathbf{Y}$. Written in a simple matrix form, IMW minimizes:

$$
\min _{\mathbf{p}_{x} \in \Psi, \mathbf{A}_{x}, \mathbf{B}_{x}} \quad J_{i m w}=\left\|\left(\mathbf{X} \circ \mathbf{A}_{x}+\mathbf{B}_{x}\right) \mathbf{W}_{x}-\mathbf{Y}\right\|_{F}^{2}, ~=\lambda_{a}\left\|\mathbf{A}_{x} \mathbf{F}_{n_{x}}^{T}\right\|_{F}^{2}+\lambda_{b}\left\|\mathbf{B}_{x} \mathbf{F}_{n_{x}}^{T}\right\|_{F}^{2}, ~ l
$$

where $\mathbf{A}_{x}, \mathbf{B}_{x} \in \mathbb{R}^{d \times n_{x}}$ are the scaling and translation parameter respectively. $\lambda_{a}$ and $\lambda_{b}$ are the weights to trade-off between the least-square error and the regularization terms. The regularization terms are used to enforce a smooth change in the columns of $\mathbf{A}_{x}$ and $\mathbf{B}_{x}$. In the experiments, we set them as $\lambda_{a}=\lambda_{b}=1$. IMW takes a coordinatedescent approach to optimize the time warping, the scaling and translation. Given the warping matrix $\mathbf{W}_{x}$, the optimal spatial transformation can be computed in closed-form. To align multiple sequences, we extended IMW as multisequence IMW (mIMW) by minimizing:

$$
\begin{aligned}
& \min _{\left\{\mathbf{p}_{i} \in \Psi, \mathbf{A}_{i}, \mathbf{B}_{i}\right\}_{i}} J_{\operatorname{mimw}} \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2}\left\|\left(\mathbf{X}_{i} \circ \mathbf{A}_{i}+\mathbf{B}_{i}\right) \mathbf{W}_{i}-\left(\mathbf{X}_{j} \circ \mathbf{A}_{j}+\mathbf{B}_{j}\right) \mathbf{W}_{j}\right\|_{F}^{2} \\
& \quad+\sum_{i=1}^{m}\left(\lambda_{a}\left\|\mathbf{A}_{i} \mathbf{F}_{n_{i}}^{T}\right\|_{F}^{2}+\lambda_{b}\left\|\mathbf{B}_{i} \mathbf{F}_{n_{i}}^{T}\right\|_{F}^{2}\right)
\end{aligned}
$$

mCTW: CTW was originally proposed to align two multi-modal sequences. Similar to other DTW-based methods, we extended CTW in multi-sequence CTW (mCTW)

[^2]

Fig. 5. Comparison between Gauss-Newton and variants of DTW for temporal alignment. (a) An example of two 1-D time series (with 247 and 305 frames respectively) and the alignment results calculated using the ground truth, DTW, DTW constrained in the Sakoe-Chiba band (DTW-SC), DTW constrained in the Itakura Parallelogram band (DTW-IP) and Gauss-Newton (GN). (b) Comparison of different warping paths. GN-Init denotes the initial warping used for GN. SC-Bound and IP-Bound denote the boundaries of SC band and IP band respectively. (c) Comparison of alignment errors. (d) Statistics of computational costs.
for aligning multiple time series using the Procrustes Analysis framework. mCTW optimizes the same objective (Eq. 8) as GCTW does. The main difference between mCTW and GCTW comes from the temporal alignment step. mCTW alternates between warping each time series using asymmetric DTW and updating the mean sequence, while GCTW uses Gauss-Newton for jointly optimizing over all weights of the monotonic bases.

Fig. 6 compares the temporal alignment methods in terms of the number of variables as well as the computational complexity. The comparison is divided into two cases, one for alignment of two sequences and another for alignment of more than two sequences. In the first case, given two time series, $\mathbf{X} \in \mathbb{R}^{d_{x} \times n_{x}}$ and $\mathbf{Y} \in \mathbb{R}^{d_{x} \times n_{y}}$, DTW and DDTW require the same complexity $O\left(n_{x} n_{y}\right)$ for finding the optimal $l$-length warping path. IMW additionally solves $d$ least-squares problems for each row of $\mathbf{A}_{x}$ and $\mathbf{B}_{x}$ independently. Similarly, CTW relies on DTW to optimize the time warping, resulting in a complexity of $O\left(n_{x} n_{y}\right)$ in both space and time. However, CTW uses CCA to accommodate the feature difference by solving a generalized eigen-decomposition of two $\left(d_{x}+d_{y}\right)$-by$\left(d_{x}+d_{y}\right)$ matrices. CTW has fewer variables than IMW and thus is less likely to overfit the data. Compared to CTW, GCTW has the same complexity for computing the spatial embedding. The main advantage of GCTW is its GaussNewton component, which optimizes a small-scale QP with $2 k$ variables for the time warping.

In the second case, given $m$ sequences, $\left\{\mathbf{X}_{i} \in\right.$ $\left.\mathbb{R}^{d_{i} \times n_{i}}\right\}_{i=1}^{m}$, a direct generalization of the DTW is infeasible due to the combinatorial explosion of possible warpings, incurring a complexity of $O\left(\prod_{i=1}^{m} n_{i}\right)$. In the experiment, mDTW is used as an approximation of the exact DTW optimization. However, mDTW and other DTWbased methods (mDDTW, mIMW and mCTW) still have quadratic complexity. Instead, GCTW approximates the combinatorial problem of time warping as a continuous optimization that can be more efficiently optimized by solving a small-scale QP with $m k$ variables.

## B. Evaluation metrics

The alignment result of $m$ sequences will be denoted by a set of time warping paths, $\mathbf{P}_{\text {alg }}=\left[\mathbf{p}_{1}^{a l g}, \cdots, \mathbf{p}_{m}^{a l g}\right] \in$

|  | Method | Degree-of-Freedom |  | Complexity $O(\cdot)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Embedding | Warping | Embedding | Warping |
| Two-sequence alignment$\begin{aligned} & \mathbf{X} \in \mathbb{R}^{d_{x} \times n_{x}} \\ & \mathbf{Y} \in \mathbb{R}^{d_{y} \times n_{y}} \end{aligned}$ | DTW | - | $2 l$ | - | $n_{x} n_{y}$ |
|  | DTW-SC | - | $2 l$ | - | $\beta n_{x} n_{y}$ |
|  | DTW-IP | - | $2 l$ | - | $\beta n_{x} n_{y}$ |
|  | DDTW | - | $2 l$ | - | $n_{x} n_{y}$ |
|  | IMW | $2 d n_{x}$ | $2 l$ | $d L S\left(2 n_{x}\right)$ | $n_{x} n_{y}$ |
|  | CTW | $d\left(d_{x}+d_{y}\right)$ | $2 l$ | $\operatorname{eig}\left(d_{x}+d_{y}\right)$ | $n_{x} n_{y}$ |
|  | GCTW | $d\left(d_{x}+d_{y}\right)$ | $2 k$ | $\operatorname{eig}\left(d_{x}+d_{y}\right)$ | $Q P(2 k)$ |
| $\begin{gathered} \text { Multi-sequence } \\ \text { alignment } \\ \left\{\mathbf{X}_{i} \in \mathbb{R}^{d_{i} \times n_{i}}\right\}_{i} \end{gathered}$ | DTW | - | $m l$ | - | $\Pi_{i} n_{i}$ |
|  | mDTW | - | $m l$ | - | $l \sum_{i} n_{i}$ |
|  | mDDTW | - | $m l$ | - | $l \sum_{i} n_{i}$ |
|  | mIMW | $2 l \sum_{i} d_{i}$ | $m l$ | $\sum_{i} d_{i} L S(2 l)$ | $l \sum_{i} n_{i}$ |
|  | mCTW | $d \sum_{i} d_{i}$ | $m l$ | $\operatorname{eig}\left(\sum_{i} d_{i}\right)$ | $l \sum_{i} n_{i}$ |
|  | GCTW | $d \sum_{i} d_{i}$ | $m k$ | $\operatorname{eig}\left(\sum_{i} d_{i}\right)$ | $Q P(m k)$ |

Fig. 6. Comparison of temporal alignment algorithms as a function of degrees-of-freedom (number of free variables) and complexity. $l$ is the length of warping path computed by the algorithm. $L S(n), Q P(n)$ and $\operatorname{eig}(n)$ denote the complexity of solving a least-squares of $n$ variables, a QP of $n$ variables and a generalized eigenvalue problem with two $n$-by- $n$ matrices, respectively.
$\mathbb{R}^{l_{a l g} \times m}$, where $\mathbf{p}_{i}^{a l g} \in \mathbb{R}^{l_{a l g}}$ is the time warping path for the $i^{\text {th }}$ sequence. To evaluate the error of the time warping paths given by different methods, we computed its difference from the ground-truth, $\mathbf{P}_{t r u}=\left[\mathbf{p}_{1}^{\text {tru }}, \cdots, \mathbf{p}_{m}^{\text {tru }}\right] \in$ $\mathbb{R}^{l_{t r u} \times m}$, where the number of warping steps $\left(l_{a l g}\right.$ and $l_{t r u}$ ) could be different. To better understand the error, let us consider each warping path $\mathbf{P} \in \mathbb{R}^{l \times m}$ as a curve in $\mathbb{R}^{m}$ with $l$ points (rows of $\mathbf{P}$ ). For instance, Fig. 7c and Fig. 7 g compare the warping paths as $2-\mathrm{D}$ and $3-\mathrm{D}$ curves respectively. The error can be hence defined as the normalized distance between the curves $\mathbf{P}_{a l g}$ and $\mathbf{P}_{t r u}$, i.e.,

$$
\begin{gather*}
\text { error }=\frac{\operatorname{dist}\left(\mathbf{P}_{\text {alg }}, \mathbf{P}_{t r u}\right)+\operatorname{dist}\left(\mathbf{P}_{t r u}, \mathbf{P}_{\text {alg }}\right)}{l_{\text {alg }}+l_{t r u}},  \tag{18}\\
\text { where } \operatorname{dist}\left(\mathbf{P}_{1}, \mathbf{P}_{2}\right)=\sum_{i=1}^{l_{1}} \min _{j=1}^{l_{2}}\left\|\mathbf{p}_{1}^{(i)}-\mathbf{p}_{2}^{(j)}\right\|_{2} .
\end{gather*}
$$

The term, $\min _{j=1}^{l_{2}}\left\|\mathbf{p}_{1}^{(i)}-\mathbf{p}_{2}^{(j)}\right\|_{2}$, measures the shortest distance between the point $\mathbf{p}_{1}^{(i)}$ and any point on the curve $\mathbf{P}_{2}$, where $\mathbf{p}_{1}^{(i)} \in \mathbb{R}^{1 \times m}$ and $\mathbf{p}_{2}^{(j)} \in \mathbb{R}^{1 \times m}$ are the $i^{\text {th }}$ row of $\mathbf{P}_{1}$ and $j^{\text {th }}$ row of $\mathbf{P}_{2}$ respectively.

## C. Aligning synthetic sequences

In the first experiment, we synthetically generated spatiotemporal signals (3-D in space and 1-D in time) to evaluate


Fig. 7. Comparison of temporal alignment algorithms on the synthetic dataset. (a) An example of two synthetic time series ( $\mathbf{X}$ and $\mathbf{Y}$ ) generated by performing a random spatio-temporal transformation of a 2-D latent sequence $\mathbf{Z}$ and adding Gaussian noise in the $3^{\text {rd }}$ dimension. (e) An example of three synthetic time series. (b)(f) The alignment results. (c)(g) Comparison of time warping paths. (d)(h) Mean and variance of the alignment errors.
the performance of CTW, mCTW and GCTW. As shown in Fig. 7a, the signals were a randomly generated by spatially and temporally transforming a latent $2-\mathrm{D}$ spiral, $\mathbf{Z} \in \mathbb{R}^{2 \times l}, l=300$ as follows:

$$
\mathbf{X}=\left[\begin{array}{c}
\mathbf{U}^{T}\left(\mathbf{Z}+\mathbf{b} \mathbf{1}^{T}\right) \mathbf{M} \\
\mathbf{e}^{T}
\end{array}\right] \in \mathbb{R}^{3 \times n}
$$

where $\mathbf{U} \in \mathbb{R}^{2 \times 2}$ and $\mathbf{b} \in \mathbb{R}^{2}$ were randomly generated projection matrix and translation vector respectively. To synthesize the temporal distortion, a binary selection matrix $\mathbf{M} \in\{0,1\}^{l \times n}$ was generated by randomly choosing $n \leq l$ columns from the identity matrix $\mathbf{I}_{l}$. The third spatial dimension $\mathbf{e} \in \mathbb{R}^{n}$ was added with a zero-mean Gaussian noise. In this experiment, we considered two types of alignment problems. In the first setting, we compared CTW and GCTW with DTW, DDTW and IMW for aligning two time series, while in the second one, mCTW and GCTW were compared with mDTW, mDDTW and mIMW for aligning three time series. In both settings, the groundtruth alignment was known and the performance of each method was evaluated in terms of the alignment errors defined in Eq. 18. We repeated the above process 100 times with random numbers. In each trial, we initialized all iterative methods by uniformly aligning the sequences, i.e., the initial warping path for $\mathbf{X}$ was computed as $\mathbf{p}_{0}=$ $\operatorname{round}(\operatorname{linspace}(1, n, l))^{\prime}$, where round $(\cdot)$ and linspace $(\cdot)$ are MATLAB functions. For CTW, mCTW and GCTW, $d$ was selected to preserve $90 \%$ of the total correlation and
the regularization weight $\lambda$ was set to zero. For GCTW, we selected three hyperbolic tangent and three polynomial functions as monotonic bases (the last column in Fig. 7f) and we set $\eta=1$.

Figs. 7a-d compare the methods for aliging two time series. Fig. 7b shows the spatial-temporal warping estimated by each algorithm. More specifically, the five columns in Fig. 7b plot $\mathbf{X W}$ for DTW, $\mathbf{X F}^{T} \mathbf{W}$ for DDTW, $(\mathbf{X} \circ \mathbf{A}+\mathbf{B}) \mathbf{W}$ for IMW, and $\mathbf{V}^{T} \mathbf{X W}$ for both CTW and GCTW, respectively. Fig. 7c compares the alignment paths computed by different methods and Fig. 7d shows the average error for 100 generated time series. DDTW performs poorly with this example because the feature derivatives are not able to sufficiently capture the structure of the sequence. IMW warps one sequence towards the other by translating and re-scaling each frame in each dimension. As summarized in Fig. 6, IMW has more parameters ( $2 d n_{x}$ ) than CTW $\left(d\left(d_{x}+d_{y}\right)\right)$ for feature weighting, and hence IMW is more prone to overfitting. Furthermore, IMW tries to fit the third noisy dimension, biasing alignment in time, whereas CTW has a feature selection mechanism that effectively cancels the third dimension. In aligning the two time series, CTW achieved better performance than GCTW because GCTW employed an approximation of DTW in the temporal alignment step.

Figs. 7e-h illustrate the comparison of previous methods for aligning multiple time series. Fig. 7f shows the spatio-
temporal warping estimated mDTW, mDDTW, mIMW, mCTW and GCTW, respectively. Fig. 7 g compares the warping paths computed by different methods as 3-D curves. Fig. 7h shows the error for 100 randomly generated time series. Both mDTW and mDDTW performed poorly in this case since they do not have a feature weight mechanism to adapt the spatial transformation of the sequences. mIMW warps sequences towards others by translating and rescaling each frame in each dimension. Moreover, mIMW has more parameters $\left(2 l \sum_{i} d_{i}\right)$ than mCTW and GCTW ( $d \sum_{i} d_{i}$ ), and hence mIMW is more prone to over-fitting. Furthermore, mIMW tries to fit the noisy dimension ( $3^{\text {rd }}$ spatial component) biasing alignment in time, whereas both mCTW and GCTW had a feature selection mechanism that effectively cancels out the third dimension. Compared to mCTW, GCTW achieves better performance aligning more than two sequences because GCTW jointly optimizes over all the possible time warpings for each time series, while mCTW takes a greedy approach by warping each sequence towards the mean sequence independently. In addition, GCTW can be more efficiently optimized than other DTWbased approaches in large-scale cases.

## D. Aligning videos with different features

In the second experiment, we used CTW, mCTW and GCTW to align video sequences of different people performing a similar action. Each video was encoded using different visual features. The video sequences were taken from the Weizmann database [48], which contains nine people performing ten actions. To represent dynamic videos, we subtracted the background (the top rows in Fig. 8a and Fig. 8e) and computed three popular shape features (the bottom rows of Fig. 8a and Fig. 8e) for each 70-by- 35 re-scaled mask image, including (1) binary image, (2) Euclidean distance transform [49], and (3) solution of Poisson equation [50]. In order to reduce the dimension of the feature space (2450), we picked the top 123 principal components that preserved $99 \%$ of the total energy. We split this experiment into two settings so that we could evaluate the performance of aligning two and three sequences separately. In the first setting, we randomly selected two walking sequences, each of which was manually cropped into two cycles of human walking. The ground-truth alignment was approximated by using DTW using the same feature (Euclidean distance transform), and it provided an accurate visual temporal alignment. In the second setting, we randomly selected three sequences and estimated the ground-truth using mDTW for aligning the sequences with same feature. In both settings, GCTW was initialized with uniform alignment, and we set $\lambda=0.1$. We used five hyperbolic tangent and five polynomial functions as the monotonic bases (Fig. 8b upper-top).

Fig. 8d and Fig. 8h show the error for 10 randomly generated sets of videos in the first and second setting respectively. Note that neither DTW, and DDTW were able to align the videos because they are not able to handle alignment of signals of different dimensions. Their multiple
sequence counterparts, mDTW and mDDTW failed similarly. IMW and mIMW register the top three components well in space; however, both overfit and compute a biased time warping path. In contrast, CTW, mCTW and GCTW warp the sequences accurately in both space and time.

## E. Aligning facial expression sequences

In the third experiment, we compared CTW and GCTW in the task of aligning unscripted facial expression sequences. The facial videos were taken from the RU-FACS database [51], which consists of digitized videos of 29 young adults. They were recorded during an interview (approximately two-minutes long) in which they either lied or told the truth in response to an interviewer's questions. Pose orientation was mostly frontal with small to moderate out-of-plane head motion. The action units (AUs) in this database have been manually coded, and we randomly cropped video segments containing AU12 (smiling) to run our experiments. Each event of AU12 is coded at its peak position. We used a person-specific active appearance model [52] to track 66 landmarks on the face. For the alignment of AU12, we used only 18 landmarks that correspond to the outline of the mouth. See Fig. 9a for example frames aligned by GCTW where the mouth outlines are plotted.

The performance of CTW and GCTW were compared with DTW, DDTW and IMW. We initialized IMW, CTW and GCTW using the same uniform warping. Fig. 9b shows the alignment result obtained by different methods, where the three dimensions correspond to the first three principal components of the original signals. As an approximate ground-truth, the position of the peak frame of each AU12 event is indicated as the red and blue points on the curves in Fig. 9b and the intersection of the two dotted lines in Fig. 9c. As we can observe from Fig. 9b-c, the two peaks in the low-dimensional projection found by CTW and GCTW are closer to the manually labeled peak than the ones in the original space used for DTW and DDTW. Finally, the distance between the peak point and the warping path is computed to quantitatively measure the performance. Fig. 9d shows the average error as the distance normalized by the sequence lengths over 20 random repetitions. Here, CTW and GCTW achieved better performance than other state-of-the-art methods.

## F. Aligning large-scale motion capture sequences

This experiment illustrates the benefits of using GCTW for aligning two large-scale motion capture sequences. The two sequences were taken from the CMU-Multimodal Activity Dataset [53], which contains multi-sensor recordings (video, audio, motion capture data and accelerometers) of naturalistic behavior of 40 subjects cooking five different recipes. The two sequences used in this experiment contain 44387 and 48724 frames of two subjects cooking brownies. See Fig. 10c for several key-frames of these two sequences. For each motion capture frame, we computed the quaternions for the four joints on the right hand, resulting in a 12D feature vector that describes the body configuration. In
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Fig. 8. Comparison of temporal alignment algorithms for aligning multi-feature video data. (a) An example of two video sequences aligned by GCTW. The top two sequences are the key-frames after background subtraction, while the bottom two are the binary images and the Euclidean distance transforms. (e) An example of three aligned videos by GCTW. The top three sequences are the original frames after background subtraction, while the bottom three are the binary images, the Euclidean distance transforms and the solutions of the Poisson equation. (b)(f) The alignment results. (c)(g) Comparison of time warping paths. (d)(h) Mean and variance of the alignment errors.


Fig. 9. Comparison of temporal alignment algorithms for aligning facial expression sequences between different people. (a) An example of two smiling expression sequences aligned by GCTW. The features of the two sequences are computed as the 18 landmark coordinates of the mouth given by a face tracker. (b) The alignment results, where the expression peaks are indicated by points on the curves in the top row. (c) Comparison of time warping paths, where the expression peaks are indicated by the intersection of the two dotted lines. (d) Mean of the alignment errors.
this experiment, we only tested the performance of GCTW on aligning large-scale sequences, and we did not optimize GCTW over its spatial component. We used five polynomial functions and five $\tanh (\cdot)$ functions as monotonic bases for the time warping function (upper-right corner in Fig. 10b).

To avoid local minima in the alignment, we used a temporal coarse-to-fine strategy for the Gauss-Newton optimization in GCTW. As shown in Fig. 10a, the coarse-tofine strategy proceeds in two steps: (1) In the pre-processing step, we obtained a three-level pyramid for each time series by recursively applying Gaussian smoothing with $\sigma=200$.

For instance, the first row of Fig. 10b illustrates the two sequences in three levels, where the ones in the first level correspond to the original signals, while the ones in the third level contain less detailed but much smoother signals. (2) In the optimization step, GCTW was first used to align the two sequences on the third level instead of the first level. The computed time warping result was then used to initialize GCTW on the second level. We repeated the same procedure to compute the final time warping result of the original sequences on the first level.

For this large-scale example, DTW is too slow and ex-
pensive to compute. However, GCTW is able to efficiently find the temporal correspondence between the sequences in just a few seconds using Matlab on a regular laptop with a 2.5 GHz Intel CPU. Since the ground-truth is unknown, we qualitatively evaluate the performance of GCTW by showing the aligned key frames in Fig. 10c. Although the two subjects spent different amounts of time and followed different procedures to cook the same recipe, GCTW was able to align similar body poses.

## G. Detection and alignment of similar sub-sequences

A major problem of DTW-type of techniques for aligning long sequences is that they require an exact matching between the first frame and the last one, see boundary conditions (Eq. 5). These boundary conditions are impractical and very restrictive when only a subset of the input sequence is similar to the sequence to be aligned. The first row of Fig. 11 illustrates this problem: how can we align four motion capture signals composed by different walking cycles? This problem is related to sub-sequence DTW [54], the longest common sub-sequence [14] and temporal commonality discovery [55]. A major limitation of these methods is that they are not computationally feasible when handling more than two sequences. This experiment shows how can we used GTW for multiple sub-sequence alignment in the context of aligning motion capture data.

We selected four walking and running sequences from the CMU motion capture database ${ }^{4}$. For each motion capture frame, we computed the quaternions for 14 joints on the body, resulting in a 42-D feature vector that describes the human pose. The first and second row of Fig. 11a illustrate the first three principal components of the walking and running sequences respectively. To allow for sub-sequence alignment, the warping path in GCTW is represented by a combination of a constant function and a linear one as the monotonic bases (see upper-left corner of Fig. 11c). Both GCTW and the baseline mDTW method are initialized by uniformly aligning the sequences.

A visual comparison between mDTW and GCTW is illustrated in Fig. 11. Without any manual cropping, most of the conventional DTW-based methods, such as mDTW, aligned the sequences by matching the first and the last frame, which results in incorrect alignments, see Fig. 11b. Some parts (noted by arrows) of the sequences with fewer cycles have to be stretched into flat lines in order to match the other sequences with more cycles. Unlike conventional DTW-based methods built on dynamic programming, GCTW uses the Gauss-Newton method, which allows for a more flexible time warping. By incorporating a constant function in the set of bases, GCTW can naturally be generalized to deal with the sub-sequence alignment problem across multiple sequences. As shown in Fig. 11c-d, GCTW is not only able to align the sequences in time, but also locate the boundaries of the sub-sequences that contain similar motions. This experiment demonstrates the benefits

[^3]of GCTW in controlling the warping path when using a specific time warping bases.

## H. Aligning multi-modal sequences

This experiment uses GCTW to align sequences of different people performing a similar activity recorded with different sensors. We selected one motion capture sequence (Subject 12, Trial 29) from the CMU motion capture database, one video sequence (Eli_jacking.avi) from the Weizmann database [48], and we collected the accelerometer signal of a subject performing jumping jacks. Some instances of the multi-modal data can be seen in Fig. 12d. Note that to make the problem more challenging, the two subjects in the mocap (top row) and video (middle row) are performing the same activity, but in the accelerometer sequence (bottom row) the subject only moves one hand and not the legs. Even in this challenging scenario, GCTW is able to solve for the temporal correspondence that maximizes the correlation between signals.

For the mocap data, we computed the quaternions for the 20 joints, resulting in a 60 dimensional feature vector that describes the body configuration. In the case of the Weizmann dataset, we computed the Euclidean distance transform as described earlier. The $\mathrm{X}, \mathrm{Y}$ and Z axis accelerometer data was collected using an X6-2 mini USB accelerometer (Fig. 12a) at a rate of 40 Hz . GCTW was initialized by uniformly aligning the three sequences. We used five hyperbolic tangent and five polynomial functions as monotonic bases. Fig. 12b shows the first components of the three sequences projected separately by PCA. As shown in Fig. 12c, GCTW found an accurate temporal correspondence between the three sequences. Unfortunately, we do not have ground-truth for this experiment. However, visual inspection of the video suggests that the results are consistent with human labeling. Fig. 12d shows several frames that have been put in correspondence by GCTW.

## VI. Conclusions

This paper proposes CTW and GCTW, two new techniques for spatio-temporal alignment of multiple multimodal time series. CTW extends DTW by adding a feature selection mechanism and enabling alignment of signals with different dimensionality. CTW extends CCA by adding temporal alignment and allowing temporally local projections. To improve the efficiency of CTW, allow a more flexible time-warping, and align multiple sequences, GCTW extends CTW by parameterizing the warping path as a combination of monotonic functions. Inspired by existing work on image alignment, GCTW is optimized using a coarse-to-fine Gauss-Newton updates, which allows for efficient alignment of long sequences.

Although CTW and GCTW have shown promising preliminary results, there are still unresolved issues. First, the Gauss-Newton algorithm used in GCTW for time warping converges poorly in the area where the objective function is non-smooth. Second, both CTW and GCTW are subject to local minima. The effect of local minima can be partially
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Fig. 10. Example of aligning two large-scale motion capture sequences using GCTW. (a) A coarse-to-fine strategy for improving the optimization performance of GCTW. (b) The first row shows the first principal components of the original sequences for three levels of the temporal pyramids. The second row corresponds to the aligned sequences using GCTW. (c) Key frames of similar body poses aligned by GCTW.


Fig. 11. Example of locating and aligning similar sub-sequences of four walking ( $1^{\text {st }}$ row) and four running ( $2^{\text {nd }}$ row) motion capture signals. (a) Original features of four mocap walking sequences. (b) Alignment achieved by mDTW. mDTW tries to align the sequences end-to-end and stretch some parts of the sequences (flat lines indicated by arrows). (c) Alignment by GCTW. GCTW efficiently aligns the sub-sequences and also finds the boundaries of the sub-sequences containing similar motions. (d) Key frames aligned by GCTW.


Fig. 12. Example of aligning multi-modal sequences. (a) Accelerometer. (b) Projection onto the first principal component for the motion capture data, video and accelerometers respectively. (c) GCTW. (d) Key frames aligned by GCTW. Notice that the similar hand gestures have been aligned. On the top row we show mocap data, in the middle row video, and in the bottom the images of the accelerometer data.
alleviated using a temporal coarse-to-fine approach as in the case of image alignment. In future work, we plan to explore better initialization strategies. Third, although the experiments show good results using manually designed bases, we plan to learn a set of monotonic bases that are adapted to the particular alignment problem.
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[^0]:    ${ }^{1}$ Bold capital letters denote a matrix $\mathbf{X}$, bold lower-case letters a column vector $\mathbf{x} . \mathbf{x}_{i}$ and $\mathbf{x}^{(i)}$ represent the $i^{\text {th }}$ column and $i^{\text {th }}$ row of the matrix $\mathbf{X}$ respectively. $x_{i j}$ denotes the scalar in the $i^{t h}$ row and $j^{t h}$ column of the matrix X. All non-bold letters represent scalars. $\mathbf{1}_{m \times n}, \mathbf{0}_{m \times n} \in \mathbb{R}^{m \times n}$ are matrices of ones and zeros. $\mathbf{I}_{n} \in \mathbb{R}^{n \times n}$ is an identity matrix. $\|\mathbf{x}\|_{p}=\sqrt[p]{\sum\left|x_{i}\right|^{p}}$ denotes the $p$-norm. $\|\mathbf{X}\|_{F}^{2}=\operatorname{tr}\left(\mathbf{X}^{T} \mathbf{X}\right)$ designates the Frobenious norm. $\operatorname{vec}(\mathbf{X})$ denotes the vectorization of matrix $\mathbf{X}$. $\mathbf{X} \circ \mathbf{Y}$ is the Hadamard product of matrices. $\{i: j\}$ lists the integers, $\{i, i+1, \cdots, j-1, j\} .\left[\Rightarrow_{i} \mathbf{A}_{i}\right],\left[\Downarrow_{i} \mathbf{A}_{i}\right],\left[\Downarrow_{i} \mathbf{A}_{i}\right]$ are the horizontal, vertical, diagonal concatenation respectively. $\ominus$ denotes the tiled minus, e.g., $\mathbf{A}_{6 \times 2} \ominus \mathbf{B}_{2 \times 2}=\mathbf{A}_{6 \times 2}-\left(\mathbf{1}_{3 \times 1} \otimes \mathbf{B}_{2 \times 2}\right)$. eig ${ }_{d}(\mathbf{A}, \mathbf{B})$ denotes the top $d$ eigenvectors $\mathbf{V}$ that solve the generalized eigenvalue problem $\mathbf{A V}=\mathbf{B V} \Lambda$.

[^1]:    ${ }^{2}$ Strictly speaking, sequences of different lengths $\left(n_{i}\right)$ should be associated with different bases $\mathbf{Q}_{i} \in\left\{1: n_{i}\right\}^{l \times k}$. To be concise in notation, we remove the subscript $i$ from $\mathbf{Q}_{i}$.

[^2]:    ${ }^{3}$ Given two sequences $\mathbf{X}$ and $\mathbf{Y}$, asymmetric DTW is used to only warp $\mathbf{X}$ towards $\mathbf{Y}$ and no time warping is computed for $\mathbf{Y}$.

[^3]:    ${ }^{4}$ http://mocap.cs.cmu.edu

