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## Summary

Algebraic proofs are given to some inequalities involving canonical correlation coefficients which, however, seem quite natural from statistical intuition. Though all of these inequalities can be easily verified from the well-known Courant-Fischer min-max theorem (c.f. Bellman [2], pp. 115-117), our method in this note seems to have some interests notwithstanding.

Let $A=\left(a_{i j}\right)$ be a p.d. (positive definite real symmetric) $N \times N$ matrix. Then the most famous determinantal inequality is due to Hadamard :

$$
\begin{equation*}
|A| \leqq \prod_{i=1}^{N} a_{i i} \tag{1}
\end{equation*}
$$

where the equality holds iff $a_{i j}=0(i \neq j)$.
Among various extensions of Hadamard's inequality, the extension due to Fischer seems most straightforward. Let us partition $A$ as

$$
A=\left(\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 k} \\
A_{21} & A_{22} & \cdots & A_{2 k} \\
\vdots & \vdots & & \vdots \\
A_{k 1} & A_{k 2} & \cdots & A_{k k}
\end{array}\right) \text {, where } A_{i i}(1 \leqq i \leqq k) \text { is the square matrix. }
$$

Fischer's inequality is

$$
\begin{equation*}
|A| \leqq \prod_{i=1}^{k}\left|A_{i i}\right| \tag{2}
\end{equation*}
$$

where the equality holds iff $A_{i j}=0(i \neq j)$.
A number of inequalities in multivariate statistical analysis can be derived by the inequality (2). We shall give here only two examples.

Example 1. Let $\Sigma=\left(\begin{array}{ll}\sigma_{11} & \sigma_{12} \\ \sigma_{21} & \Sigma_{22}\end{array}\right)(p \times p$, p. d.) be the covariance matrix of a random vector $X^{\prime}=\left(X_{1}, X_{2}, \cdots, X_{p}\right)$. Then the square of multiple correlation coefficient between $X_{1}$ and ( $X_{2}, \cdots, X_{p}$ ) is given by

[^0]\[

\rho_{1,(2, ···, p)}^{2}=1-\frac{\left|$$
\begin{array}{ll}
\sigma_{11} & \sigma_{12}  \tag{3}\\
\sigma_{21} & \Sigma_{22}
\end{array}
$$\right|}{\sigma_{11}\left|\Sigma_{22}\right|} .
\]

Thus the inequality (2) shows that $0 \leqq \rho_{1,(2, \ldots, p)}^{2}<1$ and $\rho_{1,(2, \ldots, p)}^{2}=0$ iff $\sigma_{12}=0$.
Example 2. Let the $p$-dimensional random vector $X$ be distributed according to $N_{p}(\mu, \Sigma)$. We partition $\Sigma$ as
$\Sigma=\left(\begin{array}{cccc}\Sigma_{11} & \Sigma_{12} & \cdots & \Sigma_{1 k} \\ \Sigma_{21} & \Sigma_{22} & \cdots & \Sigma_{2 k} \\ \vdots & \vdots & & \vdots \\ \Sigma_{k 1} & \Sigma_{k 2} & \cdots & \Sigma_{k k}\end{array}\right)$, where $\Sigma_{i i}(1 \leqq i \leqq k)$ is the square matrix of order $p_{i} \times p_{i}$.
Let $S$ be the matrix of the sum of cross-products, $S=\sum_{\alpha=1}^{n}\left(x_{a}-\bar{x}\right)\left(x_{a}-\bar{x}\right)^{\prime}$, which is partitioned correspondingly as $S=\left(S_{i j}\right)$, where $S_{i i}(1 \leqq i \leqq k)$ is the square matrix of order $p_{i}$.

Then the likelihood ratio statistic $\lambda$ for testing the hypothesis $H: \sum_{i j}=0(i \neq j)$ (c. f. Anderson [1], Ch. 9) becomes

$$
\begin{equation*}
\lambda^{2 / n}=\frac{|S|}{\prod_{i=1}^{k}\left|S_{i i}\right|} \tag{4}
\end{equation*}
$$

The inequality (2) implies that $0<\lambda \leqq 1$, and it is interesting to note $\lambda=1$ iff $S_{i j}=0$, $i \neq j$.

There is a refinement of Fischer's inequality (2) due to Faguet (Smirnov [6], p. 70) :

$$
|A| \leqq \frac{\left|\begin{array}{ll}
A_{11} & A_{12}  \tag{5}\\
A_{21} & A_{22}
\end{array}\right|\left|\begin{array}{ll}
A_{22} & A_{23} \\
A_{32} & A_{33}
\end{array}\right|}{\left|A_{22}\right|},
$$

where the equality holds iff $A_{13}-A_{12} A_{22}^{-1} A_{23}=0$.
We shall give here elementary proofs of (2) and (5). For this purpose we use the following well-known facts in linear algebra: For square matrices $A$ and $D$, we have

$$
\left|\begin{array}{ll}
A & B  \tag{6}\\
C & D
\end{array}\right|= \begin{cases}|A|\left|D-C A^{-1} B\right|, & \text { when } A \text { is non-singular } \\
|D|\left|A-B D^{-1} C\right|, & \text { when } D \text { is non-singular. }\end{cases}
$$

Let $A=\left(\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right)$ be p.d., where $A_{11}$ and $A_{22}$ are square matrices. Then it follows that $A^{-1}, A_{11.2}$ and $A_{22.1}$ are p.d. and

$$
\begin{align*}
\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)^{-1} & =\left(\begin{array}{ll}
A_{11.2}^{-1} & ,-A_{11.2}^{-1} A_{12} A_{22}^{-1} \\
-A_{22}^{-1} A_{21} A_{11.2}^{-1}, A_{22}^{-1}+A_{22}^{-1} A_{21} A_{11.2}^{-1} A_{12} A_{22}^{-1}
\end{array}\right) \\
& =\binom{A_{11}^{-1}+A_{11}^{-1} A_{12} A_{22.1}^{-1} A_{21} A_{11}^{-1},-A_{11} A_{12} A_{22.1}^{-1}}{-A_{22.1}^{-1} A_{21} A_{11}^{-1}} \tag{7}
\end{align*}
$$

where $A_{i j \cdot k}=A_{i j}-A_{i k} A_{k k}^{-1} A_{k j}$.

Though the following lemma is well-known (for instance in Lemma 5.1. in Kullback [4]), the following concise analytical proof will be of some interest.

Lemma. Let $A$ and $B$ are p.d. matrices of order $N$.
(i) If $x^{\prime} A x \geqq x^{\prime} B x$ for any $x$, then $|A| \geqq|B|$.
(ii) In addition to the condition in (i), if $x^{\prime}{ }_{0} A x_{0}>x^{\prime}{ }_{0} B x_{0}$ for some $x_{0}$, then $|A|>|B|$.

Remark. This lemma is still valid for Hermite positive definite matrices because of $\int_{\{(u, v) \mid x \cdot A x \leq 1\}} d u d v=\frac{V_{2, V}}{|A|}$, where $x=u+\sqrt{-1} v$ ( $u$ and $v$ are real $N$-vectors) and $V_{2 N}$ $=\frac{\pi^{N}}{\Gamma(N+1)}$.

The proofs of the inequalities (2) and (5) are based on this lemma, and hence they are valid for Hermite positive definite matrices.

Proof. It is easily seen that the conditions of (i) and (ii) yield the following (i)' and (ii)', respectively.
(i)' $\left\{x \mid x^{\prime} A x \leqq 1\right\} \subset\left\{x \mid x^{\prime} B x \leqq 1\right\}$.
(ii) $\left\{x \mid x^{\prime} A x \leqq 1\right\} \subset\left\{x \mid x^{\prime} B x \leqq 1\right\}$ and the difference set $\left\{x \mid x^{\prime} B x \leqq 1\right\}-\left\{x \mid x^{\prime} A x \leqq 1\right\}$ has positive Lebesgue measure. Considering the well-known definite integrals

$$
\int_{\left\{x\left|x^{\prime} A x \leq 1\right|\right.} d x=\frac{V_{N}}{|A|^{1 / 2}}, \quad \int_{\left.|x| x^{\prime} B x \leq 1\right\}} d x=\frac{V_{N}}{|B|^{1 / 2}},
$$

where $V_{N}=\frac{\pi^{N / 2}}{\Gamma(N / 2+1)}$ is the volume of $N$-dimensional unit hypersphere, we have conclusions.

Proof of fischer's inequality (2). It is enough to prove (2) for $k=2$, because we can obtain (2) for any $k$ inductively. The inequality (2) is equivalent to $\mid A_{22}$ $\left.-A_{21} A_{11}^{-1} A_{12}\left|\leqq\left|A_{22}\right|\right.$, since $| \begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\left|=\left|A_{11}\right| \cdot\right| A_{22}-A_{21} A_{11}^{-1} A_{12} \right\rvert\,$ and $\left|A_{11}\right|>0$. Considering Lemma (i), (ii) and positive definiteness of $A_{11}^{-1}$ and $A_{22}-A_{21} A_{11}^{-1} A_{12}$, we have (2).

Proof of Faguet's inequality (5). Since

$$
|A|=\left|\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right| \times\left|A_{33}-\left[A_{31} A_{32}\right]\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)^{-1}\binom{A_{13}}{A_{23}}\right|
$$

and

$$
\left|\begin{array}{cc}
A_{22} & A_{23} \\
A_{32} & A_{33}
\end{array}\right|=\left|A_{22}\right|\left|A_{33}-A_{32} A_{22}^{-1} A_{23}\right|,
$$

the inequality (5) is equivalent to

$$
\left|A_{33}-A_{32} A_{22}^{-1} A_{23}\right| \geqq\left|A_{33}-\left[A_{31} A_{32}\right]\left(\begin{array}{ll}
A_{11} & A_{12}  \tag{8}\\
A_{21} & A_{22}
\end{array}\right)^{-1}\binom{A_{13}}{A_{23}}\right|,
$$

where the equality holds iff $A_{13}-A_{12} A_{22}^{-1} A_{23}=0$. After some calculations we have

$$
\left[A_{31} A_{32}\right]\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)^{-1}\binom{A_{13}}{A_{23}}=A_{32} A_{22}^{-1} A_{23}+\left(A_{13}-A_{12} A_{22}^{-1} A_{23}\right)^{\prime} A_{112}^{-1}\left(A_{13}-A_{12} A_{22}^{-1} A_{23}\right) .
$$

Thus we arrive at (5) by Lemma (i), (ii).

Faguet's inequality has a nice version in canonical correlation analysis. Let $X^{\prime}=({\underset{p}{1}}_{X_{1}^{\prime}}^{,}{\underset{p}{2}}_{X_{2}^{\prime}}^{,}, \underbrace{X_{3}^{\prime}}_{p_{3}})$ be a random vector with mean vector $\mu^{\prime}=\left(\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}\right)$ and covariance matrix $\Sigma=\left(\begin{array}{lll}\sum_{11} & \Sigma_{12} & \Sigma_{13} \\ \sum_{21} & \Sigma_{22} & \sum_{23} \\ \sum_{31} & \sum_{32} & \sum_{33}\end{array}\right)$. Let $\lambda_{1}^{(2)} \geqq \lambda_{2}^{(2)} \geqq \cdots \geqq \lambda_{p_{1}}^{(2)}$ be the squares of canonical correlation coefficients between $X_{1}$ and $X_{2}$. Similarly $\lambda_{1}^{(23)} \geqq \lambda_{2}^{(23)} \geqq \cdots \lambda_{p_{1}}^{(23)}$ are those between $X_{1}$ and $\binom{X_{2}}{X_{3}}$. Since $\lambda_{i}^{(2)}\left(1 \leqq i \leqq p_{1}\right)$ and $\lambda_{j}^{(23)}\left(1 \leqq j \leqq p_{1}\right)$ are the roots of the characteristic equations

$$
\left|\lambda \Sigma_{11}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}\right|=0 \quad \text { and } \quad\left|\lambda \Sigma_{11}-\left[\Sigma_{12} \Sigma_{13}\right]\left(\begin{array}{ll}
\Sigma_{22} & \Sigma_{23} \\
\Sigma_{32} & \Sigma_{33}
\end{array}\right)^{-1}\binom{\Sigma_{21}}{\Sigma_{31}}\right|=0,
$$

respectively (c. f. Anderson [1], Ch. 12), it follows that

$$
\prod_{i=1}^{p_{1}}\left(1-\lambda_{i}^{(2)}\right)=\frac{\left|\Sigma_{11}-\Sigma_{12} \Sigma_{-2}^{-1} \Sigma_{21}\right|}{\left|\Sigma_{11}\right|}=\frac{\left|\begin{array}{ll}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{array}\right|}{\left|\Sigma_{11}\right|\left|\Sigma_{22}\right|}
$$

and

$$
\begin{aligned}
\prod_{i=1}^{p_{1}}\left(1-\lambda_{i}^{(23)}\right) & =\frac{\left|\Sigma_{11}-\left[\begin{array}{l}
\left.\Sigma_{12} \Sigma_{13}\right]
\end{array}\right]\left(\begin{array}{ll}
\Sigma_{22} & \Sigma_{23} \\
\Sigma_{32} & \Sigma_{33}
\end{array}\right)^{-1}\binom{\Sigma_{21}}{\Sigma_{31}}\right|}{\left|\Sigma_{11}\right|} \\
& =\frac{|\Sigma|}{\left.\left|\Sigma_{11}\right| \left\lvert\, \begin{array}{ll}
\Sigma_{22} & \Sigma_{23} \\
\Sigma_{32} & \Sigma_{33}
\end{array}\right.\right]}
\end{aligned}
$$

Thus the inequality

$$
\begin{equation*}
\prod_{i=1}^{p_{1}}\left(1-\lambda_{i}^{(2)}\right) \geqq \prod_{i=1}^{p_{1}}\left(1-\lambda_{i}^{(23)}\right) \tag{9}
\end{equation*}
$$

is equivalent to Faguet's inequality (5).

$$
\text { Similarly } \prod_{i=1}^{p_{1}} \lambda_{i}^{(2)}=\frac{\left|\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}\right|}{\left|\Sigma_{11}\right|} \text { and }
$$

$$
\begin{aligned}
\prod_{i=1}^{p_{1}} \lambda_{i}^{(23)} & =\frac{\left|\left[\Sigma_{12} \Sigma_{13}\right]\left(\begin{array}{ll}
\Sigma_{22} & \Sigma_{23} \\
\Sigma_{32} & \Sigma_{33}
\end{array}\right)^{-1}\binom{\Sigma_{21}}{\Sigma_{31}}\right|}{\left|\Sigma_{11}\right|} \\
& =\frac{\left|\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}+\left(\Sigma_{31}-\Sigma_{32} \Sigma_{22}^{-1} \Sigma_{21}\right)^{\prime} \sum_{-3.2}^{-1}\left(\Sigma_{31}-\Sigma_{32} \Sigma_{22}^{-1} \Sigma_{21}\right)\right|}{\left|\Sigma_{11}\right|},
\end{aligned}
$$

therefore Lemma (i), (ii) shows that

$$
\begin{equation*}
\prod_{i=1}^{p_{1}} \lambda_{i}^{(2)} \leqq \prod_{i=1}^{p_{1}} \lambda_{i}^{(23)}, \tag{10}
\end{equation*}
$$

where the equality holds iff $\Sigma_{13}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{23}=0$ provided that $\Sigma_{12}$ is the matrix of full rank.

We note that $\left(\prod_{i=1}^{p_{1}}\left(1-\lambda_{i}^{2}\right)\right)^{1 / 2}$ is called the (vector) alienation coefficient between
$X_{1}$ and $X_{2}$ (Rozeboom [5]). Since

$$
\left|\lambda \Sigma_{11}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}\right|=\left|\Sigma_{11}^{1 / 2}\right|\left|\lambda I-\Sigma_{11}^{-1 / 2} \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21} \Sigma_{11}^{-1 / 2}\right|\left|\Sigma_{11}^{1 / 2}\right|
$$

we have

$$
\sum_{i=1}^{p_{1}} \lambda_{i}^{(2)}=\operatorname{tr} \Sigma_{11}^{-1 / 2} \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21} \Sigma_{11}^{-1 / 2}
$$

and

$$
\begin{aligned}
\sum_{i=1}^{p_{1}} \lambda_{i}^{(23)} & =\operatorname{tr}\left(\Sigma_{11}^{-1 / 2}\left[\Sigma_{12} \Sigma_{13}\right]\left(\begin{array}{ll}
\sum_{22} & \Sigma_{23} \\
\Sigma_{32} & \Sigma_{33}
\end{array}\right)^{-1}\binom{\Sigma_{21}}{\Sigma_{31}} \Sigma_{11}^{-1 / 2}\right) \\
& =\operatorname{tr} \sum_{11}^{-1 / 2} \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21} \Sigma_{11}^{-1 / 2}+\operatorname{tr}\left(\Sigma_{11}^{-1 / 2} \Sigma_{13.2} \Sigma_{33.2}^{-1 / 2}\right)\left(\Sigma_{11}^{-1 / 2} \Sigma_{13.2} \Sigma_{33.2}^{-1 / 2}\right)^{\prime}
\end{aligned}
$$

Thus we have the inequality

$$
\begin{equation*}
\sum_{i=1}^{p_{1}} \lambda_{i}^{(2)} \leqq \sum_{i=1}^{p_{1}} \lambda_{i}^{(23)} \tag{11}
\end{equation*}
$$

where the equality holds iff $\Sigma_{13.2}=0$.
REMARK 1. Courant-Fischer min-max theorem presents the far stronger inequality than those of (9), (10) and (11):

$$
\begin{equation*}
\lambda_{i}^{(2)} \leqq \lambda_{i}^{(23)}, \quad 1 \leqq i \leqq p_{1} \tag{12}
\end{equation*}
$$

REMARK 2. The partial canonical correlation coefficients (Rao [4]) between $X_{1}$ and $X_{3}$ w. r.t. $X_{2}$ are defined as the canonical correlation coefficients between $Y_{1} \equiv X_{1}$ $-\Sigma_{12} \Sigma_{22}^{-1}\left(X_{2}-\mu_{2}\right)$ and $Y_{3} \equiv X_{3}-\Sigma_{32} \Sigma_{22}^{-1}\left(X_{2}-\mu_{2}\right)$. Since $V\left(Y_{1}\right)=\Sigma_{11.2}, V\left(Y_{3}\right)=\Sigma_{33.2}$ and $\operatorname{Cov}\left(Y_{1}, Y_{3}\right)=\Sigma_{13.2}$, the squares of the partial canonical correlation coefficients are the roots of the characteristic equation $\left|\lambda \Sigma_{11.2}-\Sigma_{13.2} \Sigma_{33.2}^{-1} \Sigma_{31.2}\right|=0$. Thus the equality condition $\Sigma_{13.2}=0$ on the inequalities (9), (10), (11) and (12) is equivalent to that all of the partial correlation coefficients vanish. When the joint distribution of $X_{1}, X_{2}$ and $X_{3}$ is multivariate normal, the condition $\Sigma_{13.2}=0$ is equivalent to conditional independence of $X_{1}$ and $X_{3}$ w.r.t. $X_{2}$, because the conditional joint distribution of $X_{1}$ and $X_{3}$ w.r.t. $X_{2}$ is multivariate normal with covariance matrix $\left(\begin{array}{ll}\Sigma_{11.2} & \Sigma_{13.2} \\ \Sigma_{31.2} & \Sigma_{33.2}\end{array}\right)$.
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