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## Introduction.

Generalized harmonic analysis represents the culmination and combination of a number of very diverse mathematical movements. The theory of almost periodic functions finds its precursors in the theory of Dirichlet series, and in the quasiperiodic functions of Bohl and Esclangon. These latter, in turn, are an answer to the demands of the theory of orbits in celestial mechanics; the former take their origin in the analytic theory of numbers. Quite independent of the regions of thought just enumerated, we have the order of ideas associated with the names of Lord Rayleigh, of Gouy, and above all, of Sir Arthur Schuster; these writers concerned themselves with the problems of white light, of noise, of coherent and incoherent sources. More particularly, Schuster was able to point out the close analogy between the problems of the barmonic analysis of light and the statistical analysis of hidden periods in such scientific data as are common in meteorology and astronomy, and developed the extremely valuable theory of the periodogram. The work of G. I. Taylor on diffusion represents another valuable anticipation of theories here developed, from the standpoint of an applied mathematician of the British school, with preoceupations much the same as those of Schuster.

The work of Hahn seems to have a much more definitely pure-mathematics motivation. To the pure mathematician in general, however, and the worker in real function theory in particular, we owe, not so much the setting of our problem, as the chief tool in its attack: the famous theorem of Plancherel, the proof of which Titchmarsh has extended and improved.

It may seem a little strange to the reader that the present paper should contain yet another proof of this much proved theorem. In view, however, of the centralness of the Plancherel theorem in all that is to follow, and more expecially of the fact that the proof here given furnishes an excellent introduction to the meaning and motivation of our proofs in more complicated cases, it has seemed worth while to prove the Plancherel theorem in full.

The germs of the generalized harmonic analysis of this paper are already in the work of Schuster, but only the germs. To make the Schuster theory assume a form suitable for extension and generalization, a radical recasting is necessary. This recasting brings out the fact that the expression

$$
\begin{equation*}
\varphi(x)=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(x+t) \bar{f}(t) d t \tag{o.I}
\end{equation*}
$$

plays a fundamental part in Schuster's theory, as does also

$$
\begin{equation*}
S(u)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i u x}-1}{i x} d x \tag{0.2}
\end{equation*}
$$

Accordingly, section 3 is devoted to the independent study of these two expressions, and to the definition of $S(u)$ under appropriate assumption as the spectrum of $f(x)$.

There are some interesting relations between the total spectral intensity of $f(x)$ as represented by $S(u)$ and the other expressions of the theory. Some of these demand for their proper appreciation a mode of connecting various weighted means of a positive quantity. The appropriate tool for this purpose is the general theory of Tauberian theorems developed by the author and applied to these problems by Mr. S. B. Littauer.

These latter Tauberian theorems enable us to correlate the mean square of the modulus of a function and the »quadratic variation» of a related function which determines its harmonic analysis. The theory of harmonic analysis here indicated has been extended by Bochner to cover the case of very general functions behaving algebraically at infinity. A somewhat similar theory is due to Hahn, who is, however, more interested in questions of ordinary convergence than in those clustering about the Parseval theorem.

The theory of generalized harmonic analysis is itself capable of extension in very varied directions. Mr. A. C. Berry has recently developed a vectorial extension of the theory to $n$ dimensions, while on the other hand, the author himself has extended the theory to cover the simultaneous harmonic analysis of a set of functions and the notions of coherent and incoherent sources of light. A third extension depends on the replacement of the translation group, fundamental in all harmonic analysis, by another group.

To prove that the theory is not vacuous and trivial, it is of importance to give examples of different types of spectra. We do this, both by direct methods, and by methods involving an infinite series of choices between alternatives of equal probability. The latter method, of course, involves the assumption of the

Zermelo axiom: on the other hand, it yields a most interesting probability theory of spectra. This theory may be developed to cover the case where the infinite sequence of choices is replaced by a haphazard motion of the type known as Brownian.

The spectrum theory of the present paper has as one very special application the theory of almost periodic functions. It is not difficult to prove that the spectrum of such a function contains a discrete set of lines and no continuous part, and to deduce from this, Bohr's form of the Parseval theorem. The transition from the Parseval theorem to the Weierstrassian theorem that it is possible to approximate uniformly to any almost periodic function by a sequence of trigonometrical polynomials follows essentially lines laid down by Weyl, though it differs somewhat in detail.

Besides the well-known generalizations of almost periodic functions due to Stepanoff, Besicovitch, Weyl, and the author, there is the little explored field of extensions of almost periodic functions containing a parameter. These have been used by Mr. C. F. Muckenhoupt to prove the closure of the set of the Eigenfunktionen of certain linear vibrating systems. This is one of the few applications of almost periodic functions of a fairly general type to definite mathematicophysical problems. Our last section is devoted to this, and to related matters.

## CHAPTER I.

## i. Plancherel's theorem.

Plancherel's theorem reads as follows: Let $f(x)$ be quadratically summable over $(-\infty, \infty)$ in the sense of Lebesgue - that is, let it be measurable, and let

$$
\begin{equation*}
\int_{-\infty}^{\infty}|f(x)|^{2} d x \tag{i.OI}
\end{equation*}
$$

exist and be finite. (i.e. $f \subset L_{2}$ ). Then

$$
\begin{equation*}
g(u)=\underset{A \rightarrow \infty}{\operatorname{li.m} .} \frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-A}^{A} f(x) e^{i u x} d x \tag{1.O2}
\end{equation*}
$$

(where l.i.m. stands for »limit in the mean») will exist, and

$$
\begin{equation*}
f(x)=\lim _{A \rightarrow \infty} \stackrel{\mathrm{I}}{\sqrt{2} \frac{-}{\pi}} \int_{-A}^{A} g(u) e^{i u x} d u \tag{1.O3}
\end{equation*}
$$

$g(u)$ is known as the »Fourier transform» of $f(x)$. To prove this, let us put

$$
f_{A}(x)=\left\{\begin{array}{cc}
f(x) & \text { if }|x|<A  \tag{1.O4}\\
0 & \text { if }|x| \geq A
\end{array}\right.
$$

Let us represent $f_{A}(x)$ over $(-2 A, 2 A)$ by the Fourier series

$$
\begin{equation*}
f_{A}(x) \sim \sum_{-\infty}^{\infty} a_{n} e^{\frac{i n \pi x}{2 A}} \tag{土.O5}
\end{equation*}
$$

Then

$$
\begin{align*}
\int_{-\infty}^{\infty} f_{A}(x+\xi) \bar{f}_{A}(\xi) d \xi & =\int_{-2 A}^{2 A} f_{A}(x+\xi) \bar{f}_{A}(\xi) d \xi \\
& =\sum_{-\infty}^{\infty} a_{n} \bar{a}_{n} \int_{-2 A}^{2 A} e^{i n \pi(x+\xi)} e^{-\frac{i n \pi \xi}{2 A}} d \xi \\
& =\sum_{-\infty}^{\infty} 4 A\left|a_{n}\right|^{2} e^{\frac{i n \pi x}{2 A}} \tag{ı.o6}
\end{align*}
$$

This series of equations merits several comments. First, the infinite integrals which appear are infinite in appearance only, as the integrand vanishes beyond a certain point. Secondly, the period chosen for the Fourier representation of $f_{A}(x)$ is twice the length of the interval over which $f_{A}(x)$ may differ from $o$, so that one period of $f_{A}(x+\xi)$ may overlap not more than one corresponding period of $\bar{f}_{A}(\xi)$. Third, the function $\int_{-\infty}^{\infty} f_{A}(x+\xi) \bar{f}_{A}(\xi) d \xi$ has a Fourier development which possesses only positive coefficients, and is absolutely and uniformly convergent, as follows at once from the Hurwitz theorem. The positiveness of the Fourier coefficients of this function forms the point of departure for the greater part of the present paper.
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It follows at once that

$$
\int_{-\infty}^{\infty} f_{A}(x+\xi) f_{A}(\xi) d \xi=\lim _{N \rightarrow \infty} \frac{1}{4 A} \int_{-2 A}^{2 A} \frac{\sin \frac{2 N+\mathrm{I}}{4 A} \pi(x-y)}{\sin \frac{\pi(x-y)}{4 A}}-d y \int_{-\infty}^{\infty} f_{A}(y+\xi) \cdot \bar{f}_{A}(\xi) d \xi . \quad \text { (1.07) }
$$

However, Lebesgue's fundamental theorem on the Fourier coefficients, to the effect that they always tend to zero, yields us

$$
\begin{array}{r}
\lim _{N \rightarrow \infty} \frac{\mathrm{I}}{4 A} \int_{-2 A}^{2 A} \sin \frac{2 N+\mathrm{I}}{4 A} \pi(x-y)\left[\frac{\mathrm{I}}{\pi\left(\frac{x-y)}{4-\bar{A}}\right.}-\frac{\mathrm{I}}{\left.\sin \frac{\pi(x-y)}{4 A}\right]}\right] \\
 \tag{r.o8}\\
\cdot d y \int_{-\infty}^{\infty} f_{A}(y+\xi) \bar{f}_{A}(\xi) d \xi=0 .
\end{array}
$$

Combining these two relations, we see that

$$
\begin{align*}
& \int_{-A}^{1}|f(x)|^{2} d x=\int_{-\infty}^{\infty}\left|f_{A A}(x)\right|^{2} d x \\
& =\lim _{N \rightarrow \infty} \frac{1}{\pi} \cdot \int_{-2}^{2 A} \frac{\sin ^{2 N+1}}{y} \pi y-d y \int_{-\infty}^{\infty} f_{A}(y+\xi) \bar{f}_{A}(\xi) d \xi \\
& =\lim _{N \rightarrow \infty} \frac{1}{\pi} \int_{-\infty}^{\infty} d y \int_{0}^{2 N+1} \cos u y d u \int_{-\infty}^{\infty} f_{A}(y+\xi) f_{A}(\xi) d \xi \\
& =\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} d u \int_{-\infty}^{\infty} f_{A}(\eta) d \eta \int_{-\infty}^{\infty} \bar{f}_{A}(\xi) e^{i u(\eta-\xi)} d \xi \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} d u\left|\int_{-A}^{A} f(\eta) e^{i u \eta} d \eta\right|^{2} . \tag{i,09}
\end{align*}
$$

The inversions of the order of integration are here justified by the fact that all the infinite limits are merely apparent, and are introduced to simplify the
formal work of inversion. If we replace $f_{A}(x)$ by the function $f_{B}(x)-f_{A}(x)$ which has essentially the same properties, we see that

$$
\begin{equation*}
\int_{-B}^{B}|f(x)|^{2} d x-\int_{-A}^{A}|f(x)|^{2} d x=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d u\left|\int_{-B}^{B} f(\eta) e^{i u \eta} d \eta-\int_{-A}^{A} f(\eta) e^{i u \eta} d \eta\right|^{2} \tag{I.IO}
\end{equation*}
$$

In case $\int_{-\infty}^{\infty}|f(x)|^{2} d x$ exists,

$$
\begin{equation*}
\lim _{B, A \rightarrow \infty} \int_{-\infty}^{\infty} d u\left|\int_{-B}^{B} f(\eta) e^{i u \eta} d \eta-\int_{-A}^{A} f(\eta) e^{i u \eta} d \eta\right|^{2}=0 \tag{I.II}
\end{equation*}
$$

and we may use Weyl's lemma to the Riesz-Fischer theorem to prove that

$$
\begin{equation*}
g(u)=\operatorname{li.m.m.~}_{A \rightarrow \infty} \frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-A}^{A} f(\eta) e^{i u \eta} d \eta \tag{I.12}
\end{equation*}
$$

exists, and is »quadratically summable». Combining this definition of $g(u)$ with (I. 09), we see that

$$
\begin{equation*}
\int_{-\infty}^{\infty}|g(u)|^{8} d u=\int_{-\infty}^{\infty}|f(x)|^{2} d x \tag{I.13}
\end{equation*}
$$

That is, the integral of the square of the modulus of a function is invariant under a Fourier transformation.

To complete the proof of Plancherel's theorem, it is merely necessary to show that for functions $f(x)$ of some closed set,

$$
\begin{equation*}
f(x)=\text { li.m. }_{A \rightarrow \infty} \frac{\mathrm{I}}{V_{2 \pi}} \int_{-A}^{A} g(u) e^{-i u x} d u \tag{I.14}
\end{equation*}
$$

A particular choice of $f(x)$ is the following:

$$
f(x)= \begin{cases}\mathrm{O} ; & {[x<\alpha]}  \tag{I.15}\\ \mathrm{I} ; & {[\alpha<x<\beta]} \\ \mathrm{O} ; & {[\beta<x]}\end{cases}
$$

Here

$$
\begin{equation*}
g(u)=\frac{1}{\sqrt{2}}-\int_{\alpha}^{\beta} e^{i u x} d x=\frac{e^{i u \beta-e^{i u \alpha}}}{i u \sqrt{2 \pi}} \tag{ı.16}
\end{equation*}
$$

Hence

$$
\begin{align*}
\operatorname{l.i.m.~}_{A \rightarrow \infty} \frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-A}^{A} g(u) e^{-i u x} d u & =\underset{A \rightarrow \infty}{\lim _{2} . \frac{\mathrm{I}}{2 \pi} \int_{-A}^{A} \frac{e^{i u(\beta-x)}-e^{i u(\alpha-x)}}{i u}-d u} \\
& =\lim _{A \rightarrow \infty} \frac{\mathrm{I}}{2} \int_{-A}^{A} \frac{\sin u(\beta-x)-\sin u(\alpha-x)}{u} \frac{-1}{} d u \\
& ={ }_{2}^{\mathrm{I}}[\operatorname{sgn}(\beta-x)-\operatorname{sgn}(\alpha-x)] \\
& =f(x) \tag{I.17}
\end{align*}
$$

except possibly at the two points $\alpha$ and $\beta$, a set of zero measure. This completes the proof of Plancherel's theorem.

Plancherel states this theorem somewhat differently. He essentially defines $g(u)$ as

$$
\begin{equation*}
g(u)=\frac{d}{d u} \frac{\mathrm{I}}{\sqrt{2}-} \int_{-\infty}^{\infty} d \eta \int_{0}^{u} f(\eta) e^{i u \eta} d v \tag{I.I8}
\end{equation*}
$$

If we retain our definition, it follows from an elementary use of the Schwarz inequality that

$$
\begin{equation*}
\int_{0}^{u} g(v) d v=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d \eta \int_{0}^{u} f(\eta) e^{i v \eta} d v \tag{I.I9}
\end{equation*}
$$

To see this, les us reflect that

$$
\begin{aligned}
\left|\int_{0}^{u} g(v) d v-\frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-A}^{A} d \eta \int_{0}^{u} f(\eta) e^{i v \eta} d v\right| & =\lim _{B \rightarrow \infty}\left|\frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{0}^{u} d v\left[\int_{A}^{B}+\int_{-B}^{-A}\right] f(\eta) e^{i v \eta} d \eta\right| \\
& \leq \lim _{B \rightarrow \infty}\left\{\frac{1}{2 \pi} \int_{0}^{u} d v \int_{0}^{u}\left|\left[\int_{A}^{B}+\int_{-B}^{A}\right] f(\eta) e^{i v \eta} d \eta\right|^{2} d v\right\}^{1 / 2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq u \lim _{B \rightarrow \infty}\left\{\frac{\mathrm{r}}{2 \pi} \int_{-\infty}^{\infty}\left|\left[\int_{A}^{B}+\int_{-B}^{-A}\right] f(\eta) e^{i u \eta} d \eta\right|^{2} d v\right\}^{1 / 2} \\
& =u\left\{\left[\int_{A}^{\infty}+\int_{-\infty}^{A}\right]|f(\eta)|^{2} d \eta\right\}^{1 / 2}
\end{aligned}
$$

and since $\int_{-\infty}^{\infty}|f(\eta)|^{2} d \eta$ is finite, it follows that

$$
\lim _{A \rightarrow \infty}\left|\int_{0}^{u} g(v) d v-\frac{1}{\sqrt{2 \pi}} \int_{-A}^{A} d \eta \int_{0}^{u} f(\eta) e^{i v \eta} d v\right|=0
$$

From this (I. 19) follows at once. Since a summable function is almost everywhere the derivative of its integral, the transition to Plancherel's form of the definition is immediate.

It follows at once from Plancherel's theorem that if $f_{1}(x)$ and $f_{2}(x)$ are quadratically summable,

$$
\begin{equation*}
F_{1}(u)=\lim _{A \rightarrow \infty} \frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-A}^{A} f_{1}(x) e^{i u x} d x \tag{1.20}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{2}(u)=\underset{A \rightarrow \infty}{\operatorname{li.m}} \frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-A}^{A} f_{2}(x) e^{i u x} d x \tag{1.21}
\end{equation*}
$$

exist, and that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|F_{1}(u) \pm F_{9}(u)\right|^{2} d u=\int_{-\infty}^{\infty}\left|f_{1}(x) \pm f_{2}(x)\right|^{2} d x \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|F_{1}(u) \pm i F_{\mathbf{2}}(u)\right|^{2} d u=\int_{-\infty}^{\infty}\left|f_{1}(x) \pm i f_{2}(x)\right|^{2} d x \tag{土.23}
\end{equation*}
$$

Combining the last four formulae with one another, we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} F_{1}(u) \bar{F}_{2}(u) d u=\int_{-\infty}^{\infty} f_{1}(x) \bar{f}_{2}(x) d x \tag{1.24}
\end{equation*}
$$

This we may know as the Parseval theorem for the Fourier integral. Since

$$
\begin{equation*}
\bar{F}_{2}(-u)=\underset{A \rightarrow \infty}{\operatorname{li.m} .} \frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-A}^{A} \bar{f}_{2}(x) e^{i u x} d x \tag{I.25}
\end{equation*}
$$

we may deduce at once that

$$
\begin{equation*}
\int_{-\infty}^{\infty} F_{1}(u) F_{2}^{\prime}(-u) d u=\int_{-\infty}^{\infty} f_{1}(x) f_{2}(x) d x \tag{1.26}
\end{equation*}
$$

Since furthermore

$$
\begin{equation*}
\bar{F}_{9}(v-u)=\underset{A \rightarrow \infty}{\lim _{A \rightarrow}} \frac{\mathrm{I}}{\sqrt{2} \pi} \int_{-\Lambda}^{B} \bar{f}_{2}(x) e^{i x x} e^{i u x} d x \tag{土.27}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\int_{-\infty}^{\infty} F_{1}(u) F_{2}(v-u) d u=\int_{-\infty}^{\infty} f_{1}(x) f_{2}(x) e^{i v x} d x \tag{I.28}
\end{equation*}
$$

As a consequence, if $f_{1}(x) f_{2}(x)$ is quadratically summable, its Fourier transform is

$$
\begin{equation*}
\sqrt{2 \pi} \int_{-\infty}^{\infty} F_{1}(u) F_{2}^{\prime}(v-u) d u \tag{I.29}
\end{equation*}
$$

This theorem lies at the basis of the whole operational calculus.

## 2. Schuster's periodogram analysis.

The two theories of harmonic analysis embodied in the classical Fourier series development and the theory of Plancherel do not exhaust the possibilities of harmonic analysis. The Fourier series is restricted to the very special class of periodic functions, while the Plancherel theory is restricted to functions which are quadratically summable, and hence tend on the average to zero as their
argument tends to infinity. Neither is adequate for the treatment of a ray of white light which is supposed to endure for an indefinite time. Nevertheless, the physicists who first were faced with the problem of analyzing white light into its components had to employ one or the other of these tools. Gouy accordingly represented white light by a Fourier series, the period of which he allowed to grow without limit, and by focussing his attention on the average values of the energies concerned, he was able to arrive at results in agreement with the experiments. Lord Rayleigh on the other hand, achieved much the same purpose by using the Fourier integral, and what we now should call Plancherel's theorem. In both cases one is astonished by the skill with which the authors use clumsy and unsuitable tools to obtain the right results, and one is led to admire the unfailing heuristic insight of the true physicist.

The net outcome of the work of these writers was to dispel the idea that white light consist in some physical, supermathematical way of homogeneous monochromatic vibrations. Schuster in particular, was led to the conclusion that when white light is analyzed by a grating, the monochromatic components are created by the grating rather than selected by it. Thus a great stimulus was given to the investigation of the sense in which any phenomenon may be said to contain hidden periodic components. The successful completion of this investigation is also due to Schuster.

Schuster sums up his conclusions as follows ${ }^{2}$; "Let $y$ be a function of $t$, such that its values are regulated by some law of probability, not necessarily the exponential one, but acting in such a manner that if a large number of $t$ be chosen at random, there will always be a definite fraction of that number depending on $t_{1}$ only, which lie between $t_{1}$ and $t_{1}+T$, where $T$ is any given time interval.
»Writing

$$
A=\int_{t_{1}}^{t_{1}+T} y \cos x t d t \quad \text { and } \quad B=\int_{t_{1}}^{t_{1}+T} y \sin x t d t
$$

and forming

$$
R=\sqrt{A^{2}+B^{2}}
$$

the quantity $R$ will, with increasing values of $T$, fluctuate about some mean value, which increases proportionally to $\sqrt{T}$ provided $T$ is taken sufficiently large.
"If this theorem is taken in conjunction with the two following well-known propositions,
(1) If $y=\cos x t, R$ will, apart from periodical terms, increase proportionally to $T$;
(2) If $y=\cos \lambda t, \lambda$ being different from $x$, the quantity $R$ will fluctuate about a constant value;
it is seen that we have means at our disposal to separate any true periodicity of a variable from among its irregular changes, provided we can extend the time limits sufficiently.... The application of the theory of probability to the investigation of what may be called »hidden» periodicities . . . may be further extended...."

While Schuster's statement is perhaps not in all respects clear, it contains the germs of all subsequent generalizations of harmonic analysis. First among these is the emphasis on the notion of the mean. The operator which yields

$$
\begin{equation*}
A_{1}=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{T} \int_{t_{1}}^{t_{1}+T} y \cos x t d t \text { or } B_{1}=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{T} \int_{t_{1}}^{t_{1}+\boldsymbol{T}} y \sin x t d t \tag{2.OI}
\end{equation*}
$$

annihilates all functions $y(t)$ made up in a purely fortuitous or haphazard manner, as well as all trigonometrical functions other than $\cos x t$ or $\sin x t$, respectively. Hence we may take $A_{1}$ and $B_{1}$ to indicate the amounts of $\cos x t$ or $\sin x t$ contained in $y$. As a simultaneous indication of these two quantities, neglecting phase, Schuster takes $\sqrt{A_{1}^{2}+\overline{B_{1}^{2}}}$ which he supersedes in his later papers by the somewhat simpler expression $A_{1}^{2}+B_{1}^{2}$.

It is possible to lend a certain plausibility to this later choice of Schuster as contrasted with his earlier, by considering the expression

$$
\begin{equation*}
\varphi(x)=\lim _{T \rightarrow \infty} \frac{\mathbf{I}}{2 T} \int_{-T}^{T} f(x+t) \bar{f}(t) d t \tag{2.02}
\end{equation*}
$$

If

$$
\begin{equation*}
f(t)=\sum_{1}^{N} a_{n} e^{i_{n} t} \tag{2.03}
\end{equation*}
$$

we have

$$
\begin{equation*}
\varphi(x)=\sum_{1}^{N}\left|a_{n}\right|^{2} e^{i \lambda_{n} x} \tag{2.04}
\end{equation*}
$$

Accordingly,

$$
\begin{equation*}
\varrho\left(\lambda_{n}\right)=\left|a_{n}\right|^{2}=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \varphi(x) e^{-i \lambda_{n} x} d x \tag{2.05}
\end{equation*}
$$

This function $\varphi(t)$ differs from $f(t)$ in that every emplitude of a trigonometric. term in $f(t)$ is replaced by the square of its modulus.

The expression $\left|a_{n}\right|^{2}$ is necessarily positive. It is, however, unobservable in any actual case, as we only have a finite interval of time at our disposal. Let it be noted that if we put

$$
\begin{equation*}
\varphi^{\prime} T(x)=\frac{\mathbf{I}}{2 T} \int_{-T}^{T} f(x+t) \bar{f}(t) d t \tag{2,06}
\end{equation*}
$$

and

$$
\begin{equation*}
\varrho_{T}^{\prime}\left(\lambda_{n}\right)=\frac{\mathrm{I}}{2 \bar{T}} \int_{-T}^{T} \varphi^{\prime}{ }_{T}(x) e^{-i \lambda_{n} x} d x \tag{2.07}
\end{equation*}
$$

it is not necessarily true that $\varrho^{\prime}{ }_{r}$ is non-negative. On the other hand, if we put

$$
\begin{equation*}
f_{A}(t)=f(t)[|t|<A] ; f_{A}(t)=0 \text { otherwise } \tag{2.o8}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{A}(x)=\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty} f_{A}(x+t) \bar{f}_{A}(t) d t \tag{2.09}
\end{equation*}
$$

then

$$
\begin{equation*}
\varrho_{A}\left(\lambda_{n}\right)=\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty} \varphi_{A}(x) e^{-i \lambda_{n} x} d x=\frac{\mathrm{I}}{4 A^{2}}\left|\int_{-\infty}^{\infty} f_{A}(t) e^{-i \lambda_{n} t} d t\right|^{2} \geq 0 . \tag{2.10}
\end{equation*}
$$

This suggests an improved method of treating the approximate periodogram of a function under observation for a finite time.

The periodogram of a function - that is, the graph of the discontinuous function $\varrho\left(\lambda_{n}\right)$ or its approximate continuous analyses $\varrho_{A}\left(\lambda_{n}\right)$ - contains but a small amount of the information which the complete graph of the original function is able to yield. Not only do we deliberately discard all phase relations, but a large part of the original function - often the most interesting and important part - is thrown away as the aperiodic residue. The chief reason for this that any measure for a continuous spectral density becomes infinite at a
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spectral line, while any measure for the intensity of a spectral line becomes zero over the continuous spectrum.

This is a difficulty, however, which has had to be faced in many other branches of mathematics and physics. Impulses and forces are treated side by side in mechanics, although they have no common unit. We are familiar in potential theory with distributions of charge containing point, line, and surface distributions, as well as continuous volume distributions. The basic theory of all these problems is that of the Stieltjes integral.

Let us put

$$
\begin{equation*}
S(u)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i x u}-1}{i x} \cdot d x \tag{2.II}
\end{equation*}
$$

Here the term I is introduced to cancel the singularity which we should otherwise find for $x=0$. We have formally and heuristically

$$
\begin{align*}
S(u+\mathrm{o})-S(u-\mathrm{o}) & =\lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i x(u+\varepsilon)-e^{i x(u-\varepsilon)}}}{2 \pi i x} d x \\
& =\lim _{\varepsilon \rightarrow 0} \frac{1}{\pi} \int_{-\infty}^{\infty} \varphi(x) e^{i u x} \frac{\sin \varepsilon x}{x} d x \\
& =\lim _{\eta \rightarrow 0} \frac{\mathrm{I}}{\pi \eta} \int_{0}^{\eta} d \varepsilon \int_{-\infty}^{\infty} \varphi(x) e^{i u x} \frac{\sin \varepsilon x}{x} d x \\
& =\lim _{\eta \rightarrow 0} \frac{\eta}{\eta} \int_{-\infty}^{\infty} \varphi(x) e^{i u x} \frac{\mathrm{I}-\cos \eta x}{\eta^{2} x^{2}} d x \\
& =\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{\pi T} \int_{-\infty}^{\infty} \varphi(x) e^{i u x} \frac{T^{2}\left(\mathrm{I}-\cos \frac{x}{T}\right)}{x^{2}} d x . \tag{2.12}
\end{align*}
$$

Now,

$$
\begin{equation*}
\frac{T^{2}\left(\mathrm{I}-\cos \frac{x}{T}\right)}{x^{2}} \tag{2.13}
\end{equation*}
$$

is a positive function assuming the value $\mathrm{I} / 2$ for $x=0$, with a graph with a scale in the $x$ direction proportional to $T$, and with a finite integral. Hence, it does not seem amiss to consider $S(u+0)-S(u-0)$ except for a constant factor, as the same expression as $\varrho(u)$. We shall later verify this fact in more detail and with more rigor. On the other hand, again formally,

$$
\begin{equation*}
S^{\prime}(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) e^{i x u} d x \tag{2.14}
\end{equation*}
$$

Thus in case $\varphi(x)$ is of too small an order of magnitude to possess a line spectrum, $S(u)$ still has a significance. We shall interpret its derivative as meaning the density of the continuous portion of the spectrum of $f(t)$.

The graph of $S(u)$ shall be called the integrated periodogram of $f(t)$. We shall show later that under very general conditions, it may be so chosen as to be a monotone non-decreasing curve. The amount of rise of this curve between the arguments indicates the total intensity of the part of the spectrum lying between the frequencies. This shift of our attention from the periodogram itself to the integrated periodogram, which is monotone but not necessarily every. where differentiable, is as we have said of the same nature as the shift from $g(x)$ in

$$
\begin{equation*}
\int f(x) g(x) d x \tag{2.15}
\end{equation*}
$$

to $\alpha(x)$ in

$$
\begin{equation*}
\int f(x) d \alpha(x) \tag{2.16}
\end{equation*}
$$

I wish to remark in passing that the formulae for the integrated periodogram are at least as convenient for computational purposes as the formulae of the Schuster analysis, that the monotony of the intergrated periodogram avoids the possibility of overlooking important periods by an insufficient search, while it gives an immediate indication of empty parts of the spectrum which need no further exploration; and that the computation of $\varphi(x)$ and $S(u)$ may be performed by such instruments as the product integraph of V. Bush. I also wish to call attention to a practical study of these modified periodogram methods by Mr. G. W. Kenrick of the Massachusetts Institute of Technology.

CHAPTER II.
3. The spectrum of an arbitrary function of a single variable.

The present section is devoted to the rigorous delimitation and demonstration of the theorems heuristically indicated in section 2. Let $f(t)$ be a measurable function such that

$$
\begin{equation*}
\varphi(x)=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(x+t) \ddot{f}(t) d t \tag{3.OI}
\end{equation*}
$$

exists for every $x$. This is the sole assumption necessary in the present section. By the Schwarz inequality

$$
\begin{equation*}
\varphi(x) \leq \lim _{T \rightarrow \infty}-\frac{\mathrm{I}}{2}\left\{\int_{-T}^{T}|f(x+t)|^{2} d t \int_{-T}^{T}|f(t)|^{2} d t\right\}^{1 / 2} \tag{3.02}
\end{equation*}
$$

It follows from this that $\varphi(x)$ is bounded. To show this, it is only necessary to prove that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}|f(x+t)|^{2} d t=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}|f(t)|^{2} d t=\varphi(\mathrm{o}) \tag{3.03}
\end{equation*}
$$

We have

$$
\begin{align*}
& \left.\left.\left|\frac{\mathrm{I}}{2 T} \int_{-T}^{T}\right| f(x+t)\right|^{2} d t-\frac{\mathrm{I}}{2 T} \int_{-T}^{T}|f(t)|^{2} d t \right\rvert\, \\
& \left.=\left.\left|\frac{\mathrm{I}}{2 T} \int_{T}^{T+x}\right| f(t)\right|^{2} d t-\frac{\mathrm{I}}{2 T} \int_{-T}^{-T+x}|f(t)|^{2} d t \right\rvert\, \\
& \left.\quad \leq\left.\left|\frac{\mathrm{I}}{2 T} \int_{T}^{T+x}\right| f(t)\right|^{2} d t+\frac{\mathrm{I}}{2 T} \int_{-T}^{-T+x}|f(t)|^{2} d t \right\rvert\, \\
& \\
& \left.\leq\left.\left|\frac{\mathrm{I}}{2 T} \int_{-T-x}^{T+x}\right| f(t)\right|^{2} d t-\frac{\mathrm{I}}{2 T} \int_{-T+x}^{T-x}|f(t)|^{2} d t \right\rvert\,  \tag{3.04}\\
& = \\
&
\end{align*}
$$

Hence

$$
\begin{align*}
& \left.\left.\lim _{T \rightarrow \infty}\left|\frac{I}{2} \int_{-T}^{T}\right| f(x+t)\right|^{2} d t-\frac{1}{2 T} \int_{-T}^{T}|f(t)|^{2} d t \right\rvert\, \\
& \left.\leq\left.\lim _{T \rightarrow \infty}\left|\left(\mathrm{I}+\frac{x}{T}\right)-\frac{1}{2\left(\frac{1}{T+x}\right)} \int_{-T-x}^{T+x}\right| f(t)\right|^{2} d t-\left(\mathrm{I}-\frac{x}{T}\right) \frac{\mathrm{I}}{2(T-x)} \int_{-T+x}^{T-x}|f(t)|^{2} d t \right\rvert\,=0 . \tag{3.05}
\end{align*}
$$

Therefore

$$
\begin{equation*}
|\varphi(x)| \leq \varphi(0) \tag{3.06}
\end{equation*}
$$

and $\varphi(x)$ is bounded.
As before, we put

$$
\begin{equation*}
\varphi_{A}(x)=\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty} f_{A}(x+t) \ddot{f}_{A}(t) d t \tag{3.07}
\end{equation*}
$$

By the Schwarz inequality

$$
\begin{align*}
\left|\varphi_{A}(x)\right| & \left.\leq \frac{1}{2 A}\right] \sqrt{\int_{-\infty}^{\infty}\left|f_{A}(x+t)\right|^{2} d t \int_{-\infty}^{\infty}\left|f_{A}(t)\right|^{3} d t} \\
& =\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty}\left|f_{A}(t)\right|^{2} d t \tag{3.08}
\end{align*}
$$

and $\varphi_{A}(x)$ is uniformly bounded in $x$ and $A$ for all values of $A$ larger than some given value. Furthermore, if $x>0$,

$$
\begin{align*}
\varphi_{A}(x) & =\frac{\mathrm{I}}{2 A} \int_{-A}^{A-x} f(x+t) \bar{f}(t) d t \\
& =\frac{\mathrm{I}}{2 A} \int_{-A}^{A} f(x+t) \bar{f}(t) d t-\frac{\mathrm{I}}{2 A} \int_{A-x}^{A} f(x+t) \bar{f}(t) d t . \tag{3.09}
\end{align*}
$$

We shall have a similar formula in case $x$ is negative. We have furthermore

$$
\begin{align*}
\left|\frac{\mathrm{I}}{2 A} \int_{A-x}^{A} f(x+t) \bar{f}(t) d t\right| & \left.\leq \frac{\mathrm{I}}{2 A}\right] \sqrt{\int_{A}^{A+x}|f(t)|^{2} d t \int_{A-x}^{A}|f(t)|^{2} d t} \\
& \left.\leq\left.\frac{\mathrm{I}}{2 A}\right|_{A-x} ^{A+x}|f(t)|^{2} d t \right\rvert\, . \tag{3.10}
\end{align*}
$$

Since

$$
\begin{equation*}
\left.\left.\lim _{A \rightarrow \infty} \frac{\mathrm{I}}{2 A}\left|\int_{A-x}^{A+x}\right| f(t)\right|^{2} d t \right\rvert\,=0 \tag{3.11}
\end{equation*}
$$

it follows at once that

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \varphi_{A}(x)=\lim _{A \rightarrow \infty}-\frac{\mathrm{I}}{2} \int_{-A}^{A} f(x+t) \dot{f}(t) d t=\varphi(x) \tag{3.12}
\end{equation*}
$$

Thus $\varphi(x)$ is the limit of a uniformly bounded sequence of measurable functions, and is measurable. Since it is also bounded, it is quadratically summable over any finite range, while $\varphi(x) / x$ is quadratically summable over any range excluding the origin. It is, moreover, easy to prove that

$$
\begin{equation*}
\varphi(x)=\underset{A \rightarrow \infty}{\operatorname{li.m.m.}} \varphi_{A}(x) \tag{3.13}
\end{equation*}
$$

over any finite range, and that

$$
\begin{equation*}
\frac{\varphi(x)}{\dot{x}}=\underset{A \rightarrow \infty}{\operatorname{li.m}} \frac{\varphi_{A}(x)}{x} \tag{3.14}
\end{equation*}
$$

over any range excluding the origin. Hence,

$$
\begin{equation*}
\varphi(x) \frac{\sin \mu x}{x}=\underset{A \rightarrow \infty}{\text { li.m. }} \varphi_{A}(x) \frac{\sin \mu x}{x} . \tag{3.15}
\end{equation*}
$$

In as much as the Fourier transformation leaves invariant the integral of the square of the modulus of a function, and hence leaves invariant all properties of convergence in the mean,

$$
\text { l.i.m. } \int_{N \rightarrow \infty}^{N} \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x=1 . \text { i.m. } \int_{A \rightarrow \infty}^{\infty} \varphi_{A}(x) \frac{\sin \mu x}{x} e^{i u x} d x
$$

$$
\begin{align*}
& =\lim _{i \rightarrow \infty} . \int_{-\infty}^{\infty} \varphi_{A}(x) e^{i u x} d x \int_{0}^{\mu} \cos \xi x d \xi \\
& =\frac{\mathrm{I}}{2} \lim _{A \rightarrow \infty} . \int_{0}^{\mu} d \xi \int_{-\infty}^{\infty} \varphi_{A}(x)\left[e^{i(u+\xi) x}+e^{i(u-\xi) x}\right] d x . \tag{3.16}
\end{align*}
$$

The inversion of the order of integration is justified as usual by the fact that the infinite integral is only apparently infinite. This, let me remark parenthetically, is the case also in the next set of formulae.

The last expression is the limit in the mean of a real non-negative quantity, for

$$
\begin{align*}
\int_{-\infty}^{\infty} \varphi_{A}(x) e^{i v x} d x & =\frac{1}{2 A} \int_{-\infty}^{\infty} e^{i v x} d x \int_{-\infty}^{\infty} f_{A}(x+t) \bar{f}_{A}(t) d t \\
& =\frac{1}{2 A} \int_{-\infty}^{\infty} \overline{f_{A}}(t) d t \int_{-\infty}^{\infty} f_{A}(x+t) e^{i v x} d x \\
& =\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty} \overline{f_{A}}(t) d t \int_{-\infty}^{\infty} f_{A}(w) e^{i v(w-t)} d w \\
& =\left.\left.\underset{2 A}{\mathrm{I}}\right|_{-\infty} ^{\infty} \int_{A}(w) e^{i v w} d w\right|^{2} \geq 0 . \tag{3.17}
\end{align*}
$$

The limit in the mean of a function is determined with the exception of a set of points of zero measure, but the limit in the mean of a non-negative function may always be so chosen as to be non-negative. If we make this choice,

$$
\begin{equation*}
\underset{N \rightarrow \infty}{\operatorname{li.m.}} \int_{-N}^{N} \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x \geq 0 \tag{3.18}
\end{equation*}
$$

The expression

$$
\begin{equation*}
\sigma_{1}(u)=\lim _{A \rightarrow \infty} \cdot \frac{\mathrm{I}}{2 \pi}\left[\int_{\mathrm{i}}^{A}+\int_{-A}^{-1}\right] \varphi(x) \frac{e^{i x u}}{i x} d x \tag{3.19}
\end{equation*}
$$

exists, as the Fourier transform of a quadratically summable function. Moreover,

$$
\begin{equation*}
\sigma_{\mathrm{Q}}(u)=\frac{\mathrm{I}}{2 \pi} \int_{-1}^{1} \varphi(x) \frac{e^{i s u}-\mathrm{I}}{i x} d x \tag{3.20}
\end{equation*}
$$

exists. If we put

$$
\begin{equation*}
\sigma(u)=\sigma_{1}(u)+\sigma_{2}(u) \tag{3.2I}
\end{equation*}
$$

we have

$$
\begin{equation*}
\sigma(u+\mu)-\sigma(u-\mu)=\operatorname{li.i.m}_{A \rightarrow \infty} \cdot \frac{1}{\pi} \int_{-A}^{A} \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x \geq 0 . \tag{3.22}
\end{equation*}
$$

Of course, when we say that a limit in the mean is non-negative, we merely mean that it can be so chosen. Thus the expression $\sigma(u)$ is monotone, or at least can be so chosen, for example, by putting

$$
\begin{equation*}
\sigma(u)=\frac{d}{d u} \int_{0}^{u} \sigma(u) d u \tag{3.23}
\end{equation*}
$$

at every point where the latter expression is defined. Here we introduce (3.23), because $\sigma(u)$ is now almost everywhere the limit of the difference quotient of $\int_{0}^{u} \sigma(u) d u$, namely, $\frac{1}{2 \varepsilon} \int_{u-\varepsilon}^{u+\varepsilon} \sigma(u) d u$, which is monotone as a consequence of (3.22). Thus, except at a set of zero measure, $\sigma(u)$ is the limit, not merely the limit in the mean, of a set of monotone functions, and is monotone. Elsewhere, at a set of zero measure, we put

$$
\begin{equation*}
\sigma(u)=\frac{1}{2}[\sigma(u+0)+\sigma(u-0)] . \tag{3:24}
\end{equation*}
$$

It follows that $\sigma(u+\mu)-\sigma(u-\mu)$ is of limited total variation over any finite interval. We shall show in the next paragraph that

$$
\lim _{\mu \rightarrow \infty}[\sigma(u+\mu)-\sigma(u-\mu)]
$$

is finite, and that hence $\sigma(u+\mu)-\sigma(u-\mu)$ is of limited total variation over $(-\infty, \infty)$. It is moreover, quadratically summable, as the Fourier transform of
a quadratically summable function. It tends to $\circ$ as $u \rightarrow \pm \infty$ and hence, by a theorem of Hobson ${ }^{3}$, we have
$\frac{1}{2}[\sigma(u+\circ+\mu)-\sigma(u+o-\mu)+\sigma(u-\circ+\mu)-\sigma(u-0-\mu)]$

$$
\begin{equation*}
=\frac{\mathbf{1}}{\pi} \int_{-\infty}^{\infty} \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x \tag{3.25}
\end{equation*}
$$

In particular, if $u=\mu=v^{\prime} / 2$,

$$
\begin{equation*}
\frac{1}{2}[\sigma(v+0)+\sigma(v-0)]-\frac{1}{2}[\sigma(+0)+\sigma(-0)]=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i v x}-\mathrm{I}}{i x} d x \tag{3.26}
\end{equation*}
$$

If therefore we define
$S(u)$ will exist, and

$$
\begin{equation*}
S(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i u x}-\mathrm{I}}{i x} d x \tag{3.27}
\end{equation*}
$$

$$
\begin{equation*}
S(u)-\sigma(u)=\text { constant } \tag{3.28}
\end{equation*}
$$

## 4. The total spectral intensity.

It is manifest that $\lim _{\mu \rightarrow \infty}[S(u+\mu)-S(u-\mu)]$, or as we shall write it, $S(\infty)-$ $-S(-\infty)$, if it exists, is a measure of the total spectral intensity of $f(x)$. We shall prove that this quantity exists and is finite.

We have

$$
\begin{equation*}
\frac{\mathrm{I}}{A} \int_{0}^{A}[\sigma(u+\mu)-\sigma(u-\mu)] d \mu=\frac{\mathrm{I}}{\pi A} \int_{0}^{A} d \mu \lim _{B \rightarrow \infty} . \int_{-B}^{B} \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x . \tag{4.0OI}
\end{equation*}
$$

The limit in the mean is here taken with $u$ as the fundamental variable, and with $\mu$ as parameter. It is not difficult to deduce. from the boundedness of

$$
\int_{0}^{A} d \mu \int_{-\infty}^{\infty}|\varphi(x)|^{2} \frac{\sin ^{2} \mu x}{x^{2}} d x
$$

that we may invert the order of integration, and get
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$$
\begin{equation*}
\frac{\mathrm{I}}{A} \int_{0}^{A}[\sigma(u+\mu)-\sigma(u-\mu)] d \mu=\frac{\mathrm{r}}{\pi A} \lim _{B \rightarrow \infty} \int_{-B}^{B} \varphi(x) \frac{\mathrm{I}-\cos A x}{x^{2}} e^{i u x} d x \tag{4.02}
\end{equation*}
$$

To show this, let us remark that

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left|\frac{\mathrm{I}}{\pi A} \int_{0}^{A} d \mu \underset{B \rightarrow \infty}{\operatorname{li.m} .} \int_{-B}^{B} \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x-\frac{\mathrm{I}}{\pi A} \int_{0}^{A} d \mu \int_{-C}^{C} \varphi(x)-\frac{\sin \mu x}{x} e^{i u x} d x\right|^{2} d u \\
& =\frac{\mathrm{I}}{\pi^{2} A^{2}} \int_{-\infty}^{\infty}\left|\int_{0}^{A} d \mu \lim _{B \rightarrow \infty} .\left[\int_{C}^{B}+\int_{-B}^{c}\right] \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x\right|^{2} d u \\
& \leq \frac{\mathbf{I}}{\pi^{2} A^{\overline{2}}} \int_{-\infty}^{\infty} d u \int_{0}^{A} d \mu_{1} \int_{0}^{A}\left|\underset{B \rightarrow \infty}{\operatorname{li.m} .}\left[\int_{C}^{B}+\int_{-B}^{C}\right] \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x\right|^{2} d \mu \\
& =\frac{\mathrm{i}}{\pi^{2} A} \int_{0}^{A} d \mu \int_{-\infty}^{\infty} d u\left|\lim _{B \rightarrow \infty} .\left[\int_{C}^{B}+\int_{-B}^{C}\right] \varphi(x) \frac{\sin \mu x}{x} e^{i u x} d x\right|^{2} \\
& =\frac{2}{\pi A} \int_{0}^{A} d \mu\left[\int_{c}^{\infty}+\int_{-\infty}^{-C}\right]|\varphi(x)|^{2} \frac{\sin ^{2} \mu x}{x^{2}} d x . \tag{4.03}
\end{align*}
$$

Inasmuch as this latter expression tends to o with increasing $C$,

$$
\begin{align*}
& =\lim _{B \rightarrow \infty} \frac{1}{\pi \Lambda} \int_{-B}^{B} \varphi(x) \frac{e^{i n x}}{x} d x \int_{0}^{A} \sin \mu x d \mu \\
& =\frac{\mathrm{I}}{\pi A} \lim _{B \rightarrow \infty} \int_{-B}^{B} \varphi(x) \frac{\mathrm{I}-\cos A x}{x^{2}} e^{i u x} \cdot d x, \tag{4.04}
\end{align*}
$$

thus proving our statement.
Our limit in the mean may be replaced by an ordinary limit, as this limit exists, owing to the boundedness of $\varphi(x)$. Therefore

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \frac{\mathrm{I}}{A} \int_{0}^{A}[\sigma(u+\mu)-\sigma(u-\mu)] d \mu=\lim _{A \rightarrow \infty}-\frac{\mathrm{I}}{\pi A} \int_{-\infty}^{\infty} \varphi(x)^{\mathrm{I}-\cos A x} x^{\overline{2}} e^{i u x} d x \tag{4.05}
\end{equation*}
$$

It follows from the monotony of $\sigma(u+\mu)-\sigma(u-\mu)$ in $\mu$ that we may write

$$
\begin{align*}
\lim _{\mu \rightarrow \infty}[\dot{\sigma}(u+\mu)-o(u-\mu)] & =\lim _{A \rightarrow \infty} \frac{1}{\pi} \int_{-\infty}^{\infty} \varphi\left(\frac{x}{A}\right) e^{i u} \frac{x}{A} \frac{\mathrm{I}-\cos x}{x^{2}} d x \\
& \leq \max \left|\varphi\left(\frac{x}{A}\right)\right| \frac{\mathrm{I}}{\pi} \int_{-\infty}^{\infty} \frac{\mathrm{I}-\cos x}{x^{2}} d x \\
& =\varphi(0) . \tag{4.06}
\end{align*}
$$

This yields us the existence of $\sigma(\infty)-\sigma(-\infty)$ and hence, according to the last paragraph, of $S(\infty)-S(-\infty)$. We have

$$
\begin{align*}
S(\infty)-S(-\infty)= & \lim _{A \rightarrow \infty} \frac{1}{\pi} \int_{-\infty}^{\infty} \varphi\left(\frac{x}{A}\right) \frac{\mathrm{I}-\cos x}{x^{2}} d x \\
& \cdot \varphi(0)+\lim _{A \rightarrow \infty} \frac{\mathrm{I}}{\pi} \int_{-\infty}^{\infty}\left[\varphi\left(\frac{x}{A}\right)-\varphi(\mathrm{o})\right] \frac{\mathrm{I}-\cos x}{x^{2}} d x \tag{4.07}
\end{align*}
$$

Hence for sufficiently large $A$
$|S(\infty)-S(-\infty)-\varphi(0)|$

$$
\begin{equation*}
\leq_{\pi}^{2} \max |\varphi(\xi)|\left[\left.\int_{A^{1 / \beta}}^{\infty}+\int_{-\infty}^{-A^{1 / 2}} \frac{\mathrm{I}-\cos x}{x^{2}} d x+\max _{|\xi|<A^{-1 / 2}} \varphi(\xi)-\varphi(0) \right\rvert\,+\varepsilon\right. \tag{4.08}
\end{equation*}
$$

Since $A$ is arbitrary,

$$
\begin{equation*}
|S(\infty)-S(-\infty)-\varphi(0)| \leq \varlimsup_{|\xi| \rightarrow 0}|\varphi(\xi)-\varphi(0)| \tag{4.09}
\end{equation*}
$$

$\ln$ case $\varphi(x)$ is continuous at the origin,

$$
\begin{equation*}
\varphi(0)=S(\infty)-S(-\infty) \tag{4.10}
\end{equation*}
$$

However, $\varphi(x)$ need not be continuous at the prigin, even if $f(t)$ is everywhere continuous. Thus let $f(t)=\sin t^{2}$.

Then

$$
\begin{align*}
\varphi(0) & =\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \sin ^{2} t^{2} d t \\
& =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \frac{1-\cos 2 t^{2}}{2} d t \\
& =\frac{1}{2}-\lim _{T \rightarrow \infty} \frac{\sqrt{2}}{T} \int_{0}^{T^{V}} \cos u^{2} d u \\
& =\frac{1}{2} \tag{4.II}
\end{align*}
$$

since $\int_{0}^{\infty} \cos u^{2} d u$ is a Fresnel integral, and equals $\frac{1}{2} \sqrt{\frac{\pi}{2}}$.
On the other hand, if $x \neq 0$, we have

$$
\begin{aligned}
\varphi(x) & =\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} \sin (t+x)^{2} \sin t^{2} d t \\
& =\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{4} \frac{1}{T} \int_{-T}^{T}\left[-\cos \left(2 t^{9}+2 t x+x^{2}\right)+\cos \left(2 t x+x^{2}\right)\right] d t
\end{aligned}
$$

The second part of this mean obviously vanishes. Hence

$$
\begin{aligned}
\varphi(x) & =-\lim _{T \rightarrow \infty}-\frac{1}{4} \int_{-T}^{T} \cos \left(2 t^{2}+2 t x+x^{2}\right) d t \\
& =-\lim _{U \rightarrow \infty} \frac{1}{2 U} \int_{0}^{U} \cos \left(u^{2}+\frac{x^{2}}{2}\right) d u
\end{aligned}
$$

$$
\begin{align*}
& =0\left[\cos \frac{x^{2}}{2} \int_{0}^{\infty} \cos u^{2} d u-\sin \frac{x^{2}}{2} \int_{0}^{\infty} \sin u^{2} d u\right] \\
& =0 \tag{4.12}
\end{align*}
$$

since $\int_{0}^{\infty} \cos u^{2} d u=\int_{0}^{\infty} \sin u^{2} d u=\frac{1}{2} \sqrt{\frac{\pi}{2}}$.
Thus $\varphi(x)$ vanishes almost everywhere, $S(u)$ vanishes identically, and

$$
\begin{equation*}
\varphi(0) \neq S(\infty)-S(-\infty) \tag{4.13}
\end{equation*}
$$

## 5. Tauberian theorems and spectral intensity.

In a recent paper, the author has proved the following general Tauberian theorem: Let $M_{1}(x)$ and $M_{2}(x)$ be two functions bounded over every range ( $\varepsilon, 1 / \varepsilon$ ), which are $O\left(\frac{\mathrm{I}}{x(\log x)^{2}}\right)$ at o and $\infty$. Let $M_{1}(x)$ be measurable and non-negative, and let

$$
\begin{equation*}
\int_{0}^{\infty} M_{1}(x) x^{i u} d x \neq 0 . \quad[-\infty<u<\infty] \tag{5.01}
\end{equation*}
$$

Let $M_{\mathbf{2}}(x)$ be continuous, except for a finite number of finite jumps. Let $f(x)$ be a. measurable function bounded below and such that
(a)

$$
\lim _{\lambda \rightarrow 0[\infty]} \int_{0}^{\infty} f(\lambda x) M_{1}(x) d x=A \int_{0}^{\infty} M_{1}(x) d x
$$

(b)

$$
\int_{0}^{\infty} f(\lambda x) M_{1}(x) d x \text { is bounded. } \quad[0<\lambda<\infty]
$$

Then

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0[\infty]} \int_{0}^{\infty} f(\lambda x) M_{2}(x) d x=A \int_{0}^{\infty} M_{2}(x) d x \tag{5.02}
\end{equation*}
$$

Here $\infty$ is put into brackets to indicate that at these points it may be consistently substituted for $o$. There is manifestly no restriction in assuming
$f(x)$ non-negative, as the theorem, if true for a given $f(x)$, is unchanged as to its validity by the addition to $f(x)$ of a constant. The theorem assumes a more understandable form under the transformations

$$
\left.\begin{array}{l}
x=e^{\xi} ; \quad \lambda=e^{-\eta} ;  \tag{5.03}\\
e^{\xi} M_{1}\left(e^{5}\right)=N_{1}(\xi) ; \quad e^{\xi} M_{2}\left(e^{\xi}\right)=N_{2}(\xi) .
\end{array}\right\}
$$

It then becomes: Let $N_{1}(\xi)$ and $N_{2}(\xi)$ be two bounded functions which are $O\left(\xi^{-2}\right)$ at $+\infty$. Let $N_{1}(\xi)$ be measurable and non-negative, and let

$$
\begin{equation*}
\int_{-\infty}^{\infty} N_{1}(\xi) e^{i u \xi} d \xi \neq 0 . \quad[-\infty<u<\infty] \tag{5.04}
\end{equation*}
$$

Let $N_{2}(\xi)$ be continuous, except for a finite number of finite jumps. Let $g(\xi)$ be a non-negative measurable function such that
(a)

$$
\lim _{\eta \rightarrow \infty} \int_{-\infty}^{\infty} g(\eta-\xi) N_{1}(\xi) d \xi=A \int_{-\infty}^{\infty} N_{1}(\xi) d \xi
$$

(b)

$$
\int_{-\infty}^{\infty} g(\eta-\xi) N_{1}(\xi) d \xi \text { is bounded. } \quad[-\infty<\eta<\infty]
$$

Then
(c)

$$
\begin{equation*}
\lim _{\eta \rightarrow \infty} \int_{-\infty}^{\infty} g(\eta-\xi) N_{\mathbf{2}}(\xi) d \dot{\xi}=A \int_{-\infty}^{\infty} N_{y}(\xi) d \xi \tag{5.05}
\end{equation*}
$$

The proof proceeds as follows: We shall symbolize by $C$ the class of all functions $N_{2}(\xi)$, bounded and $O\left(\xi^{-2}\right)$ at $\pm \infty$, and continuous except for a finite number of finite jumps, for which (c) is a consequence of (a) and (b) for all non-negative measurable functions $g(\xi)$. Among the functions in $C$ are all functions $N_{2}(\xi)$ of the form

$$
\begin{equation*}
N_{z}(\xi)=\int_{-\infty}^{\infty} N_{1}(\eta) R(\eta-\xi) d \eta \tag{5.06}
\end{equation*}
$$

for which $\int_{-\infty}^{\infty}|R(\eta)| d \eta$ converges, inasmuch as the double integral

$$
\int_{-\infty}^{\infty} R(\zeta) d \zeta \int_{-\infty}^{\infty} g(\eta-\xi-\zeta) N_{1}(\xi) d \xi
$$

is absolutely convergent, so that

$$
\begin{align*}
\int_{-\infty}^{\infty} N_{\mathbf{2}}(\xi) g(\eta-\xi) d \xi & =\int_{-\infty}^{\infty} g(\eta-\xi) d \xi \cdot \int_{-\infty}^{\infty} N_{1}(\zeta+\xi) R(\zeta) d \zeta \\
& =\int_{-\infty}^{\infty} R(\zeta) d \zeta \int_{-\infty}^{\infty} g(\eta-\xi-\zeta) N_{1}(\xi) d \xi \tag{5.07}
\end{align*}
$$

and

$$
\begin{align*}
\lim _{\eta \rightarrow \infty} \int_{-\infty}^{\infty} N_{\mathbf{2}}(\xi) g(\eta-\xi) d \xi & =\lim _{\eta \rightarrow \infty} \int_{-\infty}^{\infty} R(\zeta) d \zeta \int_{-\infty}^{\infty} g(\eta-\xi-\zeta) N_{1}(\xi) d \xi \\
& =A \int_{-\infty}^{\infty} R(\zeta) d \zeta \int_{-\infty}^{\infty} N_{1}(\xi) d \xi=A \int_{-\infty}^{\infty} N_{2}(\xi) d \xi \tag{5.08}
\end{align*}
$$

A particular example of such a function is furnished by

$$
N_{\mathbf{2}}(\xi)=\int_{-B}^{B} \nu_{2}(u) e^{-i u u^{\Sigma}} d u
$$

where $\nu_{2}(u)$ is continuous over $(-B, B)$, while its first derivative is continuous except for a finite number of discontinuities of the first kind, and

$$
\begin{equation*}
\boldsymbol{\nu}_{\mathbf{s}}(B)=\boldsymbol{\nu}_{\mathbf{s}}(-B)=0 \tag{5.10}
\end{equation*}
$$

To prove this, let us reflect that $N_{1}(\xi)$ and $N_{2}(\xi)$ are quadratically summable by assumption, and that

$$
\begin{equation*}
\nu_{1}(u)=\int_{-\infty}^{\infty} N_{1}(\xi) e^{i u \xi} d \xi \tag{5.11}
\end{equation*}
$$

exists, as well as

$$
\begin{equation*}
\nu_{1}^{\prime}(u)=\underset{E \rightarrow \infty}{\text { l.i.m. }} \int_{-K}^{E} i \xi N_{1}(\xi) e^{i u \xi} d \xi \tag{5.12}
\end{equation*}
$$

By our hypothesis (5.04)

$$
\begin{equation*}
v_{1}(u) \neq 0 . \quad[-\infty<u<\infty] \tag{5.I3}
\end{equation*}
$$

Let us put

$$
\begin{equation*}
\mu(u)=\nu_{2}(u) / \nu_{1}(u) \tag{5.14}
\end{equation*}
$$

Inasmuch as $\mu(u)$ is absolutely continuous, its derivative may be computed by the rules, and

$$
\begin{equation*}
\mu^{\prime}(u)=\frac{\nu_{1}(u) \nu_{8}^{\prime}(u)-\nu_{2}(u) \nu_{1}^{\prime}(u)}{\left[\nu_{1}(u)\right]^{2}} \tag{5.15}
\end{equation*}
$$

I now say that we shall have

$$
\begin{align*}
R(\zeta) & =\int_{-B}^{B} \mu(u) e^{i u_{5}^{\zeta}} d u \\
& =\frac{1}{i \zeta} \int_{-B}^{B} \mu^{\prime}(u) e^{i u_{\zeta}^{\zeta}} d u
\end{align*}
$$

Inasmuch as

$$
\begin{equation*}
\int_{-B}^{B} \mu^{\prime}(u) e^{i u \zeta} d u \tag{5.17}
\end{equation*}
$$

is quadratically summable,

$$
\begin{equation*}
\int_{-\infty}^{\infty}|R(\zeta)| d \zeta \tag{5.18}
\end{equation*}
$$

exists. Since the integrals involved converge absolutely,

$$
\begin{align*}
\int_{-\infty}^{\infty} N_{1}(\eta) R(\eta-\xi) d \eta & =\int_{-\infty}^{\infty} N_{1}(\eta) d \eta \int_{-B}^{B} \mu(u) e^{i u(\eta-\xi)} d u \\
& =\int_{-B}^{B} \mu(u) e^{-i u \xi \xi} d u \int_{-\infty}^{\infty} N_{1}(\eta) e^{i u \eta} d \eta \\
& =\int_{-B}^{B} \mu(u) \nu_{1}(u) e^{-i u \xi} d u \\
& =\int_{-B}^{B} \nu_{2}(u) e^{-i u \xi} d u=N_{9}(\xi) \tag{5.19}
\end{align*}
$$

This justifies our evaluation of $R(\zeta)$, and proves that $N_{2}(\xi)$ belongs to $C$. The following are particular cases which may be probed to belong to $C$ in this manner:

$$
\begin{align*}
T_{B}(\xi) & =\int_{-B}^{B}\left[e^{-|u|}-e^{-B}\right] e^{-i \check{ } u} d u \\
& =\int_{0}^{B}\left[e^{-u}-e^{-B}\right] \cos \xi u d u \\
& =\frac{1}{\xi} \int_{0}^{B} e^{-u} \sin \xi u d u \\
& =\frac{1-e^{-B} \cos B \xi}{1+\xi^{2}}-\frac{e^{-B}}{\xi\left(\frac{\sin B \xi}{\left.1+\xi^{2}\right)} .\right.} \tag{5.20}
\end{align*}
$$

Again,

$$
\begin{align*}
Q_{B}(\xi) & =\frac{1}{\pi} \int_{-B}^{B}\left(1-\frac{|u|}{B}\right) \frac{\sin u}{u} e^{-i u \xi} d u \\
& =\int_{B(\xi-1)}^{B(\xi+1)} \frac{1-\cos z}{\pi z^{2}} d z \\
& =\frac{1}{\pi B(\xi-1)}-\frac{1}{\pi} \frac{1}{B(\xi+1)}+O\left(\frac{1}{B^{2} \xi^{2}}\right) . \quad[B \xi \rightarrow \pm \infty] \tag{5.21}
\end{align*}
$$

If we already know certain members of the class $C$, we may obtain new members of the class in the following manner: Let $V(\xi)$ be a function continuous, except for a finite number of finite jumps, such that, when any positive $\xi$ is given, we can find two members of $C, V_{1}(\xi)$ and $V_{2}(\xi)$, such that

$$
\begin{equation*}
V_{1}(\xi) \leq V(\xi) \leq V_{2}(\xi) \tag{5.22}
\end{equation*}
$$

while

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left[V_{2}(\xi)-V_{1}(\xi)\right] d \xi<\varepsilon . \tag{5.23}
\end{equation*}
$$

Then $V(\xi)$ itself belongs to $C$. For
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$$
\begin{align*}
\varlimsup_{\eta \rightarrow \infty} \mid \int_{-\infty}^{\infty} g(\eta-\xi) & V(\xi) d \xi-A \int_{-\infty}^{\infty} V(\xi) d \xi \mid \\
& \leq \varlimsup_{\eta \rightarrow \infty}\left|\int_{-\infty}^{\infty} g(\eta-\xi) V_{1}(\xi) d \xi-A \int_{-\infty}^{\infty} V_{2}(\xi) d \xi\right| \\
& +\varlimsup_{\eta \rightarrow \infty}\left|\int_{-\infty}^{\infty} g(\eta-\xi) V_{2}(\xi) d \xi-\Lambda \int_{-\infty}^{\infty} V_{1}(\xi) d \xi\right| \\
& <2 A \varepsilon
\end{align*}
$$

and since $\varepsilon$ is arbitrarily small, this limit is o. Furthermore, any linear combination of a finite number of members of $C$ belongs to $C$.

As a particular case, we have

$$
\begin{equation*}
\left[\mathrm{I}+(\mathrm{I}+B) e^{-B}\right]-1 T_{B}(\xi)<\frac{\mathrm{I}}{\mathrm{I}+\xi^{2}}<\left[\mathrm{I}-(\mathrm{I}-B) e^{-B}\right]-1 T_{B}(\xi) \tag{5.25}
\end{equation*}
$$

Inasmuch as

$$
\begin{equation*}
\lim _{B \rightarrow \infty}(\mathrm{I}+B) e^{-B}=0 \tag{5.26}
\end{equation*}
$$

it follows at once that $\frac{\mathrm{I}}{\mathrm{I}+\xi^{\text {a }}}$ belongs to $C$. An exactly similar proof will show that the same thing holds of

$$
\frac{p}{(\xi-q)^{2}-r^{8}}
$$

Again,

$$
\begin{equation*}
\lim _{A \rightarrow \infty} Q_{A}(\xi)=\operatorname{sgn}(\xi+1)-\operatorname{sgn}(\xi-1)=V(\xi) \tag{5.27}
\end{equation*}
$$

and this convergence is uniform except in the neighborhood of $\pm 1$ while we always have for $B>0$

$$
Q_{A}(\xi)<\frac{\mathrm{I}}{B\left(\xi^{2}+\mathrm{I}\right)} \text { over }(\mathrm{I}+\eta, \infty) \text { and }(-\infty,-\mathrm{I}-\eta) \quad[A \text { large enough }] \quad \text { (5.28) }
$$

Furthermore,

$$
\begin{equation*}
\int_{-\infty}^{\infty} Q_{A}(\xi) d \xi=4 \tag{5.29}
\end{equation*}
$$

Let us put

$$
\begin{align*}
& (\mathrm{I}+\eta) Q_{A}(\xi(\mathrm{I}-r))=V_{2}(\xi) \\
& (\mathrm{I}-\eta) Q_{A}(\xi(\mathrm{I}+\eta))-\frac{\mathrm{I}}{B}\left(\xi^{2}+\mathrm{I}\right)
\end{align*}=V_{2}(\xi) .\{
$$

We can so determine a large $A$ when $\eta$ and $B$ are given, that for that $A$ and all larger ones,

$$
\begin{equation*}
V_{2}(\xi) \geq V(\xi) \geq V_{1}(\xi) \tag{5.22}
\end{equation*}
$$

We have

$$
\int_{-\infty}^{\infty}\left[V_{2}(\xi)-V_{1}(\xi)\right] d \xi=2 \cdot\left[\begin{array}{l}
\mathrm{I}+\frac{\eta}{1}-\frac{1}{\eta}-\eta \\
1+\eta
\end{array}\right]+\frac{\pi}{B}
$$

which we may make arbitrarily small. Hence

$$
\operatorname{sgn}(\xi+1)-\operatorname{sgn}(\xi-1)
$$

belongs to $C$. As an immediate consequence, since

$$
\operatorname{sgn}(\xi+\alpha)-\operatorname{sgn}(\xi+\beta)
$$

may be shown by the same means to belong to $C$, any step function vanishing for large positive and negative arguments belongs to $C$, and hence any function continuous except for a finite set of discontinuities of the first kind, and vanishing outside of a finite interval, since the latter function may be penned in between two step functions enclosing an arbitrarily small area.

Now let $N_{2}(\xi)$ be a bounded function which is $O\left(\xi^{-2}\right)$ at $\pm \infty$, and which is continuous except for a finite number of finite jumps. Let

$$
\left|N_{\imath}(\xi)\right|<P /\left(\xi^{2}+1\right)
$$

for all $\xi$. We put

$$
\begin{align*}
& V_{1}(\xi)= \begin{cases}N_{2}(\xi) ; & {[|\xi|<M]} \\
-P /\left(\xi^{2}+1\right) ; & {[|\xi| \geq M]}\end{cases} \\
& V_{2}(\xi)= \begin{cases}N_{2}(\xi) ; & {[|\xi|<M]} \\
P /\left(\xi^{2}+1\right) . & {[|\xi| \geq M]}\end{cases}
\end{align*}
$$

The functions $V_{1}(\xi)$ and $V_{2}(\xi)$ are sums of functions of $C$ and functions of the form $\pm P /\left(\xi^{2}+1\right)$ which also belong to $C$. Hence, they themselves belong to $C$. We have

$$
\begin{equation*}
V_{2}(\xi)>N_{2}(\xi)=V_{1}(\xi) \tag{5.35}
\end{equation*}
$$

and

$$
\int_{-\infty}^{\infty}\left[V_{9}(\xi)-V_{1}(\xi)\right] d \xi<2 P\left[\pi-\tan ^{-1} M\right]
$$

which we may make as small as we like. Hence $N_{2}(\xi)$ belongs to $C$. This concludes the proof of our generalized Tauberian theorem.

As a corollary of our Tauberian theorem, Mr. S. B. Littauer has given a proof of the following theorem of Jacob: If $f(t)$ is a measurable function, integrable in every finite interval of $(\mathrm{O}, \infty)$ and if for some given $\alpha(\mathrm{O} \leq \alpha<\mathrm{I})$
(a)

$$
\bar{T}^{\mathrm{I}}{ }_{1-\alpha}^{T} \int_{0}^{T}|f(t)| d t<B \text { for every } T
$$

(b)

$$
\lim _{T \rightarrow \infty} \frac{1}{T^{1-\alpha}} \int_{0}^{T} f(t) d t=A
$$

then
(c)

$$
\lim _{\varepsilon \rightarrow 0} \frac{\varepsilon^{1-\alpha}}{\gamma_{\alpha} \pi} \int_{0}^{\infty} f(t)\left(\frac{\sin \varepsilon t}{\varepsilon t}\right)^{2} d t=A
$$

where

$$
\gamma_{\alpha \alpha}=\frac{2^{\alpha-1}(1-\alpha)}{\Gamma(2+\alpha) \cos \frac{\pi \alpha}{2}} .
$$

Furthermore, if $f(t)$ is measurable and non-negative (or bounded below), (c) implies (b).
The particular case of this theorem where $\alpha=0$ had already been treated by Bochner, Hardy, and the present author.

In all theorems of this type, there is a close relation between the theorem which one obtains by letting $\lambda$ become infinite and that which one obtains by letting $\lambda$ become o. This is to be explained by the fact that the general Tau-* berian theorem assumes a perfectly symmetric form when we make the substitutions

If we take

$$
\begin{equation*}
x=e^{\xi} ; \lambda=e^{\eta} ; \quad M_{1}(x)=N_{1}(\xi) e^{\xi} ; \quad M_{2}(x)=N_{\mathbf{2}}(\xi) e^{\xi} \tag{5.03}
\end{equation*}
$$

$$
\begin{align*}
& M_{1}(x)\left[\text { or } M_{2}(x)\right]=1 \text { if } 0<x<\mathrm{I} ;=0 \text { otherwise; } \\
& M_{2}(x)\left[\text { or } M_{1}(x)\right]=\frac{4 \sin ^{2} x / 2}{x^{2}}
\end{align*}
$$

in our general Tauberian theorem, since $\int_{0}^{\infty} M_{1}(x) e^{i u x} d x \neq 0$ and $\int_{0}^{\infty} M_{2}(x) e^{i u x} d x \neq 0$, we may deduce the conclusions of the theorem. We thas get the following result: Let

Then the two propositions,

$$
|f(x)|<B . \quad[0<x<\infty]
$$

(a)

$$
\lim _{T \rightarrow 0} \frac{\mathrm{I}}{T} \int_{0}^{T} f(x) d x=A
$$

and
(b)

$$
\lim _{T \rightarrow 0}{ }^{2} \int_{0}^{\infty} f(T x) \frac{1-\cos x}{x^{2}} d x=A
$$

are equivalent.
In the particular case where $f(x)$ is replaced by ${ }_{2}^{\mathrm{I}}[\varphi(x)+\varphi(-x)]$, we see that

$$
\begin{equation*}
A=\lim _{r \rightarrow \infty} \frac{\mathrm{I}}{\pi} \int_{-\infty}^{\infty} \varphi\left(\frac{x}{r}\right) \frac{\mathrm{I}-\cos x}{x^{2}} d x \tag{8}
\end{equation*}
$$

implies, and is implied by

$$
A=\lim _{\varepsilon \rightarrow 0} \frac{\mathbf{I}}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} \varphi(x) d x
$$

We have (see (3.27))

$$
\begin{align*}
\int_{-\infty}^{\infty} e^{-i \lambda u} d S(u) & =\lim _{\mu \rightarrow 0} \frac{\mathrm{I}}{2 \pi \mu} \int_{-\infty}^{\infty} e^{-i \lambda u} d u \lim _{A \rightarrow \infty} \int_{-A}^{A} \varphi(x)^{\sin \frac{\mu x}{x}} e^{i u x} d x \\
& =\lim _{\mu \rightarrow 0}-\frac{\mathrm{I}}{\mu} \lambda \tag{5.40}
\end{align*} \varphi(\lambda) \sin \mu \lambda=\varphi(\lambda),
$$

except possibly at a set of points of zero measure. To see this, it is only necessary to reflect that it follows from the definition of the Stieltjes integral that if $\alpha(x)$ is of limited total variation over $(-\infty, \infty)$,

$$
\int_{-\infty}^{\infty} f(x) d \alpha(x)=\lim _{\varepsilon \rightarrow 0} \sum_{-\infty}^{\infty} f(u+2 n \varepsilon)[\alpha(u+(2 n+\mathrm{I}) \varepsilon)-\alpha(u+(2 n-\mathrm{I}) \varepsilon)]
$$

$$
\begin{align*}
& =\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} d u \sum_{-\infty}^{\infty} f(u+2 n \varepsilon)[\alpha(u+(2 n+1) \varepsilon)-\alpha(u+(2 n-\mathrm{I}) \varepsilon)] \\
& =\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} f(u)[\alpha(u+\varepsilon)-\alpha(u-\varepsilon)] d u . \tag{5.4I}
\end{align*}
$$

Let us put

$$
\Phi(\lambda)=\int_{-\infty}^{\infty} e^{-i \lambda u} d S(u)
$$

This function will be defined for all real arguments, and we shall have

$$
\boldsymbol{\Phi}(\lambda+\varepsilon)-\boldsymbol{\Phi}(\lambda)=-2 i \int_{-\infty}^{\infty} e^{-i u\left(\lambda+\frac{\varepsilon}{2}\right)} \sin \frac{u \varepsilon}{2} d S(u)
$$

Since the function $\sin u \varepsilon / 2$ is uniformly bounded, and tends to o over every finite range of $u$ as $\varepsilon \rightarrow 0$, while $e^{-i u\left(\lambda+\frac{\varepsilon}{2}\right)}$ has modulus $I$, it follows that $\Phi(\lambda+\varepsilon)-\Phi(\lambda)$ is less than the sum of two terms, one of which is the total variation of $\dot{S}(u)$ over a region receding towards infinity, while the other is less than the total variation of $S(u)$ multiplied by a factor tending to o. Hence

$$
\lim _{\varepsilon \rightarrow 0}[\boldsymbol{\Phi}(\lambda+\varepsilon)-\boldsymbol{\Phi}(\lambda)]=0
$$

Thus the function $\boldsymbol{\sigma}(\lambda)$ is continuons, and indeed, this proof shows it to be uniformly continuous. Hence

$$
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{x-\varepsilon}^{x+\varepsilon} \varphi(\xi) d \xi=\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{x \rightarrow \varepsilon}^{x+\varepsilon} \boldsymbol{\Phi}(\xi) d \xi=\boldsymbol{D}(x)
$$

This gives another proof that

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} \varphi(\xi) d \xi=S(\infty)-S(-\infty)
$$

and indeed proves considerably more.

It is thus possible to dispense with Tauberian theorems for this part of the theory. There is another point, however, where they play a more essential rôle. That is in the study of the generalized Fourier transform of a function.

$$
\begin{align*}
& \cdot \text { Let } \lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}|f(x)|^{2} d x \text { exist. Then } \\
& \begin{aligned}
{\left[\int_{1}^{T}+\int_{-T}^{T}\right] \frac{|f(x)|^{2}}{x^{2}} d x } & =\int_{1}^{T} \frac{|f(x)|^{2}+|f(-x)|^{2}}{x^{2}} d x \\
& =\int_{1}^{T} \frac{\mathrm{I}}{x^{2}} d \int_{0}^{x}\left[|f(\xi)|^{2}+|f(-\xi)|^{2}\right] d \xi \\
& =\frac{\mathrm{I}}{T^{2}} \int_{-T}^{T}|f(x)|^{2} d x-\int_{-1}^{1}|f(x)|^{2} d x+\int_{\mathrm{i}}^{T} \frac{2 d x}{x^{3}} \int_{-x}^{x}|f(\xi)|^{2} d \xi \\
& =O(\mathrm{I})+\int_{1}^{T} 2 O(\mathrm{I}) \frac{d x}{x^{2}} \\
& =O(\mathrm{I}) .
\end{aligned}
\end{align*}
$$

Consequently

$$
\begin{equation*}
\left[\int_{i}^{\infty}+\int_{-\infty}^{-1}\right] \frac{|f(x)|^{2}}{x^{2}} d x \tag{5.48}
\end{equation*}
$$

exists. It follows from this that

$$
\psi_{\mu}(u)={ }_{\pi}^{\text {I }} \operatorname{li.i.m.~}_{A \rightarrow \infty} \int_{-A}^{A} f(x)^{\sin \mu x} x^{\mu} e^{i u x} d x
$$

exists, and that

$$
\begin{equation*}
\psi_{\mu}(u)=s(u+\mu)-s(u-\mu) \tag{5.50}
\end{equation*}
$$

where

$$
\begin{equation*}
s(u)=\frac{\mathrm{I}}{2 \pi} \int_{-1}^{1} f(x) \frac{e^{i u x_{--1}}}{i x} d x+\frac{\mathrm{I}}{2 \pi} \lim _{A \rightarrow \infty}\left[\int_{1}^{A}+\int_{-A}^{-1}\right] \frac{f(x) e^{i u x}}{i x} d x \tag{5.51}
\end{equation*}
$$

$s(u)$ has a somewhat artificial appearance, due to the fact that it is necessary to avoid the consequences of the vanishing of the denominator at the origin.

We shall see later, however, that we always actually work with $\psi_{\mu}(u)$ rather than with $s(u)$.

As a result of the Plancherel theory,

$$
\frac{\mathrm{I}}{2 \mu} \int_{-\infty}^{\infty}|s(u+\mu)-s(u-\mu)|^{2} d u=\frac{1}{\pi \mu} \int_{-\infty}^{\infty}|f(x)|^{2} \frac{\sin ^{2} \mu x}{x^{2}} d x
$$

It follows from this by an immediate application of the Tauberian theorem associated with the names of Bochner, Hardy, Jacob, Littauer, and the author, and already proved in this section, that

$$
\lim _{\mu \rightarrow 0} \frac{-1}{2 \mu} \int_{-\infty}^{\infty}|s(u+\mu)-s(u-\mu)|^{2} d u=\lim _{T \rightarrow \infty} \frac{I}{2} \int_{-T}^{T}|f(x)|^{2} d x
$$

The meaning of (5.53) is that if $f(x)$ is quadratically summable over every finite range, and $f(x) / x$ is quadratically summable over any infinite range excluding the origin, then if either side of $(5.53)$ exists, the other side exists and assumes the same value.

This formula is worthy of some detailed attention. If $s(u)$ is of limited total variation, we shall always have

$$
\begin{equation*}
\frac{\mathrm{I}}{2} \int_{-\infty}^{\infty}|s(u+\mu)-s(u-\mu)| d u \leq V(s) \tag{5.54}
\end{equation*}
$$

Accordingly, if in addition

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}|f(x)|^{2} d x \neq 0 \tag{5.55}
\end{equation*}
$$

the function $s(u)$ cannot be uniformly continuous. Again, if

$$
\begin{equation*}
s(u)=A_{n}, \quad\left[\lambda_{n}<u<\lambda_{n+1}\right] \tag{5.56}
\end{equation*}
$$

we shall have

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \frac{\mathrm{I}}{2 \mu} \int_{-\infty}^{\infty}|s(u+\mu)-s(u-\mu)|^{2} d u=\Sigma\left|A_{n+1}-A_{n}\right|^{2} \tag{5.57}
\end{equation*}
$$

so that $\lim _{T \rightarrow \infty}-\frac{1}{T} \int_{-T}^{T}|f(x)|^{2} d x$ represents the sum of the squares of the moduli of the jumps of $s(u)$. Let it be noted that if $f(x)$ is a periodic function with the period $2 \pi$,

$$
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2} \int_{-T}^{T}|f(x)|^{2} d x=\frac{\mathrm{I}}{2 \pi} \int_{-\pi}^{\pi}|f(x)|^{2} d x
$$

while if

$$
\begin{equation*}
a_{n}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(x) e^{i n x} d x \tag{5.59}
\end{equation*}
$$

then

$$
\begin{equation*}
\psi_{\mu}(u)=s(u+\mu)-s(u-\mu) \sum_{[u-\mu]+1}^{[u+\mu]} a_{n} . \tag{5.60}
\end{equation*}
$$

Thus our formula (5.53) is a generalization of the Parseval formula for the Fourier series, though it is not a direct generalization of the Parseval formula for the Fourier integral. For the Fourier integral,

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \frac{\mathrm{I}}{2 \mu} \int_{-\infty}^{\infty}|s(u+\mu)-s(u-\mu)|^{v} d u=0 \tag{5.6I}
\end{equation*}
$$

although $s(u)$ exists, and indeed becomes the integral of the Fourier transform of $f(x)$. In this case, $s(u)$ is of limited total variation over every finite interval.

## 6. Bochner's generalization of harmonic analysis.

The study of the function $s(u)$ and its generalizations was first undertaken by Hahn, although, as we shall see later, on a basis insufficiently general to cover the needs of physics. The present author developed the theory for functions $f(x)$ with a finite mean square modulus, but the complete generalization of the theory is due to Bochner.

We have so far been interested in the problem of proceeding from $f(x)$ to $s(x)$. The question now arises, can we go backward, and determine $f(x)$ from $s(x)$ ? We should formally expect
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$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} e^{-i x u} d s(u) \tag{6.oI}
\end{equation*}
$$

though the integral in question cannot be an ordinary Stieltjes integral, as $s(u)$ is not in general of limited total variation.

We may, however, develop this integral by a formal integration by parts, and we get

$$
\begin{align*}
& \int_{-A}^{A} e^{-i x u} d s(u)=e^{-i A x} s(A)-e^{i A x} s(-A)+i x \int_{-A}^{A} s(u) e^{-i x u} d \dot{u} \\
& =e^{-i A x}\left[\frac{\mathrm{I}}{2 \pi} \int_{-1}^{1} f(\xi)^{e^{i A \xi-\mathrm{I}}} \underset{i \xi}{ } d \xi+\underset{B \rightarrow \infty}{\mathrm{l} . \mathrm{i} . \mathrm{m} .} \frac{\mathrm{I}}{2 \pi}\left[\int_{-B}^{-1}+\int_{1}^{B}\right] f(\xi) \frac{e^{i A \xi}}{i \xi} d \xi\right] \\
& -e^{i A x}\left[\frac{\mathrm{I}}{2 \pi} \int_{-1}^{1} f(\xi) \frac{e^{-i A \xi-1}}{i \xi} d \xi+\operatorname{li.i.m.~}_{B \rightarrow \infty} \frac{\mathrm{I}}{2 \pi}\left[\int_{-B}^{-1}+\int_{1}^{B}\right] f(\xi) \frac{e^{-i A \xi}}{i \xi} d \xi\right] \\
& +i x \int_{-A}^{A} e^{-i x u} d u\left[\frac{\mathrm{I}}{2 \pi} \int_{-1}^{1} f(\xi) \frac{e^{i u \xi}-1}{i \xi} d \xi+\underset{B \rightarrow \infty}{\operatorname{li.m}} \frac{\mathrm{I}}{2 \pi}\left[\int_{-B}^{-1}+\int_{1}^{B}\right] \frac{f(\xi) e^{i u x}}{i \xi} d \xi\right] \\
& =\underset{B \rightarrow \infty}{\operatorname{li.m} .} \frac{\mathrm{I}}{2 \pi} \int_{-B}^{B} \frac{f(\xi)}{i \xi}\left[e^{i A(\xi-x)}-e^{-i A(\xi-x)}+i x \int_{-A}^{A} e^{i u(\xi-x)} d u\right] d \xi \\
& =\underset{B \rightarrow \infty}{\operatorname{li.m}} \frac{\mathrm{I}}{\pi} \int_{-B}^{B} f(\xi) \frac{\sin A(\xi-x)}{\xi-x} d \xi . \tag{6.02}
\end{align*}
$$

Even this expression fails in general to converge in the mean as $A \rightarrow \infty$. A natural device to choose to compel the desired convergence in the mean is to replace this integral by its Cesaro sum, and to investigate the behavior of

$$
\begin{equation*}
\frac{\mathrm{I}}{D} \int_{0}^{D} d A \int_{-A}^{A} e^{-i x u} d s(u)=\frac{\mathrm{I}}{\pi D} \int_{-\infty}^{\infty} f(\xi) \frac{\mathrm{I}-\cos D(\xi-x)}{(\xi-x)^{2}} d \xi \tag{6.03}
\end{equation*}
$$

This is the familiar Fejer expression for the partial Cesaro sum of a Fourier series, at least in form. The classical Fejér argument will prove that at any point of continuity of $f(x)$ we shall have

$$
\begin{equation*}
f(x)=\lim _{D \rightarrow \infty} \frac{1}{\pi D} \int_{-N}^{N} f(\xi) \frac{1-\cos D(\xi-\dot{x})}{\cdot(\xi-x)^{2}} d \xi \tag{6.04}
\end{equation*}
$$

and indeed, that this will in any case be true almost everywhere. To proceed to

$$
\begin{equation*}
\lim _{D \rightarrow \infty} \frac{1}{D} \int_{0}^{D} d A \int_{-A}^{A} e^{-i x u} d s(u)=f(x) \tag{6.05}
\end{equation*}
$$

requires only the reflection that $\left[\int_{-\infty}^{-1}+\int_{1}^{\infty}\right] \frac{f(t)}{t^{2}} d t$ converges.
In a manner similar to that in which we have proved

$$
\begin{equation*}
\int_{-A}^{A} e^{-i x u} d s(u)=\operatorname{li.i.m}_{B \rightarrow \infty} \cdot \frac{\mathrm{I}}{\pi} \int_{-B}^{B} f(\xi) \frac{\sin A(\xi-x)}{\xi-x} d \xi \tag{6,02}
\end{equation*}
$$

we may show that

$$
\begin{equation*}
\int_{P}^{A} e^{-i x u} d s(u)=\operatorname{li.i.m}_{B \rightarrow \infty} \frac{\mathrm{I}}{2 \pi i} \int_{-B}^{B} f(\xi+x) \frac{e^{i A \xi}-e^{i P \xi}}{\xi} d \xi \tag{6.o6}
\end{equation*}
$$

as a function of $A$ and $P$. Thus, except for an additive constant, $\int_{P}^{A} e^{-i x u} d s(u)$ bears to $f(x+\xi)$ the relation which $s(A)$ bears to $f(\xi)$. Similarly, to
and to.

$$
f(x) \pm f(t+x) \quad \text { there corresponds } \int_{P}^{A}\left(\mathrm{I} \pm e^{-i t u}\right) d s(u)
$$

$$
\begin{equation*}
f(x) \pm i f(t+x) \text { there corresponds } \int_{P}^{A}\left(\mathrm{I} \pm i e^{-i t u}\right) d s(u) \tag{6.o7}
\end{equation*}
$$

By an obvious linear combination of the formulae relating to these four functions separately (cf. (1.24)), we obtain

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty}\left[\int_{u}^{u+\varepsilon} e^{-i t v} d s(v)\right] & {[\bar{s}(u+\varepsilon)-s(u-\varepsilon)] d u } \\
& =\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x+t) \bar{f}(x) d x=\varphi(t) . \tag{6.08}
\end{align*}
$$

Here, by definition,

$$
\begin{align*}
\int_{u-\varepsilon}^{u+\varepsilon} e^{-i t v} d s(v)= & e^{-i t(u+\varepsilon)} s(u+\varepsilon)-e^{-i t(u-\varepsilon)} s(u-\varepsilon)+i t \int_{u-\varepsilon}^{u+\varepsilon} s(v) e^{-i t v} d v \\
= & e^{-i u t}(s(u+\varepsilon)-s(u-\varepsilon))  \tag{6.09}\\
& +i t\left\{\int_{u}^{u+\varepsilon}[s(v)-s(u+\varepsilon)] e^{-i t v} d v+\int_{u-\varepsilon}^{u}[s(v)-s(u-\varepsilon)] e^{i t v} d v\right\} .
\end{align*}
$$

However; we have

$$
\begin{aligned}
& \frac{\mathbf{1}}{\varepsilon}\left[\int_{u-\varepsilon}^{u+\varepsilon} e^{-i t t^{\prime}} d s(v)-e^{-i u t}(s(u+\varepsilon)-s(u-\varepsilon))\right]
\end{aligned}
$$

$$
\begin{align*}
& =\lim _{B \rightarrow \infty} . \frac{1}{2 \pi i \varepsilon} \int_{-B}^{B} f(\xi+t)\left\{e^{i(u+\varepsilon) \xi}\left(\frac{1}{\xi}-\frac{e^{i \varepsilon t}}{\xi+t}\right)-e^{i(u-\varepsilon) \xi}\left(\frac{1}{\xi}-\frac{e^{-i t t}}{\xi+t}\right)\right\} d \xi \\
& =\underset{B \rightarrow \infty}{\lim .} \frac{\mathrm{I}}{\pi} \int_{-B}^{B} f(\xi+t) e^{i u \xi}\left[\frac{\sin \varepsilon \xi}{\varepsilon \xi}-\frac{\sin \varepsilon(\xi+t)}{\varepsilon(\xi+t)}\right] d \xi . \tag{6.1о}
\end{align*}
$$

Now,

$$
\begin{align*}
& \left|\frac{\sin \varepsilon \xi}{\varepsilon \xi}-\frac{\sin \varepsilon(\xi+t)}{\varepsilon(\xi+t)}\right| \\
& \quad=\left|\frac{-2 \xi \sin \frac{\varepsilon t}{2} \cos \varepsilon\left(\xi+\frac{t}{2}\right)+t \sin \varepsilon \xi}{\varepsilon \xi(\xi+t)}\right| \leq\left|\frac{2 t}{\xi+t}\right| \text { and also } \leq 2 \tag{6.пr}
\end{align*}
$$

Thus, by the use of a Fourier transformation, it follows at once that

$$
\begin{equation*}
\left.\int_{-\infty}^{\infty} \tilde{\varepsilon}^{\infty}\right|_{u-\varepsilon} ^{u+\varepsilon} \int^{u+i t v} d s(v)-\left.e^{-i u t}(s(u+\varepsilon)-s(u-\varepsilon))\right|^{2} d u=0(\mathrm{I}) \tag{6.12}
\end{equation*}
$$

Inasmuch as we may readily show that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty}|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=0 \tag{6.13}
\end{equation*}
$$

and since

$$
\begin{align*}
\rho(t) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty} e^{-i t u}|s(u+\varepsilon)-s(u-\varepsilon)|^{\varepsilon} d u \\
& +\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty}\left[\int_{u-\varepsilon}^{u+\varepsilon} e^{-i t v} d s(v)-e^{-i u t}(s(u+\varepsilon)-s(u-\varepsilon))\right][\bar{s}(u+\varepsilon)-\bar{s}(u-\varepsilon)] d u, \tag{6.14}
\end{align*}
$$

it follows by an elementary use of the Schwarz inequality that

$$
\begin{equation*}
\varphi(t)=\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{-\infty}^{\infty} e^{-i t u}|. s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u . \tag{6.15}
\end{equation*}
$$

This formula holds in the same sense as (5.53) for each $t$ independently.
We may deduce from (6.06) the analogous formula

$$
\begin{equation*}
\int_{-\lambda}^{\lambda} d y \int_{P}^{A} e^{-i y u} d s(u)=\int_{P}^{A} \frac{2 \sin \lambda u}{u} d s(u) \tag{6.16}
\end{equation*}
$$

by an easily justified inversion of the order of integration. Furthermore,

$$
\begin{align*}
& \int_{-\lambda}^{\lambda} d y \lim _{B \rightarrow \infty} \frac{\mathrm{I}}{2 \pi i} \int_{-B}^{B} f(\xi+y) \frac{e^{i A \xi}-e^{i P \xi}}{\xi} d \xi \\
& \quad=\text { l.i.m. }_{B \rightarrow \infty} \frac{\mathrm{I}}{2 \pi i} \int_{-B}^{B} \frac{e^{i i A_{\xi}}-e^{i P \xi}}{\xi} d \xi \int_{-\lambda}^{\lambda} f(\dot{\xi}+y) d y \tag{6.17}
\end{align*}
$$

as may be deduced from the fact that

$$
\int_{N}^{\infty} \frac{|f(\xi+y)|^{2}}{\xi^{2}} d \xi \quad \text { and } \quad \int_{-\infty}^{-N} \frac{|f(\xi+y)|^{2}}{\xi^{2}} d \xi
$$

tend uniformly to o with increasing $N$ for all $y$ in $(-\lambda, \lambda)$. Thus to

$$
\int_{-\lambda}^{\lambda} f(x+y) d y \text { there corresponds } \int_{P}^{A} \frac{2 \sin \lambda u}{u} d s(u)
$$

in the same sense in which to $f(x)$ there corresponds $s(A)$. It follows from (5.53) that

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \frac{\mathrm{I}}{2 \mu} \int_{-\infty}^{\infty}\left|\int_{A-\mu}^{A+\mu} \frac{2 \sin \lambda u}{u} d s(u)\right|^{2} d A=\lim _{T \rightarrow \infty} 2{ }_{T} \int_{-T}^{T}\left|\int_{-\lambda}^{\lambda} f(x+y) d y\right|^{2} d x \tag{6,18}
\end{equation*}
$$

As in (6.09),

$$
\begin{align*}
\int_{A-\mu}^{A+\mu} \frac{2 \sin \lambda u}{u} d s(u)= & \frac{2 \sin \lambda(A+\mu)}{A+\mu} s(A+\mu)-\frac{2 \sin \lambda(A-\mu)}{A-\mu} s(A-\mu) \\
& -\int_{A-\mu}^{A+\mu} s(u) \frac{d}{d u}\left(\frac{2 \sin \lambda u}{u}\right) d u \tag{6.19}
\end{align*}
$$

and as in (6. 10),

$$
\begin{align*}
\frac{\mathrm{I}}{\mu} \int_{A-\mu}^{A+\mu} \frac{2 \sin \lambda u}{u}- & d s(u)-\frac{2 \sin \lambda A}{A \mu}[s(A+\mu)-s(A-\mu)] \\
& ={\underset{\mu}{\mu} \int_{A-\mu}^{\mathrm{I}}}_{A+\mu}^{\mu} d s(u) \int_{-\lambda}^{\lambda} e^{-i \sigma u} d \sigma-2 \int_{-\lambda}^{\lambda} e^{-i \sigma . A} d \sigma[s(A+\mu)-s(A-\mu)] \\
& =\int_{-\lambda}^{\lambda} d \sigma \operatorname{limim}_{B \rightarrow \infty} \frac{\mathrm{I}}{\pi} \int_{-B}^{B} f(\xi+\sigma) e^{i A \sigma}\left[\frac{\sin \mu \xi}{\mu \xi}-\frac{\sin \mu(\xi+\sigma)}{\mu(\xi+\sigma)}\right] d \xi \tag{6.20}
\end{align*}
$$

because (6. 10) holds uniformly over a finite range of $\sigma$, because of the fact that

$$
\begin{equation*}
\left|\frac{\sin \mu \xi}{\mu \xi}-\frac{\sin \mu(\xi+\sigma)}{\mu(\xi-\sigma)}\right|=O\left(\xi^{-1}\right) \tag{6.2I}
\end{equation*}
$$

uniformly over such a range. Hence, as in (6. 12), we may show that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{1}{\mu^{2}}\left|\int_{A-\mu}^{A+\mu} \frac{2 \sin \lambda u}{u} d s(u)-\frac{2 \sin \lambda A}{A}[s(A+\mu)-s(A-\mu)]\right|^{2} \cdot d A=0(\mathrm{I}) \tag{6.22}
\end{equation*}
$$

and by an argument exactly similar to that leading to (6.15), we obtain

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}\left|\int_{-\lambda}^{\lambda} f(x+y) d y\right|^{2} d x=\lim _{\mu \rightarrow 0}-\frac{1}{2 \mu} \int_{-\infty}^{\infty} \frac{4 \sin ^{2} \lambda u}{u^{2}}-|s(u+\mu)-s(u-\mu)|^{2} d u \tag{6.23}
\end{equation*}
$$

for each $\lambda$ independently, in the same sense as that in which we have proved (5.53) and (6. I5).

We now proceed to the part of the theory that is specifically Bochner's. We wish to discuss the harmonic analysis of functions which are no longer bounded on the average (for so we may interpret the finiteness of $\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T}|f(x)|^{2} d x$ ), but instead have on the average an algebraic rate of growth as the argument proceeds to $\pm \infty$. That is, we assume the existence of

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2} \int_{T^{-n}}^{T}|f(x)|^{2} d x \tag{6.24}
\end{equation*}
$$

and we shall take $n$ to be a positive odd integer. By arguments following identically the lines laid down for $n=\mathrm{I}$, we show that

$$
\begin{equation*}
\left[\int_{1}^{T}+\int_{-T}^{-1}\right] \left\lvert\, \frac{\left.f(x)\right|^{2}}{x^{n+1}} d x=0(\mathrm{I})\right. \tag{6.25}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
\left[\int_{i}^{\infty}+\int_{-\infty}^{-1}\right] \frac{|f(x)|^{2}}{x^{n+1}} d x \tag{6.26}
\end{equation*}
$$

exists. We can then show the existence of

$$
\begin{align*}
s(u) & =s_{1}(u)+s_{2}(u) \\
& =\frac{\mathrm{I}}{2 \pi} \int_{-1}^{1} f(x)\left[\left(\int_{0}^{u}\right)^{\frac{n+1}{2}} e^{i \cdot x} d v\right] d x+\frac{\mathrm{I}}{2 \pi} \operatorname{linim.~}_{A \rightarrow \infty}\left[\int_{1}^{A}+\int_{-A}^{-1}\right]_{(i x)^{2}}^{e^{n+1}} d x(x) \tag{6.27}
\end{align*}
$$

If we now put

$$
\begin{align*}
& \Delta_{\mu}^{\frac{n+1}{2}}(s)=s\left(u+\mu\left(\frac{n+\mathrm{I}}{2}\right)\right)-n s\left(u+\mu\left(\frac{n-3}{2}\right)\right)+\frac{n(n-1)}{2!} s\left(u+\mu\left(\frac{n-7}{2}\right)\right) \\
& -\cdots \pm s\left(u-\mu\left(\frac{n+\mathrm{I}}{2}\right)\right) \\
& =\frac{2^{\frac{n+1}{2}}}{2 \pi} \lim _{A \rightarrow \infty} . \int_{-A}^{A} f(x) e^{i x x} \frac{\sin ^{\frac{n+1}{2}} \mu x}{x^{\frac{n+1}{2}}} d x, \tag{6.28}
\end{align*}
$$

we can show by a Plancherel argument that

$$
\begin{equation*}
\mathrm{I}_{\mu} \int_{-\infty}^{\infty}\left|\triangle_{\mu}^{\frac{n+1}{2}}(s(u))\right|^{2} d u=\frac{2^{n}}{\pi \mu} \int_{-\infty}^{\infty}|f(x)|^{2} \frac{\sin ^{n+1} \mu x}{x^{n+1}} d x \tag{6.29}
\end{equation*}
$$

It is easy to show that for any function $F(x)$,

$$
\begin{equation*}
\frac{\mathrm{I}}{T^{n}} \int_{0}^{T} F(x) d x=\frac{\mathrm{I}}{T^{n}} \int_{0}^{T} \frac{F(x)}{x^{n-1}} x^{n-1} d x=\int_{0}^{1} \frac{F(T y)}{(T y)^{n-1}} y^{n-1} d y \tag{6.30}
\end{equation*}
$$

Inasmuch as

$$
\begin{equation*}
\int_{0}^{1} y^{n-1} d y=\mathrm{I} / n \tag{6.3I}
\end{equation*}
$$

if we put

$$
\begin{equation*}
F(x) / n x^{n-1}=G(x) \tag{6.32}
\end{equation*}
$$

the above integral is a mean of $G$, in the sense in which means enter into our general Tauberian theorem. Furthermore,

$$
\begin{align*}
\frac{2^{n+1}}{\pi \mu} \int_{0}^{\infty} F(x) \frac{\sin ^{n+1} \mu x}{x^{n+1}} d x & =\frac{2^{n+1} n}{\pi \mu} \int_{0}^{\infty} G(x) \frac{\sin ^{n+1} \mu x}{x^{2}} d x \\
& =\frac{2^{n+1} n}{\pi} \int_{0}^{\infty} G(y / \mu) \frac{\sin ^{n+1} y}{y^{2}} d y \tag{6.33}
\end{align*}
$$

and if we put

$$
\begin{equation*}
\frac{2^{n+1} n}{\pi} \int_{0}^{\infty} \frac{\sin ^{n+1} y}{y^{2}} d y=P_{n} \tag{6.34}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{2^{n+1}}{\pi \mu P_{n}} \int_{0}^{\infty} F(x) \frac{\sin ^{n+1} \mu x}{x^{n+1}} d x \tag{6.35}
\end{equation*}
$$

is another mean of the quantity $G$. If we set

$$
M_{1}(x)\left[\text { or } M_{2}(x)\right]=\left\{\begin{array}{l}
n x^{n-1} ;[0<x<\mathrm{I}]  \tag{6.36}\\
0 \quad ;[x \geq \mathrm{I}]
\end{array} \quad M_{2}(x)\left[\text { or } M_{1}(\dot{x})\right]=\frac{2^{n+1} n \sin ^{n+1} x}{\pi P_{n}^{-} \frac{x^{2}}{x^{2}}}\right.
$$

then

$$
\begin{equation*}
\int_{0}^{\infty} M_{1}(x) x^{i u} d x=\frac{n}{n+i u} \neq 0 . \tag{6.37}
\end{equation*}
$$

As to

$$
\int_{0}^{\infty} M_{2}(x) x^{i u} d x
$$

we have

$$
\begin{array}{rl}
\int_{0}^{\infty} \sin ^{n+1} & x x^{i u-2} d x \\
& =\int_{0}^{\infty} \frac{(n+1)!}{2^{n-1}}\left[\frac{\sin ^{2} x}{\frac{n-1}{2}!\frac{n+3}{2}!}-\frac{\sin ^{2} 2 x}{\frac{n-3}{2}!\frac{n+5}{2}!}+\frac{\sin ^{2} 3 x}{\frac{n-5}{2}!\frac{n+7}{2}!}-\cdots\right] x^{i u-2} d x
\end{array}
$$

Hence

$$
\begin{align*}
& \int_{0}^{\infty} M_{2}(x) x^{i u} d x=\frac{4 n(n+1)!}{\pi P_{n}} \\
& \quad\left[\frac{1}{\left[\frac{n-1}{2}!\frac{n+3}{2}!\right.}-\frac{2^{i u-1}}{\frac{n-3}{2}!\frac{n+5}{2}!}+\frac{3^{i u-1}}{\frac{n-5}{2}!\frac{n+7}{2}!}-\cdots\right] \int_{0}^{\infty} \sin ^{2} x x^{i u-2} d x \tag{6.38}
\end{align*}
$$

We have already seen that
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$$
\begin{equation*}
\int_{0}^{\infty} \sin ^{2} x x^{i u-2} d x \neq 0 \tag{6.39}
\end{equation*}
$$

Thas the question of the possibility that

$$
\int_{0}^{\infty} M_{\mathbf{2}}(x) x^{i u} d x
$$

should vanish depends on the possibility of the vanishing of

$$
\begin{equation*}
\frac{1}{\frac{n-1}{2}!\frac{n+3}{2}!}+\frac{3^{i u-1}}{\frac{n-3}{2}!\frac{n+5}{2}!}+\frac{n-5!\frac{n+7}{2}!}{2} \cdots \tag{6.40}
\end{equation*}
$$

It is easy enough to prove that this cannot vanish for $n=1,3,5,7,9$, I I but the author has not yet been able to produce a proof in the general case.

In case this expression does not vanish, we may apply our Tauberian theorem, replacing $f(x)$ by $|f(x)|^{2}+|f(-x)|^{2}$. We shall assume to begin with that $f(x)$ vanishes in the neighbourhood of the origin. Then

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T^{n}} \int_{-T}^{T}|f(x)|^{2} d x=A \tag{6.4I}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \frac{\mathrm{I}}{P_{n} \mu} \int_{-\infty}^{\infty}\left|\triangle_{\mu}^{\frac{n+1}{2}} s(u)\right|^{2} d u=\lim _{\mu \rightarrow 0} \frac{2^{n}}{P_{n}} \pi \int_{-\infty}^{\infty}|f(x)|^{2} \frac{\sin ^{n+1} \mu x}{x^{n+1}} d x \tag{6.42}
\end{equation*}
$$

are equivalent.
We have put $f(x)=0$ in the neighbourhood of the origin to be sure of the boundedness of

$$
\begin{equation*}
\frac{\mathrm{I}}{2 T^{n}} \int_{-T}^{T}|f(x)|^{2} d x \cdot \text { and } \frac{2^{n}}{P_{n} \pi \mu} \int_{-\infty}^{\infty}|f(x)|^{\frac{\sin ^{n+1}}{\cdot \mu x}} x^{n}-1-x ~ d x \tag{6.43}
\end{equation*}
$$

In any case,

$$
\lim _{T \rightarrow \infty} \frac{1}{2 T^{n}} \int_{-T}^{T}|f(x)|^{2} d x
$$

will not be changed if $f(x)$ is made to vanish in this neighbourhood. Moreover,

$$
\begin{equation*}
\frac{1}{\mu} \int_{-B}^{B}|f(x)|^{2} \frac{\sin ^{n+1}-\mu x}{x^{n+1}} d x \leq \mu^{n} \int_{-B}^{B}|f(x)|^{2} d x . \tag{6.44}
\end{equation*}
$$

Thus

$$
\lim _{\mu \rightarrow 0} \bar{P}_{n} \bar{\mu}-\int_{-\infty}^{\infty}\left|\Delta_{\mu}^{\frac{n+1}{2}} s(u)\right| d u
$$

will not be changed either, and we may always write:

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \frac{1}{P_{n}}-\int_{-\infty}^{\infty}\left|\Delta_{\mu}^{\frac{n+1}{2}} s(u)\right|^{2} d u=\lim _{T \rightarrow \infty} \frac{1}{2}-\frac{1}{T^{n}} \int_{-T}^{T}|f(x)|^{2} d x \tag{6.45}
\end{equation*}
$$

We now come to the problem of returning from $s(u)$ to $f(x)$. We should expect formally

$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} e^{-i u x} d^{\frac{n+1}{2}} s(u) / d u^{\frac{n-1}{2}} \tag{6.46}
\end{equation*}
$$

Again, we need to interpret

$$
\int_{-\infty}^{\infty} e^{-i u x} d^{\frac{n+1}{2}} s(u) / d u^{\frac{n-1}{2}}
$$

by an integration by parts, and again some form of summation is necessary to get a more manageable expression. One method is the following: Let us replace

$$
\int_{-\infty}^{\infty} e^{-i u x} d^{\frac{n+1}{2}} s(u) / d u^{\frac{n-1}{2}}
$$

by

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-\lambda u^{2}-i u x} d^{\frac{n+1}{2}} s(u) / d u^{\frac{n-1}{2}} \tag{6.47}
\end{equation*}
$$

and let us investigate its behavior as $\lambda \rightarrow 0$. This expression is to be interpreted by $\frac{n+1}{2}$ formal integrations by parts, which convert it to

$$
\begin{equation*}
(-\mathrm{I})^{\frac{n+1}{2}} \int_{-\infty}^{\infty} s_{\mathbf{2}}(u) d^{\frac{n+1}{2}}\left(e^{-k u^{\bullet}-i u x}\right) / d u^{\frac{n+1}{2}} d u . \tag{6.48}
\end{equation*}
$$

It then becomes obvious that this expression will have the same limit in the mean as

$$
\begin{equation*}
\int_{-B}^{B} s_{2}(u)(i x)^{\frac{n+1}{2}} e^{-i u x} d u \quad[B \rightarrow \infty] \tag{6.49}
\end{equation*}
$$

It here will, however, be $f(x)$ if $|x|>A$, and will be o otherwise. To see this, we need only compare $\frac{d^{\frac{n+1}{2}}}{d x^{\frac{n+1}{2}}}\left(e^{-\lambda u^{2}-i u x}\right)$ with $\frac{d^{\frac{n+1}{2}}}{d x^{\frac{n+1}{2}}} e^{-i u x}$. A similar result holds for $s_{1}(u)$, and the final result is that over any finite interval not including the origin,

$$
\begin{equation*}
f(x)=\underset{\lambda \rightarrow 0}{\operatorname{li.m} .} \int_{-\infty}^{\infty} e^{-i u u^{-i u x}} d^{\frac{n+1}{2}} s(u) / d u^{\frac{n-1}{2}} \tag{6.50}
\end{equation*}
$$

## 7. The Hahn generalization of harmonic analysis.

Up to the present we have concerned ourselves rather with questions of convergence in the mean than of ordinary convergence. Retaining our previous notation, in the case where $n=1$, we may raise the further questions: when does

$$
\int_{-A}^{A} e^{-i u x} d s(u)
$$

exist for all $u$ as an ordinary Stieltjes integral, rather than a generalized Stieltjes integral such as we have treated in the last section? When does

$$
\lim _{A \rightarrow \infty} \int_{-A}^{A} e^{-i u x} d s(u)
$$

converge in the ordinary sense? These questions furnish the vital link between the generalized harmonic analysis of Hahn, and that developed here. In the
second problem of this section, it is at present not likely that we can obtain conditions that are both necessary and sufficient. The necessary and sufficient answer to the first question is manifestly that $s(u)$ should be of limited total variation over any finite interval. We have

$$
\begin{align*}
& s(v)-s(u)=\underset{B \rightarrow \infty}{\operatorname{li.m} .} \frac{1}{2 \pi} \int_{-B}^{B} f(x) \frac{e^{i v x}-e^{i u x}}{i x} d x \\
& \operatorname{lii.m.~}_{B \rightarrow \infty} \frac{-I}{2 \pi} \int_{-B}^{B} \frac{e^{i v x}-e^{i u x}}{i x} d \int_{0}^{x} f(\xi) d \xi \\
& =\underset{B \rightarrow \infty}{\operatorname{li.m.}} \frac{\mathrm{I}}{2 \pi}\left\{\frac{e^{i v B}-e^{i u B}}{i B}-\int_{0}^{B} f(\xi) d \xi+\frac{e^{-i v B}-\epsilon^{-i u B}}{i B} \int_{0}^{-B} f(\xi) d \xi\right. \\
& +i \int_{-B}^{B}\left[\begin{array}{c}
i v x-1 \\
x^{2} \\
\left.\left.e^{i v x}-\frac{i u x-1}{x^{2}}-e^{i u x}\right] d x \int_{0}^{x} f(\xi) d \xi\right] . . . . ~ . ~ . ~
\end{array}\right. \tag{7.0I}
\end{align*}
$$

If now we assume that

$$
\begin{equation*}
F^{\prime}(x)=\int_{0}^{x} f(\xi) d \xi=O\left(x^{-1}\right) \tag{7.02}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
s(v)-s(u)=i \int_{-\infty}^{\infty} F(x)\left[\frac{i v x-\mathrm{I}}{x^{2}} e^{i v x}-\frac{i u x--1}{x^{2}} e^{i u x}\right] d x . \tag{7.03}
\end{equation*}
$$

Inasmuch as by our assumptions

$$
\int_{1}^{\infty} \frac{F^{\prime}(x)}{x^{2}} e^{i u x} d x \text { and } \int_{1}^{\infty} \frac{F(x)}{x} e^{i u x} d x
$$

converge and represent functions with quadratically summable derivatives, $s(u)$ is of limited total variation over any finite region. Thus (7.02) is a sufficient condition for the answer to our first question to be in the affirmative.

Let us now suppose our first question affirmatively answered. The formal integration by parts by which we have defined $\int_{-A}^{A} e^{-i u x} d s(u)$ in the general case
may now be carried out, and all our quasi-Stieltjes integrals become ordinary Stieltjes integrals. If, on the other hand, $s(u)$ is not of limited total variation, Hahn adopts a generalized definition of the Stieltjes integral identical in content with that here given. In either case, we have already seen that
and that

$$
\begin{equation*}
f(x)=\lim _{A \rightarrow \infty} \frac{1}{2 \pi A} \int_{-\infty}^{\infty} f(\xi) \frac{1-\cos 2 A(\xi-x)}{(\xi-x)^{2}} d \xi \tag{7.05}
\end{equation*}
$$

Moreover,
$\underset{B \rightarrow \infty}{\operatorname{li.m}} \frac{\mathrm{I}}{2 \pi A} \int_{-B}^{B} f(\xi) \frac{\mathrm{I}-\cos 2 A(\xi-x)-2 \Lambda(\xi-x) \sin A(\xi-x)}{(\xi-x)^{2}} d \xi$

$$
=\frac{\mathrm{I}}{2} \int_{-\infty}^{\infty} f\left(\xi+\frac{w}{A}\right) \frac{\mathrm{I}-\cos 2 w-2 w \sin w}{w^{2}} d w
$$

$$
=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty}\left[f\left(\xi+\frac{w}{A}\right)-f(\xi)\right] \frac{\mathrm{i}-\cos 2 w-2 w \sin w}{w^{2}} d w
$$

$$
+\frac{f(\xi)}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{}-\frac{\cos 2 w-2 w \sin w}{w^{2}} d w
$$

$$
=\frac{\mathrm{I}}{2 \pi} \int_{-D}^{D}\left[f\left(\xi+\frac{w}{A}\right)-f(\xi)\right] \mathrm{I}-\cos 2 w-2 w \sin w w^{w^{2}} d w
$$

$$
+\frac{\mathrm{I}}{2 \pi}\left[\int_{-\infty}^{-D}+\int_{D}^{\infty}\right]\left[f\left(\xi+\frac{w}{A}\right)-f(\xi)\right] \frac{\mathrm{I}-\cos 2 w-2 w \sin w}{w^{2}} d w
$$

Thus a sufficient condition for

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-i x u} d s(u)=f(x) \tag{7.07}
\end{equation*}
$$

is that $f(x)$ should satisfy locally one of the sufficient conditions for the convergence of a Fourier series, and that

$$
\left[\int_{-\infty}^{-1}+\int_{1}^{\infty}\right]\left|\frac{f(w)}{w}\right| d w \text { converge }
$$

or what is the same, that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\frac{f(w)}{\sqrt{1+w^{2}}}\right| d w \tag{7.08}
\end{equation*}
$$

exist. This condition thus constitutes a sufficient solution of the Hahn problem. To such a function we may add any function with a convergent Fourier series, without destroying the fact that it solves Hahn's problem.

Another condition under which ( 7.07 ) holds is that $f(x)$ should be of the form

$$
g(x) \cdot h(x)
$$

where $g(x)$ is periodic, and $h(x)$ bounded and monotone at $\pm \infty$, and that $f(x)$ should .satisfy one of the sufficient conditions for the convergence of a Fourier series to its function. As in the previous case, the proof of his assertion made by Hahn depends simply on the fact that the second term of the last line of (7.06) will then vanish with increasing $D$, while the first term is asymptotically equal to the difference between the Cesaro and ordinary partial sums of the Fourier integral of the function $f(x)$ mutilated by being made to vanish outside the interval $(-D, D)$. It then follows from the Fejér theorem and the fact that the conditions for the convergence of such a Fourier integral and of a Fourier series are the same, that Hahn's theorem holds.

The class of functions for which $s(u)$ exists as an ordinary Stieltjes integral is too narrow to cover the physically interesting cases of continuous spectra. To see this, let $f(x)$ be a function for which $\varphi(x)$ and $S(u)$ exist, and let

$$
f^{(\eta)}(x)=\frac{1}{2 \eta} \int_{-\eta}^{\eta} f(x+\xi) d \xi
$$

Let us suppose that

$$
\begin{equation*}
\varphi^{(\eta)}(x)=\lim _{T \rightarrow \infty} \frac{\mathbf{I}}{2 T} \int_{-T}^{T} f^{(\eta)}(x+t) f^{(\eta)}(t) d t \tag{7.10}
\end{equation*}
$$

exists for every $x$, and hence that

$$
\begin{equation*}
S^{(\eta)}(u)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \varphi^{(\eta)}(x) \frac{e^{i u x}-\frac{1}{i x}}{i x} d x \tag{7.11}
\end{equation*}
$$

exists. Then

$$
\begin{align*}
& \varphi^{(\eta)}(x)=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \frac{\mathrm{I}}{4 \eta^{2}} \int_{-\eta}^{\eta} d \xi \int_{-\eta}^{\eta} d \zeta \int_{-T}^{T} f(x+t \dot{+} \bar{\xi} \bar{f}(t+\zeta) d t \\
& =\frac{\mathrm{I}}{4 \eta^{2}} \int_{-\eta}^{\eta} d \xi \int_{-\eta}^{\eta} d \zeta \varphi(x+\xi-\zeta) \\
& =\frac{\mathrm{I}}{4} \int_{\eta^{2}}^{\eta} d \xi \int_{-\eta}^{\eta-\xi} \varphi(x-y) d y \\
& =\frac{\mathrm{I}}{4 \eta^{2}}\left\{\int_{-2}^{0} \varphi(x-y) d y+\eta \int_{0}^{2 \eta} \varphi(x-y) d y-\int_{-\eta}^{\eta} \xi[\varphi(x+\eta+\xi)-\varphi(x-\eta+\xi)] d \xi\right\} \\
& =\frac{\mathrm{I}}{4 \eta^{2}} \int_{-2 \eta}^{2 \eta} \varphi(x-y)(2 \eta-|y|) d y ;  \tag{7.12}\\
& S^{(\eta)}(u+\mu)-S^{(\eta)}(u-\mu)=\frac{1}{\pi} \operatorname{lifim}_{A \rightarrow \infty} \int_{-A}^{A} \varphi^{(\eta)}(x) \frac{\sin \mu x}{x} e^{i u x} d x \\
& =1 . \operatorname{i.m} . \frac{\mathbf{I}}{A \rightarrow \infty} \int_{4 \pi \eta^{2}}^{2 \eta}(2 \eta-|y|) d y \int_{-2 \eta}^{A-y} \varphi(x-y) \frac{\sin \mu x}{x} e^{i u x} d x \\
& =\operatorname{li.i.m}_{A \rightarrow \infty} \frac{\mathbf{1}}{4 \pi \eta^{2}} \int_{-A}^{A} \varphi(x) d x \int_{-2 \eta}^{2 \eta}(2 \eta-|y|) \frac{\sin \mu(x+y)}{x+y} e^{i u(x+y)} d y
\end{align*}
$$

$$
\begin{align*}
& =1 . \mathrm{i} . \mathrm{m} . \frac{1}{4 \pi \eta^{2}} \int_{-A}^{A} \varphi(x) d x \int_{u \rightarrow \mu}^{u+\mu} \frac{e^{i w x}(\underline{(1-\cos 2 w \eta)}}{w^{z}} d w \\
& =\operatorname{lim.m.~}_{A \rightarrow \infty} \frac{\mathrm{I}}{4 \pi \eta^{2}} \int_{u \rightarrow \mu}^{u+\mu} \frac{\mathrm{I}-\cos 2 w \eta}{w^{2}} d w \int_{-A}^{A} \varphi(x) \frac{e^{i u x}-\mathrm{I}}{i x} d x \\
& =-\frac{1}{4 \pi \eta^{2}} \int_{u-\mu}^{u+\mu} \frac{\mathrm{I}-\cos 2 w \eta}{w^{2}} d w \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i w x}-\mathrm{I}}{i x} d x \\
& =\frac{\mathrm{I}}{2 \eta^{\overline{2}}} \int_{u-\mu}^{u+\mu} \frac{\mathrm{I}-\cos 2 w \eta}{w^{2}}-\frac{{ }^{2}}{u+\mu} d S(w)=\int_{u-\mu}^{\sin ^{2} \eta w} \frac{\eta^{2} w^{2}}{\eta^{2}} d S(w) ;  \tag{7.13}\\
& s^{(v)}(u+\varepsilon)-s^{(v)}(u-\varepsilon)=\underset{A \rightarrow \infty}{\operatorname{li.m}} \cdot \frac{\mathrm{I}}{\pi} \int_{-A}^{A} f^{(\eta)}(x) \frac{\sin \varepsilon x}{x}-e^{i u x} d x \\
& =\operatorname{limim.~}_{A \rightarrow x} \frac{\mathbf{I}}{2 \pi \eta} \int_{-\eta}^{\eta} d \xi \int_{-A}^{A} f(x+\xi) \frac{\sin \varepsilon x}{x} e^{i u x} d x \\
& =\frac{\mathrm{I}}{2} \int_{-\eta}^{\eta} d \xi \int_{u-\varepsilon}^{u+\varepsilon} e^{-t \xi u} d s(u)[\mathrm{by}(6.06)] . \tag{7.14}
\end{align*}
$$

Although this is not in general an ordinary Stieltjes integral, we may integrate by parts and then invert the order of integration, and thus obtain

$$
\begin{equation*}
s^{(\eta)}(u+\varepsilon)-s^{(\eta)}(u-\varepsilon)=\frac{1}{2 \eta} \int_{u \rightarrow \varepsilon}^{u+\varepsilon} d s(u) \int_{-\eta}^{\eta} e^{-i \bar{\Sigma} u} d \xi=-\int_{u-\varepsilon}^{u+\varepsilon} \frac{\sin \eta u}{\eta u} d s(u) . \tag{7.15}
\end{equation*}
$$

Hence, by (5.53) and (6.23),

$$
\begin{equation*}
\varphi^{(\eta)}(0)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T}\left|f^{(\eta)}(x)\right|^{2} d x=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty} \frac{\sin ^{2} \eta u}{\eta^{\varepsilon} u^{2}}|s(u+\varepsilon)-s(u-\varepsilon)|^{\varepsilon} d u \tag{7.16}
\end{equation*}
$$

[^0]By (7.14),

$$
\begin{align*}
\varphi^{(\eta)}(o) & =\frac{-\mathrm{I}}{4} \eta_{-2}^{2} \int_{-2 \eta}^{2 \eta} \varphi(\xi)(2 \eta-|\xi|) d \xi \\
& =-\frac{\mathrm{I}}{4} \eta^{\overline{2}} \int_{0}^{2 \eta} 2 \lambda d \lambda\left[\frac{\mathrm{I}}{2 \lambda} \int_{-i}^{\lambda} \varphi(\xi) d \xi\right], \tag{7.17}
\end{align*}
$$

which in combination with (5.47) leads us to

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \varphi^{(\eta)}(0)=S(\infty)-S(-\infty) \tag{7.18}
\end{equation*}
$$

In other words,

If we now assume that

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \varphi^{(\eta)}(\mathrm{o})=\varphi(\mathrm{o}) \tag{7.20}
\end{equation*}
$$

it follows from (7.2I), (7.22), and (5.54) that

$$
\begin{equation*}
\lim _{\eta \rightarrow 0 \varepsilon \rightarrow 0} \lim _{2} \frac{\mathrm{I}}{2 \varepsilon} \int_{-\infty}^{\infty}\left[\mathrm{I}-\frac{\sin ^{2} \eta u}{\eta^{2} u^{2}}\right]|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=0 \tag{7.21}
\end{equation*}
$$

or since $\sin \eta u / \eta u$ tends to I as $\eta \rightarrow 0$

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon}\left[\int_{A}^{\infty}+\int_{-\infty}^{-A}\right]|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=0 \tag{7.22}
\end{equation*}
$$

If $\varphi(x)$ is a continuous function, not only shall we have (7.20) as a consequence of (7.17), but all the functions $\varphi^{(\eta)}(x)$ will be continuous, as follows from (7.12). Then, by (6. 15), we shall have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty} e^{-i u x}|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=\int_{-\infty}^{\infty} e^{-i u x} d S(u) \tag{7.23}
\end{equation*}
$$

It follows at once that if $P(u)$ is a trigonometrical polynomial, or the uniform limit of such a polynomial,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty} P(u)|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=\int_{-\infty}^{\infty} P(u) d S(u) \tag{7.24}
\end{equation*}
$$

For the transition to the case where $P(u)$ is a uniform limit of a polynomial we need only make appeal to the boundedness of

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty}|s(u+\varepsilon)-s(u-\varepsilon)|^{q} d u \tag{7.25}
\end{equation*}
$$

Hence, by Fejér's theorem, $P(u)$ may be any continuous periodic function, and because of ( 7.22 ), any continuous function differing from o only over a finite range, as the change in the left side of this expression due to making $P(u)$ artificially periodic tends to $o$ as the period increases.

It follows at once that under the hypotheses:
(a)

$$
\boldsymbol{\varphi}^{(\eta)}(x) \text { exists for every } x \text { and } \eta
$$

(b)

$$
\varphi(x) \text { is continuous; }
$$

if

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{\alpha}^{\beta}|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=0 \tag{7.26}
\end{equation*}
$$

over any interval, $S(u)$ is a constant over any interior interval. Thus if $s(u)$ is of limited total variation over any finite interval, and is continuous, $S(u)$ reduces to a constant, and the spectrum of $f(x)$ vanishes. In other words, the very natural hypotheses (a) and (b) are inconsistent with the existence of a continuous spectrum, provided $s(u)$ is of limited total variation. To see this, we need only notice that almost everywhere

$$
\begin{aligned}
S\left(u_{2}\right)-S\left(u_{1}\right) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{u_{1}}^{u_{2}}|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u \\
& =\text { sum of squares of jumps of } S(u) \text { between } u_{1} \text { and } u_{2} . \quad(7.27)
\end{aligned}
$$

Thus the expansion of $f(x)$ in an ordinary Stieltjes integral is not adequate to the discussion of such continuous spectra as occur in physics, inasmuch, as in these cases, as we shall see in section 13, conditions analogous to (a) and (b) are fulfilled.

## CHAPTER III.

## 8. Harmonic analysis in more than one dimension.

The elementary function of harmonic analysis in one dimension is $e^{i u x}$. In $n$ dimensions, this is replaced by

$$
e^{i\left(u_{1} x_{1}+\cdots+u_{n} x_{n}\right)}
$$

which we may write vectorially

$$
e^{i(U \cdot X)}
$$

where the vector $X$ represents the argument of the function to be analyzed, and the vector $U$ the vectorial frequency. If we keep the term ( $U . X$ ) invariant, and $X$ varies cogrediently, $U$ varies contragrediently. Thus the familiar duality relation between Fourier transforms is intimately connected with the point-plane duality of geometry. This is why the relation between position-coordinates and momentum-coordinates in modern quantum physics appears as a Fourier duality, while the same relation appears in the theory of relativity as the relation between a certain cogredient tensor and a certain contragredient tensor.

Practically the whole generalized theory of harmonic analysis so far developed is susceptible to a generalization to $n$ dimensions. This generalization has been carried out by Mr. A. C. Berry, who has been kind enough to furnish me with the following summary of his Harvard doctoral thesis.

It is necessary to introduce certain notations at once and to make a few preliminary remarks. Let there be given a real $n$-dimensional space and, in it, some fixed reference point, or origin, $O$. If $X$ is an arbitrary point of this space, the symbol $X$ shall be used to denote not only this point, but also any real $n$-dimensional vector equivalent to the directed line segment $O X$. Let $f(X)$ be any complex, measurable function defined for all such real arguments $X$. Hereafter it will be assumed that all functions with which we start satisfy these requirements. If $R$ is any measurable point-set, then

$$
\begin{equation*}
\int_{R} f(X) d V_{X} \tag{8.oI}
\end{equation*}
$$

shall mean the $n$-dimensional volume integral, in the sense of Lebesgue, of $f(X)$ taken over the region $R$. Since, in general, $n$-dimensional »spheres» will be employed as regions of integration, it will be convenient to use the notation $(r ; X)$ to signify a sphere of radius $r$ and having its center at $X$. The vector interpretation of $X$ enables us to write

$$
\begin{equation*}
\int_{(r ; Y)} f(X) d V_{X}=\int_{(r ; O)} f(X+Y) d V_{X} \tag{8.02}
\end{equation*}
$$

The »volume» or measure, of an $n$-dimensional sphere of radius $r$ is known to be

$$
\begin{equation*}
\frac{\pi^{\frac{n}{2}} \gamma^{n k}}{\Gamma\left(\frac{n}{2}+\Gamma\right)} \tag{8.03}
\end{equation*}
$$

which quantity, hereafter, shall be denoted by the symbol $v(r)$. Thus the average of a function $f(x)$ over a sphere of radius $r$ about the point $Y$ is

$$
\begin{equation*}
\frac{\mathrm{I}}{v(r)} \underset{(r ; Y)}{ } \int_{Y)} f(X) d V_{X} \tag{8.04}
\end{equation*}
$$

Corresponding to the theorem, in one dimension, that a function is almost everywhere the derivative of its integral, there is here the fact that, for almost every $Y$,

$$
\begin{equation*}
\lim _{r \rightarrow 0} \underset{v}{\substack{\mathrm{I} \\(r ; \\(r)}} \int_{Y)} f(X) d V_{X}=\lim _{r \rightarrow 0} \frac{1}{v(r)} \int_{(r ; O)} f(X+Y) d V_{X}=f(Y) \tag{8.05}
\end{equation*}
$$

For any positive integer $m$ it readily follows that, almost everywhere,

$$
\begin{align*}
& \lim _{r \rightarrow 0} \frac{1}{[v(r)]^{m}} \int_{(r ; Y)} d V_{X_{m}} \cdots \int_{\left(r ; X_{3}\right)} d V_{X_{2}} \int_{\left(r ; X_{2}\right)} f\left(X_{1}\right) d V_{X_{1}} \\
= & \lim _{r \rightarrow 0} \frac{1}{\overline{[v}(r)]^{m}} \underset{(r ; O)}{ } d V_{X_{m}} \cdots \int_{(r ; O)} d V_{X_{3}} \int_{(r ; O)} f\left(X_{1}+X_{2}+\cdots+X_{m}+Y\right) d V_{X_{1}} \\
= & f(Y) . \tag{8.06}
\end{align*}
$$

The classical Stieltjes integral, for functions of a single variable,

$$
\int_{-\infty}^{\infty} f(x) d \varphi(x)
$$

may be defined under suitable conditions as the following limit:

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\mathrm{I}}{2 r} \int_{-\infty}^{\infty} f(x)\{\varphi(x+r)-\varphi(x-r)\} d x . \tag{8.o7}
\end{equation*}
$$

If one denotes by $(r ; x)$ that interval of length $2 r$ which has its center at the point $x$ and if one constructs the following function of an interval:

$$
\begin{equation*}
\boldsymbol{M}(r ; x)=\varphi(x+r)-\varphi(x-r) \tag{8.08}
\end{equation*}
$$

then this limit may be written in the form

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\mathrm{I}}{2 r} \int_{-\infty}^{\infty} f(x) M(r ; x) d x \tag{8.o9}
\end{equation*}
$$

which may be called the Stieltjes integral of the point-function $f$ with respect to the point-set-function $M$. Proceding by analogy we shall call the expression

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\mathrm{I}}{v(r)} \int_{\infty} f(X) M(r ; X) d V_{X} \tag{8.Io}
\end{equation*}
$$

when it exists, the Stieltjes integral of the $n$-dimensional point-function $f$ with respect to the region-function $M$, and shall denote it by the symbol

$$
\begin{equation*}
\int_{\infty} f(X) d_{X} M \tag{8.II}
\end{equation*}
$$

It will be necessary to introduce a generalization of this integral in order to handle certain region-functions $M$ to appear later. If the expression

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{[v(r)]^{m}} \int_{\infty} f(X) M(r ; X) d V_{X} \tag{8.12}
\end{equation*}
$$

exists it shall be called the $m$ th Stieltjes integral of $f$ with respect to $M$ and will be denoted by

$$
\begin{equation*}
\int_{\infty} f(X) d_{X}^{m} M \tag{8.13}
\end{equation*}
$$

A function $f(X)$ shall be said to be quadratically summable over all space, or q. s. over $\infty$, provided it satisfies the requirements laid down above and provided that

$$
\begin{equation*}
\int_{\infty}|f(X)|^{2} d V_{X} \tag{8.14}
\end{equation*}
$$

exists. A one-parameter family of functions $f_{n}(X)$, each of which is q. s. over $\infty$, is said to converge in mean to a function $f(X)$, also $\mathbf{q}$. s. over $\infty$, as $n \rightarrow \infty$, if

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \int_{\infty}\left|f(X)-f_{n}(X)\right|^{2} d V_{X}=0 \tag{8.15}
\end{equation*}
$$

We are now in a position to discuss the harmonic analysis of a given function $f(X)$. The fundamental theorem is, of course, Plancherel's theorem on the Fourier transform. In $n$ dimensions this reads as follows:

If $f(X)$ is $q$. s. over $\infty$, there exists its Fourier transform

$$
\begin{equation*}
g(U)=\lim _{R \rightarrow \infty} \cdot \frac{\mathrm{I}}{(2 \pi)^{n / 2}} \int_{R} f(X) e^{i(X \cdot U)} d V_{X} \tag{8.16}
\end{equation*}
$$

where the expanding region $R$ is selected from an arbitrary one-parameter family of regions which are such that ultimately $R$ covers and continues to cover almost any given point of space. All such transforms are equivalent; i.e. any pair of such functions can differ at most on a set of zero measure. Furthermore, $g(U)$ is $q$. $s$. over $\infty$ and satisfies the equality

$$
\begin{equation*}
\int_{\infty}|g(U)|^{2} d V_{U}=\int_{\infty}|f(X)|^{2} d V_{X} \tag{8.I7}
\end{equation*}
$$

For any integer $m \geq 1$, there exists as an absolutely convergent integral

$$
\begin{align*}
& \int_{(r ; 0)} d V_{T_{m}} \cdots \int_{(r ; 0)} d V_{T_{2}} \int_{(r ; v)} g\left(T_{1}+T_{2}+\cdots+T_{m}+U\right) d V_{T_{1}} \\
&=\frac{1}{(2 \pi)^{n / 2}} \int_{\infty} f(X)\left\{\int_{(r ; O)} e^{i(X \cdot T)} d V_{T}\right\}^{m} e^{i(X \cdot U)} d V_{X}, \tag{8.18}
\end{align*}
$$

which yields the following explicit formula for $g(U)$ :

$$
\begin{equation*}
g(U)=\lim _{r \rightarrow 0} \frac{\mathrm{I}}{(2 \pi)^{n / 2}} \cdot \frac{\mathrm{I}}{[v(r)]^{m}} \int_{\infty} f(X)\left\{\int_{(r ; O)} e^{i(X \cdot T)} d V_{T}\right\}^{m} e^{i(X \cdot U)} d V_{X} ; m=\mathrm{I}, 2, \ldots \tag{8.19}
\end{equation*}
$$

this limit existing for almost every $U$. Conversely, $g(U)$ possesses a Fourier transform and this is $f(-X)$ :

An equivalent statement is that $\bar{f}(X)$ is the Fourier transform of $\bar{g}(U)$. As above, we may write explicitly, for almost every $X$,
$f(X)=\lim _{r \rightarrow 0} \frac{\mathrm{I}}{(2 \pi)^{n / 2}} \cdot \frac{\mathrm{I}}{[v(r)]^{m}} \int_{\infty} g(U)\left\{\int_{(r ; 0)} e^{-i(U \cdot T)} d V_{T}\right\}^{m} e^{-i(X \cdot U)} d V_{U} ; m=\mathrm{I}, 2, \ldots$.
Finally, if $f_{1}(X)$ and $f_{2}(X)$ are each q. s. over $\infty$, and if $g_{1}(U)$ and $g_{2}(U)$ are their respective Fourier transforms, then

$$
\begin{equation*}
\int_{\infty} f_{1}(X) g_{2}(X) d V_{X}=\int_{\infty} f_{2}(U) g_{1}(U) d V_{U} \tag{8.22}
\end{equation*}
$$

We are thus possessed of a harmonic analysis of any quadratically summable function. For a given such function $f(X)$ this consists in associating with almost every vector frequency $U$ a complex amplitude $g(U)$. It is suggestive to imagine this $g(U)$ as the density of a complex mass distribution in the $U$ space. The converse procedure by which we rebuild the given $f(X)$ from this mass distribution may be described formally as follows: We begin by multiplying the density of this distribution by the factor,

$$
e^{-i(X \cdot U)}
$$

thus altering the complex phase of the density in an simply periodic fashion. This done, we calculate the total mass of the resulting distribution and find it to be $f(X)$.

Now, there exists a very important class of functions to which exactly this harmonic analysis cannot be given, namely the $n$-tuply periodic functions. If such a function $f(X)$ be also q. s. over an arbitrary finite region, it is known to possess an $n$-tuple Fourier series representation:

$$
\begin{equation*}
f(X) \sim \Sigma a_{k} e^{i\left(X \cdot U_{k}\right)} \tag{8.23}
\end{equation*}
$$

where the summation is effected for all points $U_{k}$ which are vertices of a certain rectangular network. This analysis can also be interpreted as a mass distribution. Here, however, the spread is not continuous but consists of masses $a_{k}$ concentrated at the corresponding frequency points $U_{k}$. Yet the process by which $f(X)$ is reobtained is again that of calculating the total mass of a distribution.

If one seeks a uniform method of treating these two types of mass spreads; one naturally is led to construct a region-function: the total mass in an arbitrary region. Knowledge of this function is equivalent to knowledge of the particular distribution in question. The advantage derived in employing it is that it is of the same order of magnitude for the various types of spreads whereas the densities are not. We shall see that this region-function can readily be calculated. To effect a return to the given function $f(X)$ we shall employ the Stieltjes integral which will simultaneously correctly modify the complex phases of the spread and determine the total resulting mass. Let us note how easily all this is carried out.

However, we can handle at once a more general problem. Let $f(X)$ be a function such that, for some integer $m$, the product

$$
\begin{equation*}
f(X)\left\{\int_{(r ; 0)} e^{i(X \cdot T)} d V_{T}\right\}^{m} \tag{8.24}
\end{equation*}
$$

is q. s. over $\infty$. Let the Fourier transform of this product be denoted by

$$
\begin{equation*}
\left.M^{(m)}(r ; \quad U)=\operatorname{li.i.m}_{R \rightarrow \infty} \cdot \frac{\mathrm{I}}{(2 \pi)^{n / 2}} \int_{r} f(X) \int_{(r ; O)} e^{i(X \cdot T)} d V_{T}\right\}^{m} e^{i(X \cdot U)} d V_{X} . \tag{8.25}
\end{equation*}
$$

Hence
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$$
\begin{equation*}
f(X)\left\{\int_{(r ; O)} e^{i(X \cdot T)} d V_{T}\right\}^{m}=\lim _{R \rightarrow \infty} \cdot \frac{\mathrm{I}}{(2 \pi)^{n / 2}} \int_{R} e^{-i(X \cdot U)} M^{(m)}(r ; \dot{U}) d V_{U} \tag{8.26}
\end{equation*}
$$

Integrating the above expression we obtain the result:

$$
\begin{align*}
& \int_{(s ; Y)} f(X)\left\{\int_{(r ; O)} e^{i(X \cdot T)} d V_{T}\right\}^{m} d V_{X} \\
& =\frac{1}{(2 \pi)^{n / 2}} \int\left\{\int_{\infty} e^{-i(X ; O)}\right. \tag{8.27}
\end{align*}
$$

Now since

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\mathrm{I}}{[v(r)]^{m}}\left\{\int_{(r ; 0)} e^{i(X \cdot T)} d V_{T}\right\}^{m}=\mathbf{I} \tag{8.28}
\end{equation*}
$$

and since $f(X)$ is summable, it follows that

$$
\begin{equation*}
\int_{(s ; Y)} f(X) d V_{X}=\lim _{r \rightarrow 0} \frac{1}{(2 \pi)^{n / 2}} \frac{\mathrm{I}}{[v(r)]^{m}} \int_{\infty}\left\{\int_{(s ; O)} e^{-i(X \cdot U)} d V_{X}\right\} e^{-i(Y \cdot U)} M^{(m)}(r ; U) d V_{U} \tag{8.29}
\end{equation*}
$$

The right hand side is precisely an $m$ th order Stieltjes integral. We have, then,

$$
\begin{equation*}
\int_{(s ; Y)} f(X) d V_{X}=\frac{\mathrm{I}}{(2 \pi)^{n / 2}} \int_{\infty}\left\{\int_{(s ; O)} e^{-i(X \cdot U)} d V_{X}\right\} e^{-i(Y \cdot U)} d_{U}^{m} M^{(m)} \tag{8.30}
\end{equation*}
$$

and, therefore, for almost every $X$,

$$
\begin{equation*}
f(X)=\lim _{s \rightarrow 0} \frac{\mathrm{I}}{(2 \pi)^{n / 2}} \frac{\mathrm{I}}{v(r)} \iint_{\infty}\left\{\int_{(s ; O)} e^{-i(T \cdot U)} d V_{T}\right\} e^{-i(X \cdot U)} d_{U}^{m} M^{(m)} \tag{8.31}
\end{equation*}
$$

That the function $M^{(m)}(r ; U)$ constitutes a harmonic analysis of the given $f(X)$ is established by the following considerations. It is a matter of simple calculation to show that if $f(X)$ is itself $q$. s. over $\infty, M^{(1)}(r ; U)$ exists and has for its value the total mass in the sphere $(r ; U)$ of a distribution of density $g(U)$. It is similarly easy to show that if $f(X)$ is possessed of a Fourier series development, $M^{(1)}(r ; U)$ exists as a limit in the mean and is equal to the sum of those Fourier coefficients $a_{k}$ which correspond to frequency points $U$ lying in $(r ; U)$. As we have seen above, $M^{(1)}(r ; U)$ determines the mass distributions
which constitute the harmonic analysis of $f(X)$. In the same fashion $M^{(2)}(r ; U)$ determines $M^{(1)}(r ; U)$; etc.

While, then, we are justified in considering that $M^{(m)}(r ; U)$ is a harmonic analysis of $f(X)$, we must yet determine for what class of functions $f(X)$ the region-function $M$ will exist at least for some integer $m$. It can be shown that the function

$$
\begin{equation*}
\int_{(r ; O)} e^{i(X \cdot T)} d V_{T} \tag{8.32}
\end{equation*}
$$

is bounded for all $X$ and is of the order of $|X|^{-\frac{n+1}{2}}$ for large values of $|X|$. This at once establishes the fact that if, for some positive $p$, the quotient

$$
\begin{equation*}
\frac{f(X)}{I+|X|^{r}} \tag{8.33}
\end{equation*}
$$

is $q$. s. over $\infty$, then a value of $m$ can be determined for which $M^{(m)}$ will exist. Furthermore, a generalization to $n$ dimensions of a Tauberian theorem such as given by Jacob readily shows that if $f(X)$ is q. s. over all finite regions and is such that for some positive $p$ the expression

$$
\begin{equation*}
\frac{\mathbf{I}}{[v(r)]_{(r ;}^{\boldsymbol{p}}} \int_{O)}|f(X)|^{2} d V_{X} \tag{8.34}
\end{equation*}
$$

is bounded for sufficiently large values of $r$, then it too belongs to the class in question. An $n$-tuply periodic function is included in this last type of function $f(X)$. Essentially, then, the functions which we can harmonically analyze are those which are »algebraic on the average» as $|X| \rightarrow \infty$.

When we come to the study of the energy spectrum of a given function $f(X)$ we again subject the function to a harmonic analysis but not in such great detail as before. In the corresponding mass spread we are no longer interested in the complex phase of the various masses and densities present, but solely in their absolute values, or, more precisely, in the squares of these absolute values. Obviously, again, there will be different orders of density, or, as we may say, different orders of energy in the component oscillations. For the functions of the class described above there will exist for some value of $k \geq o$ the limit

$$
\begin{equation*}
\varphi(X)=\lim _{r \rightarrow \infty} \frac{\mathrm{I}}{[v(r)]_{(r ; 0)}^{k}} \int_{0)} f(T) \bar{f}(T-X) d V_{x} . \tag{8.35}
\end{equation*}
$$

The harmonic analysis of this latter function will show that its mass distribution consists of the squares of the absolute values of the highest order densities that appear in the distribution corresponding to $f(X)$. Terms of lower energy level do not appear. Thus, the total mass of the distribution corresponding to $\varphi(X)$ does not necessarily coincide with although it will never exceed the total energy which could be calculated from the spread associated with $f(X)$.

Precisely as in the one-dimensional case it can be shown that

$$
\begin{equation*}
|\varphi(X)| \leq \varphi(\mathrm{o})=\lim _{r \rightarrow \infty} \frac{\mathrm{I}}{[v(r)]_{(r ; 0)}^{k}} \int_{0}|f(T)|^{2} d V_{T} \tag{8.36}
\end{equation*}
$$

From this boundedness it follows that the product

$$
\begin{equation*}
\varphi(X)\left\{\int_{(r ; 0)} e^{i(X \cdot T)} d V_{T}\right\} \tag{8.37}
\end{equation*}
$$

is q. s. over $\infty$, and hence that there exists $M^{(1)}(r ; U)$ formed with respect to $\varphi(X)$. This function is at present only defined as a limit in the mean. It is desired to show that it can be so defined that for any given $U$ it will be a monotonic non-decreasing function of $r$. This is carried out as when $n=\mathrm{I}$ by a series of limiting-processes which do not alter any monotonic properties. To begin with one shows that if

$$
\left.\begin{array}{rl}
\varphi_{s}(X) & =\frac{\mathbf{I}}{[v(s)]^{k}} \int_{\infty} f_{s}(T) \bar{f}_{s}(T-X) d V_{T} ;  \tag{8.38}\\
f_{s}(T) & =\left\{\begin{array}{cl}
f(T) ; & {[T \text { in }(s ; \text { o })]} \\
o ; & {[T \text { elsewhere }]}
\end{array}\right.
\end{array}\right\}
$$

then

$$
\begin{equation*}
\varphi(X)=\lim _{s \rightarrow \infty} \varphi_{s}(X) \tag{8.39}
\end{equation*}
$$

Furthermore one notes that

$$
\begin{equation*}
\int_{\infty} \varphi_{s}(X) e^{i(X \cdot Y)} d V_{X}=\frac{\mathrm{I}}{[v(s)]^{k}}\left|\int_{\infty} f_{\mathrm{s}}(T) e^{i(T \cdot Y)} d V_{T}\right|^{2} \geq 0 \tag{8.40}
\end{equation*}
$$

precisely as in the one-dimensional case. From this it follows that the function

$$
\begin{align*}
& M_{s}(r ; U)=\frac{1}{(2 \pi)^{n}} \int_{\infty} \varphi_{s}(X)\left\{\int_{(r ; O)} \mathrm{e}^{i(X \cdot T)} d V_{T}\right\} e^{i(X \cdot U)} d V_{X} \\
&=\frac{\mathrm{I}}{(2 \pi)^{n}} \int_{(r ; U)} d V_{T} \int_{\infty} \varphi_{s}(X) e^{i(X \cdot T)} d V_{X} \tag{8.4I}
\end{align*}
$$

for given $U$ is monotone non-decreasing in $r$. It is readily seen that

$$
\begin{equation*}
\int_{\left(r^{\prime} ; U^{\prime}\right)} M(r ; U) d V_{U}=\lim _{\substack{S \rightarrow \infty \\\left(r^{\prime} ; U^{\prime}\right)}} \int_{s} M_{s}(r ; U) d V_{U} \tag{8.42}
\end{equation*}
$$

and hence that for given $r^{\prime}$ and $U^{\prime}$ the integral on the left has the same monotone property with respect to $r$. Finally since, for almost every $U^{\prime}$,

$$
\begin{equation*}
M\left(r ; U^{\prime}\right)=\lim _{r^{\prime} \rightarrow 0} \frac{\mathrm{I}}{v\left(r^{\prime}\right)} \int_{\left(r^{\prime} ; U^{\prime}\right)} M(r ; U) d V_{U} \tag{8.43}
\end{equation*}
$$

we see that, in so far as it is thus defined, $M(r ; U)$ has the desired property. Since the point-set on which $M$ is not defined constitutes at most a set of zero measure, it is a simple matter to define $M$ for all $r$ and $U$ so that for each $U$ will be a monotonic non-decreasing function of $r$.

The total spectral intensity of $f(X)$, or more accurately, the total spectral intensity of those components which are associated with the maximum energy level, is given by the limit

$$
\begin{equation*}
\lim _{r \rightarrow \infty} M(r ; U) \tag{8.44}
\end{equation*}
$$

if this exists. One fairly readily shows that

$$
\begin{equation*}
M(r ; U) \leq \varphi(\mathrm{o}) \tag{8.45}
\end{equation*}
$$

and, because of the monotony, hence that the limit in question exists and lies between $o$ and $\varphi(\mathrm{o})$. The details of the argument whereby one next shows that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} M(r ; U)=\lim _{r^{\prime} \rightarrow 0} \frac{\mathbf{I}}{v\left(r^{\prime}\right)} \int_{\left(r^{\prime} ; 0\right)} \varphi(X) d V_{X} \leq \varphi(0) \tag{8.46}
\end{equation*}
$$

will be omitted here to avoid too much complication.

## 9. Coherency matrices.

The spectrum theory of our earlier sections is a theory of the spectrum of an individual function. There are, however, many phenomena intimately connected with harmonic analysis which refer to several functions considered simultaneously. Chief among these are the phenomena of coherency and incoherency, of interference, and of polarization.

It is known to every beginner in physics that two rays of light from the same source may interfere: that is, they may be superimposed to form a darkness, or else a light more intense than is ordinarily formed by two rays of light of their respective intensities. On the other hand, two rays of light from independent sources or from different parts of the same source never exhibit this phenomenon. The former rays are said to be coherent, and the latter to be incoherent. Although it is mathematically impossible for two truly sinusoidal oscillations to be incoherent, even the most purely monochromatic light which we can sensibly produce never coheres with similar light from another source.

The physicist's explanation of incoherency is the following: the interference pattern produced by two sources of light depends on their relative displacement in phase. Now, the relative phase of two sensibly monochromatic sources of light is able to assume all possible values, and since light probably consists in a series of approximately sinusoidal trains of oscillations each lasting but a small portion of a millionth of a second, this relative phase assumes in any sensible interval all possible values with a uniform distribution which averages out light and dark bands into a sensibly uniform illumination.

This explanation of incoherency is unquestionable adequate to account for the phenomenon which it was invented to explain. Nevertheless, it is desirable to have a theory of coherency and incoherency which does not postulate a hypothetical set of constituent harmonic trains of oscillations, which at any rate must become merged in the general electromagnetic oscillation constituting the light. The present section is devoted to the development of a theory of coherency which is as direct as the theory of this paper concerning the harmonic analysis of a single function, and indeed forms a natural extension of the latter.

In interference, the components of the electromagnetic field of the constit uent light rays combine additively. Accordingly, the theory of coherency and interference must be a theory of the harmonic analysis of all functions which
can be obtained from a given set by linear combination. Let us see what the outlines of this theory are.

We start from a class of functions, $f_{k}(t)$, in general complex, and defined for all real arguments between $-\infty$ and $\infty$. For the present we shall assume this class of functions to be finite, although this restriction is not essential. Let

$$
\begin{equation*}
f(t)=a_{1} f_{1}(t)+a_{2} f_{2}(t)+\cdots+a_{n} f_{n}(t) \tag{9.оі}
\end{equation*}
$$

be the general linear combination of functions of the set. We shall have

$$
\begin{equation*}
\varphi(\tau)=\lim _{T \rightarrow \infty} \frac{I}{2 T} \int_{-T}^{T} f(t+\tau) \bar{f}(t) d t=\sum_{j, k=1}^{n} \sum_{j} a_{j} \bar{a}_{k} \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f_{j}(t+\tau) \bar{f}_{k}(t) d t \tag{9.02}
\end{equation*}
$$

in case the latter limits exist. The necessary and sufficient condition for this to exist for all linear combinations $f(t)$ of functions of the set is that

$$
\begin{equation*}
\varphi_{j k}(\tau)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f_{j}(t+\tau) \overline{f_{k}}(t) d t \tag{9.03}
\end{equation*}
$$

should exist for every $j, k$, and $\tau$. Then

$$
\begin{equation*}
\varphi(x)=\sum_{j} \sum_{k} a_{j} \bar{a}_{k} \varphi_{j k}(x) \tag{9.04}
\end{equation*}
$$

Again, we shall have formally

$$
\begin{equation*}
S(u)=\frac{1}{2} \pi \int_{-\infty}^{\infty} \varphi(\tau) \frac{e^{i u \tau}-1}{i \tau} d \tau=\sum_{j} \sum_{k} a_{j} \bar{a}_{k} \frac{1}{2} \pi \int_{-\infty}^{\infty} \varphi_{j k}(\tau) \frac{e^{i u \tau}-\mathrm{I}}{i \tau} d \tau \tag{9.05}
\end{equation*}
$$

where we may write

$$
\begin{equation*}
S_{j k}(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi_{j k}(\tau) \frac{e^{i u \tau}-\frac{\mathrm{I}}{i \tau}}{i \tau . . d r} \tag{9.06}
\end{equation*}
$$

If $\varphi_{j k}(x)$ exists for every $j, k$, and $\tau$, we may readily show that each $S_{j k}(u)$ exists. Clearly

$$
\begin{equation*}
\varphi_{k j}(\tau)=\lim _{T \rightarrow \infty} \frac{\mathbf{I}}{2 T} \int_{-T}^{T} f_{k}(t+\tau) \bar{f}_{j}(t) d t=\lim _{T \rightarrow \infty} \frac{I}{2 T} \int_{-T}^{T} \bar{f}_{j}(t-\tau) f_{k}(t) d t=\bar{\varphi}_{j k}(-\tau) \tag{9.07}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{k j}(u)=\frac{\mathbf{1}}{2 \pi} \int_{-\infty}^{\infty} \bar{\varphi}_{j k}(-\tau) \frac{e^{i u \tau}-\mathbf{1}}{i \tau} d \tau=\frac{\mathbf{I}}{2 \pi} \int_{-\infty}^{\infty} \bar{\varphi}_{j k}(\boldsymbol{\tau}) \frac{e^{-i u \tau}-\mathrm{I}}{-i \tau} d \tau=\bar{S}_{j k}(u) \tag{9.08}
\end{equation*}
$$

so that the matrix

$$
\left\|S_{j k}(u)\right\|
$$

is Hermitian. This matrix determines the spectra of all possible linear combinations of $f_{1}(t), \ldots, f_{n}(t)$. Since it determines the precise coherency relations of the functions in question, we shall call it the coherency matrix.

Let us subject the functions $f_{k}(t)$ to the linear transformation

$$
\begin{equation*}
g_{j}(t)=\sum_{k} a_{j k} f_{k}(t) \tag{9.o9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\psi_{j k}(\tau)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} g_{j}(t+\tau) \bar{g}_{k}(t) d t=\sum_{l} \sum_{m} a_{j l} \bar{a}_{k m} \varphi_{l m}(\tau) \tag{9.10}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{j k}(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \psi_{j k}(\tau) \frac{e^{i u \tau}-\mathrm{I}}{i \tau} d \tau=\sum_{l} \sum_{m} a_{j l} \bar{a}_{k m} S_{l m}(u) . \tag{9.II}
\end{equation*}
$$

Thus the new coherency matrix $\left\|T_{j k}(u)\right\|$ may be written

$$
\begin{equation*}
M_{1} \cdot\left\|S_{j k}(u)\right\| \cdot M_{2} \tag{9.12}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{1}=\left\|a_{j k}\right\| \tag{9.13}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{2}=\left\|\bar{a}_{k j}\right\| \tag{9.14}
\end{equation*}
$$

In case the transformation with matrix $M_{1}$ has the property

$$
\begin{equation*}
M_{1} \cdot M_{2}=M_{2} \cdot M_{1}=1 \tag{9.15}
\end{equation*}
$$

it is said to be unitary. For such transformations,

$$
\begin{equation*}
\left\|T_{j k}\right\|=M_{1} \cdot\left\|S_{j k}\right\| \cdot M_{1}^{-1} \tag{9.16}
\end{equation*}
$$

A matrix $\left\|a_{j k}\right\|$ is said to be in diagonal form if all the terms $a_{j k}$ for which $j \neq k$ are identically zero. By a theorem of Weyl ${ }^{5}$, every Hermitian matrix
may be transformed into a diagonal matrix by a unitary transformation. Since we may regard a diagonal matrix as representing a set of completely incoherent phenomena, this transformation is of fundamental importance in the characterization of the state of coherency of the functions determining the matrix. Together with the numerical values of the diagonal elements of the diagonal matrix, it indeed consitutes a complete characterization of the state of coherency of the original function. In the case the values of the diagonal elements are distinct, this characterization is indeed to be carried through in but a single way.

The production of incoherent functions is a simple matter, when we have once settled the existence theory of functions with given types of spectra. Let $f_{1}(t)$ be any bounded function such that $\varphi(\tau)$ and consequently $S(u)$ exists. Then if
we have

$$
\begin{equation*}
f_{\mathbf{2}}(t)=f_{1}(t) e^{i \cdot T}, \tag{9.17}
\end{equation*}
$$

$$
\begin{align*}
& \lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f_{2}(t+\tau) \overline{f_{q}}(t) d t=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f_{1}(t+\tau) \bar{f}_{1}(t) e^{\left(v\left|\overline{l t+\tau}-V^{\prime}\right| t \mid\right)} d t \\
& =\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f_{\mathbf{1}}(t+\tau) f_{1}(t) \exp \left(i \frac{|t+\tau|-|t|}{\sqrt{|t+\tau|} \mid \sqrt{|t|}}\right) d t, \tag{9.18}
\end{align*}
$$

and hence, since $\lim _{t \rightarrow \pm \infty} \exp \left(i \frac{|t+\tau|-|t|}{\sqrt{\mid t+\tau} \mid+\sqrt{|t|}}\right)=\mathrm{I}$,

$$
\begin{equation*}
\varphi_{22}(\tau)=\varphi_{11}(\tau) \tag{9.19}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2 z}(u)==S_{11}(u) . \tag{9.20}
\end{equation*}
$$

On the other hand, if for example $f(t)=e^{i, t}$,

$$
\left.\begin{array}{l}
\varphi_{12}(\tau)=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f_{1}(t+\tau) \overrightarrow{f_{1}}(t) e^{-i V T I} d t \equiv \mathrm{o}  \tag{9.21}\\
S_{12}(u)=S_{21}(u)=0
\end{array}\right\}
$$

Thus the coherency matrix of $f_{1}(t)$ and $f_{9}(t)$ is

[^1]\[

S_{11}(u)\left\|$$
\begin{array}{ll}
\mathrm{I}^{\mathrm{I}} & \mathrm{o}  \tag{9.22}\\
\mathrm{O} & \mathrm{I}
\end{array}
$$\right\|
\]

The coherency matrix of $\sqrt{2} f_{1}(t)$ and $o$ is

$$
\begin{equation*}
S_{11}(u)\left\|_{0}^{2} \quad 0\right\| \tag{9.23}
\end{equation*}
$$

that of $f_{1}(t)$ and $f_{1}(t)$ is

$$
S_{11}(u)\left\|\begin{array}{ll}
\mathrm{I} & \mathrm{I}  \tag{9.24}\\
\mathrm{I} & \mathrm{I}
\end{array}\right\|
$$

that of $f_{1}(t)$ and $i f_{1}(t)$ is

$$
S_{11}(u)\left\|\begin{array}{lr}
\mathrm{I} & -i  \tag{9.25}\\
i & \mathrm{I}^{\mathrm{I}}
\end{array}\right\|
$$

Let it be noted that the coherency matrices of real functions are in general complex. Thus if
we have

$$
\begin{equation*}
f_{2}(t)=f_{1}(t+\lambda) \tag{9.26}
\end{equation*}
$$

$$
\left.\begin{array}{rl}
\varphi_{22}(\tau) & =\varphi_{11}(\tau) \\
\varphi_{12}(\tau) & =\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f_{1}(t+\lambda+\tau) f_{1}(t) d t  \tag{9.27}\\
& =\varphi_{11}(\tau+\lambda)
\end{array}\right\}
$$

and hence

$$
\left.\begin{array}{l}
S_{22}(u)=S_{11}(u)  \tag{9.28}\\
S_{12}(u)=\int_{-\infty}^{\infty} \varphi_{11}(\tau+\lambda) \frac{e^{i u \tau}-1}{i \tau} d \tau=\int_{-\infty}^{u} e^{-i v \lambda} d S_{11}(v)+S_{12}(-\infty)
\end{array}\right\}
$$

giving the coherency matrix with derivative

$$
S_{11}^{1}(u)\left\|\begin{array}{ll}
\mathrm{I} & e^{-i r \lambda} \| . .  \tag{9.29}\\
e^{i v 2} & \mathrm{I}
\end{array}\right\|
$$

In optics, coherency is generally considered for light of one particular frequency. From that standpoint, the coherency of a set of functions $f_{1}(t), \ldots, f_{n}(t)$
with continuous differentiable spectra may be regarded as determined for frequency $u$ by the matrix

$$
\left\|\begin{array}{ccccc}
S_{11}^{1}(u), & \ldots, & S_{1 n}^{1}(u)  \tag{9.30}\\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
S_{n 1}^{1}(u), & \ldots & \cdot & S_{n n}^{1}(u)
\end{array}\right\|
$$

or in the case of functions with line spectra, by

We may regard these matrices in a secondary sense as coherency matrices.
Coherency matrices of two functions are of particular interest in connection with the characterization of the state of polarization of light. As everyone knows, this characterization is identically the characterization of the state of coherency between two components of the electric vector at right angles to one another. With this interpretation, matrix (9.22) represents unpolarized light, matrix (9.23) light polarized completely in one plane, while

$$
\left\|\begin{array}{ll}
0 & 0  \tag{9.32}\\
0 & 2
\end{array}\right\|
$$

represents light completely polarized in a plane perpendicular to the first. Matrix (9.24) and matrix

$$
\left\|\begin{array}{cc}
I & -_{I} \|  \tag{9.33}\\
-I & I_{i}
\end{array}\right\|
$$

represent light polarized respectively at $45^{\circ}$ and at $135^{\circ}$ to the first direction. Matrix (9.25) and matrix

$$
\left\|\begin{array}{rr}
\mathrm{I} & i  \tag{9.34}\\
-i & { }_{\mathrm{I}}
\end{array}\right\|
$$

represent respectively light polarized circularly in a counter-clockwise and a clockwise direction.

When the matrix of completely polarized light, whether linearly, elliptically, or circularly polarized, is brought into diagonal form by a linear unitary transformation, the resulting diagonal matrix will have only one element distinct from $o$. On the other hand, completely unpolarized light has the diagonal terms equal. This suggests as a measure of the amount of polarization of the diagonal matrix

$$
\left\|\begin{array}{ll}
a & .0  \tag{9.35}\\
0 & b
\end{array}\right\|
$$

or of any other matrix equivalent to it under a unitary transformation, the quantity

$$
\begin{equation*}
a-b \tag{9.36}
\end{equation*}
$$

If we subtract from our original diagonal matrix the completely incoherent matrix

$$
\left\|\begin{array}{cc}
\frac{a+b}{2} & 0  \tag{9.37}\\
0 & \frac{a+b}{2}
\end{array}\right\|,
$$

which is invariant under every unitary transformation, we get the matrix

$$
\left\|\begin{array}{cc}
\frac{a-b}{2} & 0  \tag{9.38}\\
0 & \frac{b-a}{2}
\end{array}\right\|
$$

which may be regarded as a representative of the quantity $a-b$. This suggests that given any coherency matrix

$$
\left\|\begin{array}{cc}
A & B+C i  \tag{9.39}\\
B+C i & D
\end{array}\right\|,
$$

we may take $A+D$ to represent the intensity of the corresponding light, and the matrix

$$
\left\|\begin{array}{ll}
\frac{A-D}{2} & B-C i  \tag{9.40}\\
B+C i & \frac{D-A}{2}
\end{array}\right\|
$$

as its polarization. Thus horizontal polarization is represented by the matrix

$$
\left\|\begin{array}{rr}
\mathrm{I} & 0  \tag{9.41}\\
0 & -\mathrm{I}
\end{array}\right\|
$$

polarization at $45^{\circ}$ by the matrix

$$
\left\|\begin{array}{ll}
\mathrm{o} & \mathrm{I}  \tag{9.42}\\
\mathrm{I} & \mathrm{o}
\end{array}\right\|
$$

and circular polarization by the matrix

$$
\left\|\begin{array}{cc}
0 & i  \tag{9.43}\\
-i & 0
\end{array}\right\| .
$$

These are the same matrices which Jordan, Dirac and Weyl have employed to such advantage in the theory of quanta.

Since the most general Hermitian matrix of the second order may be written
$\left\|\begin{array}{cc}\alpha+\beta & \gamma+\delta i \\ \gamma-\delta i & \alpha-\beta\end{array}\right\|=\alpha\left\|\begin{array}{ll}\mathrm{I} & 0 \\ 0 & \mathrm{I}\end{array}\right\|+\beta\left\|\begin{array}{cc}\mathrm{I} & \mathrm{o} \\ \mathrm{o} & -\mathrm{I}\end{array}\right\|+\gamma\left\|\begin{array}{ll}\mathrm{o} & \mathrm{I} \\ \mathrm{I} & \mathrm{o}\end{array}\right\|+\delta\left\|\begin{array}{rr}0 & i \\ -i & 0\end{array}\right\|$,
it appears that all light may characterized as to its state of polarization by given the total amount of light it contains, the excess of the amount polarized at $0^{\circ}$ over that polarized at $90^{\circ}$, the excess of the amount polarized at $45^{\circ}$ over that polarized at $135^{\circ}$ and the excess of that polarized circularly to the right over that polarized circularly to the left. This characterization is complete and univocal. The total intensity of the light may be read off any sort of a photometer. The excess of light polarized horizontally over that polarized vertically may be determined by a doubly refracting crystal in one orientation, and the excess of light polarized at $45^{\circ}$ over that polarized at $135^{\circ}$ by the same crystal in another orientation. It is possible furthermore to devise an instrument which will read off the amount of circular polarization in the light in question. The three latter instruments possess some very remarkable group properties with respect to one another. Either portion of the light emerging from any one of the instruments will behave towards the other two exactly like unpolarized light. Rotation of the plane of polarization of the light through $45^{\circ}$ will change the reading of the first of the last three instruments into that of the second, and
the reading of the second into minus that of the first, leaving the reading of the third unchanged. There are precisely analogous unitary transformations interchanging any other pair of the three instruments, leaving the reading of the remaining instrument untouched. These transformations together with their powers and the identical transformation form a group.

A fact concerning polarized light which is so apparently obvious that it is generally regarded as not needing any proof is that all light is a case or limiting case of partially elliptically polarized light. It is nevertheless desirable to prove this statement. Completely elliptically polarized light with the coordinate axes as principal axes has a coherency matrix of the form

$$
\left\|\begin{array}{lc}
A^{2} & -A B i  \tag{9.45}\\
A B i & B^{2}
\end{array}\right\|
$$

and hence partially polarized light with the same principal axes has a coherency matrix of the form

$$
P=\left\|\begin{array}{lc}
A^{2}+D^{2} & -A B i  \tag{9.46}\\
A B i & B^{2}+D^{2}
\end{array}\right\|
$$

We wish to show that the general coherency matrix

$$
M=\left\|\begin{array}{ll}
\alpha & \gamma-\delta i  \tag{9.47}\\
\gamma+\delta i & \beta
\end{array}\right\|
$$

may be transformed into this form by a real unitary transformation in such a way that

$$
T . M . T^{-1}=P
$$

To do this, we need only put

$$
T=\left\|\begin{array}{rr}
\cos \varphi & \sin \varphi  \tag{9.48}\\
\sin \varphi & -\cos \varphi
\end{array}\right\| ; \text { where } \tan 2 \varphi=\frac{2 \gamma}{\alpha-\beta}
$$

Thus the axes of polarization of $M$ are $I$ and 2 directions when we replace $f_{1}(t)$ and $f_{8}(t)$ by

$$
\left.\begin{array}{l}
g_{1}(t)=f_{1}(t) \cos \varphi+f_{2}(t) \sin \varphi ;  \tag{9.49}\\
g_{9}(t)=-f_{2}(t) \cos \varphi+f_{1}(t) \sin \varphi ;
\end{array}\right\}
$$

the »lengths» of these axes are respectively

$$
\left.\begin{array}{l}
A=\left\{\frac{\mathrm{I}}{2}\left[(\alpha-\beta)^{2}+4\left(\gamma^{2}+\delta^{2}\right)\right]^{1 / 2}+\frac{\mathrm{I}}{2}\left[(\alpha-\beta)^{2}+4 \gamma^{2}\right]^{1 / 2}\right\}^{1 / 2} ; \\
B=\left\{\frac{\mathrm{I}}{2}\left[(\alpha-\beta)^{2}+4\left(\gamma^{2}+\delta^{2}\right)\right]^{1 / 2}-\frac{\mathrm{I}}{2}\left[(\alpha-\beta)^{2}+4 \gamma^{2}\right]^{1 / 2}\right\}^{1 / 2} ; \tag{9.50}
\end{array}\right\}
$$

and the percentage of polarization

$$
\begin{equation*}
100\left(1-\frac{4\left(\gamma^{2}+\delta^{2}\right)}{(\alpha+\beta)^{2}}\right)^{1 / 2} \tag{9.51}
\end{equation*}
$$

The connection between coherency matrices and optical instruments, which we have already mentioned in the case of polarized light, is of far more general applicability. An optical instrument is a method, linear in electric and magnetic field vectors, of transforming a light input into a light output. In general, this transformation, in the language of Volterra ${ }^{5}$, belongs to the group of the closed cycle with respect to the time, in the sense that it is independent of the position of our initial instant in time. Such a transformation leaves a simple harmonic input still simply harmonic in the time, although in general with a shift in phase.

An example of an optical instrument is a microscope. This may be regarded as a means of making an electromagnetic disturbance in the image plane depend linearly on a given electromagnetic disturbance in the object plane. Telescopes, spectroscopes, Nicol prisms, etc., serve as further examples of optical instruments in the sense in question. Among these, a particularly interesting ideal type is the conservative optical instrument, in which the power of the input and the power of the output are identical. This power depends quadratically on the electric and magnetic vectors, so that a conservative optical instrument has a quadratic invariant for the corresponding transformations. When only terms of the one frequency of $e^{i u t}$ are considered, this quadratic positive invariant becomes Hermitian, and has essentially the same properties as the expression

$$
\begin{equation*}
x_{1} \bar{x}_{1}+x_{2} \bar{x}_{2}+\cdots+x_{n} \bar{x}_{n} \tag{9.52}
\end{equation*}
$$

which is invariant under all unitary transformations of $x_{1}, \ldots, x_{n}$. Thus the theory of the group of unitary transformations is physically applicable, not only
in quantum mechanics, where Weyl has already employed it so successfully, but even in classical optics. It is the conviction of the author that this analogy is not merely an accident, but is due to a deep-lying connection between the two theories.

In quantum mechanics, while all the terms of a matrix enter in an essential way into its transformation theory, only diagonal terms are given an immediate physical significance. This is also in precise accord with the optical situation. Every optical observation ends with the measurement of an energy or power, either by direct bolometric or thermometric means, or by the observations of a visual intensity or the blackening of a photographic plate. Every such observation means the more or less complete determination of some diagonal term. The non-diagonal terms of a coherency matrix of light only have signifiance in so far as they enable us to predict the energies or intensities which the light will show after having been subjected to some linear transformation or optical instrument. This fact that new diagonal terms after a transformation cannot be read off from the old diagonal terms before a transformation, without the intervention of non-diagonal terms, is the optical analogue for the principle of indetermination in quantum theory, according to which observations on the momentum of an electron alone cannot yield a single value if its position is known, and vice versa. The statement that every observation of an electron affects its properties has the following analogy: if two optical instruments are arranged in series, the taking of a reading from the first will involve the interposition of a ground-glass screen or photographic plate between the two, and such a plate will destroy the phase relations of the coherency matrix of the emitted light, replacing it by the diagonal matrix with the same diagonal terms. Thus the observation of the output of the first instrument alters the output of the second. In this case, the possibility of taking part of the output of the first instrument for reading by a thinly silvered mirror warns us not to try to push the analogy with quantum theory too far.

Coherency matrices form a close analogue to the correlation matrices long familiar in statistical theory. If we have a set of $n$ observations $x^{(1)}, x^{(2)}, \ldots, x^{(n)}$ all made together, and this set of observations is repeated on the occasions I, $2, \ldots, m$ thus yielding sets $x_{1}^{(1)}, \ldots, x_{1}^{(n)} ; x_{2}^{(1)}, \ldots, x_{2}^{(n)} ; \ldots ; \ldots ; x_{m}^{(1)}, \ldots, x_{m}^{(n)}$, the correlation matrix of these observations is

This symmetrical matrix represents the entire amount and kind of linear relationship to be observed between the different observations in question. The further analysis of the information yielded by a correlation matrix depends on the nature of the data to be analysed. Thus if the two observations of each set are the $x$ and $y$ coordinates of the position of a shot on a target, the rotations of the $x$ and $y$ axes have a concrete geometrical meaning, and the question of reducing the matrix to diagonal form by a rotation of axes is the significant question of determining the ellipse which best represents the distribution of holes in the target. On the other hand, if the quantities whose correlation we are investigating are the price of wheat $x$ in dollars per bushel and the marriage rate $y$, rotations have no significance, as there is no common scale, while on the other hand, the significant information yielded by the matrix must be invariant under the transformations

$$
\left.\begin{array}{l}
x_{1}=k x  \tag{9.54}\\
y_{1}=l y
\end{array}\right\}
$$

The so-called coefficients of correlation and of partial correlation and the lines of regression of $x$ on $y$ and of $y$ on $x$ have this type of invariance.

Correlation matrices and their derived quantities are the tool for the statistical analysis of what is known as frequency series, series of data where no such variable as the time enters as a parameter. In the study of meteorology, of business cycles, and of many other phenomena of interest to the statistician, on the other hand, we must discuss time series, where the relations of the data in time are essential. The proper analysis of these has long been a moot point among statisticians and economists. As far as it is linear relationships which we are seeking for, it is only reasonable to suppose that coherency matrices
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must play the same rôle for time series which correlation matrices play for frequency series. In statistical work, the group of transformations which will most frequently be permissible is as before

$$
\begin{align*}
& g_{1}(t)=A f_{1}(t) ; \quad[A \text { and } B \text { real }] \\
& g_{2}(t)=B f_{\mathbf{2}}(t) .
\end{align*}
$$

Under this group, the significant invariants of the Hermitian matrix

$$
\left\|\begin{array}{ll}
S_{11}^{1}(u) & S_{12}^{1}(u)  \tag{9.56}\\
S_{21}^{1}(u) & S_{22}^{2}(u)
\end{array}\right\|
$$

are

$$
\begin{equation*}
r(u)=S_{12}^{1}(u)\left[S_{11}^{1}(u) S_{22}^{1}(u)\right]^{-1 / 2} ; \tag{9.57}
\end{equation*}
$$

which we may call the coefficient of coherency of $f_{1}$ and $f_{2}$ for frequency $u$, and

$$
\begin{equation*}
\sigma_{1}(u)=\frac{S_{12}^{1}(u) \sqrt{S_{11}^{1}}(u)}{S_{22}^{1}(u)} \text { and } \sigma_{2}(u)=\frac{S_{21}^{1}(u) \frac{V}{S_{22}^{1}(u)}}{S_{11}^{1}(u)} \tag{9.58}
\end{equation*}
$$

the coefficients of regression respectively of $f_{1}$ on $f_{2}$ and of $f_{2}$ on $f_{1}$. The modulus of the coefficient of coherency represents the amount of linear coherency between $f_{1}(t)$ and $f_{2}(t)$ and the argument the phase-lag of this coherency. The coefficients of regression determine in addition the relative scale for equivalent changes of $f_{1}$ and $f_{2}$.

The computation of coefficients of coherency and of regression is to be done in the steps indicated in their definition. In the case where only a finite set of real data are at our disposal, distributed at equal unit intervals from o to $n$, say $x_{0}, x_{1}, \ldots, x_{n}$ and $y_{0}, y_{1}, \ldots, y_{n}$, the steps of our computation are:

$$
\left.\begin{array}{l}
\left(\varphi_{k}\right)_{11}=\frac{1}{n} \sum_{0}^{n-k} x_{j} x_{j+k} ;  \tag{9.59}\\
\left(\varphi_{k}\right)_{12}=\frac{1}{n} \sum_{0}^{n-k} x_{j} y_{j+k} ; \\
\left(\varphi_{k}\right)_{21}=\frac{1}{n} \sum_{0}^{n-k} y_{j} x_{j+k} ; \\
\left(\varphi_{k}\right)_{22}=\frac{1}{n} \sum_{0}^{n-k} y_{i} y_{j+k} ;
\end{array}\right\} \quad[0 \leq k \leq n]
$$

$$
\begin{gather*}
r(u)=\frac{\sum_{0}^{n}\left\{\left[\left(\varphi_{k}\right)_{21}+\left(\varphi_{k}\right)_{12}\right] \cos k u+i\left[\left(\varphi_{k}\right)_{21}-\left(\varphi_{k}\right)_{12}\right] \sin k u\right\}-\left(\varphi_{0}\right)_{12} / 2}{2\left[\sum_{0}^{n}\left(\varphi_{k}\right)_{11} \cos k u-\left(\varphi_{0}\right)_{11} / 2\right]^{1 / 2}\left[\sum_{0}^{n}\left(\varphi_{k}\right)_{22} \cos k u-\left(\varphi_{0}\right)_{22} / 2\right]^{1 / 2}} ;  \tag{9.60}\\
\sigma_{1}(u)=r(u) \frac{\left[\sum_{0}^{n}\left(\varphi_{k}\right)_{11} \cos k u-\left(\varphi_{0}\right)_{12} / 2\right]^{1 / 2}}{\left[\sum_{0}^{n}\left(\varphi_{k}\right)_{22} \cos k u-\left(\varphi_{0}\right)_{22} / 2\right]^{1 / 2}} ; \\
\sigma_{2}(u)=\bar{r}(u) \frac{\left[\sum_{0}^{n}\left(\varphi_{k}\right)_{22} \cos k u-\left(\varphi_{0}\right)_{22} / 2\right]^{1 / 2}}{\left[\sum_{0}^{n}\left(\varphi_{k}\right)_{11} \cos k u-\left(\varphi_{0}\right)_{11} / 2\right]^{1 / 2}} \cdot \tag{I}
\end{gather*}
$$

In case we have at our disposal methods for performing the Fourier transformation, we may compute these coefficients directly from graphs. Several devices for this purpose are now being developed in the laboratory of Professor V. Bush in the Department of Electrical Engineering of the Massachusetts Institut of Technology.
10. Harmonic analysis and transformation groups.

Inasmuch, as the theory of Fourier series forms a special chapter in the theory of expansions in general sets of normal and orthogonal functions, it is reasonable to expect that the theory developed in the present paper is but a special chapter in the theory of general orthogonal developments. An attempt to translate the present theory into more general terms, however, incurs at once somewhat serious difficulties. This is due to the fact that the theory of the Fourier series involves only one fundamental Hermitian form,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(x) \bar{f}(x) d x \tag{IO.OI}
\end{equation*}
$$

the closely related theory of the Fourier integral involves only the analogous form

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) \tilde{f}(x) d x \tag{10.02}
\end{equation*}
$$

while the present paper involves besides this latter form the singular quadratic form

$$
\begin{equation*}
M_{x}(f(x))=\lim _{T \rightarrow \infty} \ldots \frac{\mathrm{I}}{2} \int_{-T}^{T} f(x) \bar{f}(x) d x \tag{10.03}
\end{equation*}
$$

The forms (10.02) and (10.03) are quite independent of one another in their formal properties, but the complex exponentials $e^{i u x}$ stand in close relation to both of them: to (10. O2) because if $a<b, c<d$,

$$
\int_{-\infty}^{\infty} d x \int_{a}^{b} e^{i u x} d u \int_{c}^{d} e^{-i v x} d v=2 \pi[\text { length common to }(a, b) \text { and }(c, d)] ; \quad \text { (1o. 04) }
$$

and to (10.03) because

$$
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} e^{i u x} e^{-i u x} d x= \begin{cases}\mathrm{O} ; & {[u \neq v]}  \tag{10.05}\\ \mathrm{I} & {[u=v]}\end{cases}
$$

In the classical Plancherel theory, only the first form is in evidence; in the Bohr theory of almost periodic functions, only the second; in the theory of the present paper, the two play an equal rôle.

Weyl has developed in some detail the relations between the theory of unitary groups and the theory of periodic and almost periodic functions. The groups which he introduces are one parameter groups of linear functional transformations leaving ( 10.03 ) invariant. The Weyl theory is manifestly not susceptible to an extension to more general forms of harmonic analysis, unless a way is found to take cognizance of the invariance of (10.02) as well. This is the purpose of the present section.

Let us restrict the functions $f(x)$ which we discuss in the present section to those for which

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{|f(x)|^{2}}{\mathrm{I}+x^{2}} d x \tag{10.06}
\end{equation*}
$$

is finite. Let

$$
f_{A}(x)= \begin{cases}o ; & {[|x|>A]}  \tag{10.o7}\\ f(x) ; & {[|x| \leq A]}\end{cases}
$$

and let $s_{A}$ be the transformation leading from $f(x)$ to $f_{A}(x)$. Let $T$ be a transformation which is linear, and with an inverse, and is defined for all functions $f(x)$ subject to the finiteness of (io. o6). Let $T$ preserve (ro. o2) invariant, and in case ( IO .03 ) is finite, let

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\left(T s_{A}-s_{A} T\right) f(x)\right|^{2} d x=o(A) \tag{10.o8}
\end{equation*}
$$

Then since

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \frac{1}{2} \int_{-\infty}^{\infty}\left|\frac{T s_{A} f(x)}{\sqrt{A}}\right|^{2} d x=M_{x}\left(|f(x)|^{8}\right) \tag{io.o9}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \int_{-\infty}^{\infty}\left|\frac{T s_{A} f(x)}{\sqrt{A}}-\frac{s_{A} T f(x)}{\sqrt{A}}\right|^{2} d x=0 \tag{ı.ıо}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
M_{x}\left(|T f(x)|^{2}\right)=\lim _{A \rightarrow \infty} \frac{\mathbf{1}}{2} \int_{-\infty}^{\infty}\left|\frac{s_{A} T f(x)}{\sqrt{A}}\right|^{2} d x=M_{x}\left(|f(x)|^{2}\right) \tag{10.II}
\end{equation*}
$$

The transformations $T$ form a group. If $T_{1}$ and $T_{2}$ are of this form,

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left|\left(T_{1} T_{2} s_{A}-s_{A} T_{1} T_{2}\right) f(x)\right|^{2} d x \\
&=\int_{-\infty}^{\infty}\left|\left[\left(T_{1} T_{2} s_{A}-T_{1} s_{A} T_{2}\right)+\left(T_{1} s_{A} T_{2}-s_{A} T_{1} T_{2}\right)\right] f(x)\right|^{2} d x \\
& \quad \leq\left.2 \int_{-\infty}^{\infty} \mid T_{1} T_{2} s_{A}-T_{1} s_{A} T_{2}\right)\left.f(x)\right|^{2} d x+2 \int_{-\infty}^{\infty}\left|\left(T_{1} s_{A} T_{2}-s_{A} T_{1} T_{2}\right) f(x)\right|^{2} d x \\
&= 2 \int_{-\infty}^{\infty}\left|\left(T_{2} s_{A}-s_{A} T_{2}\right) f(x)\right|^{2} d x+2 \int_{-\infty}^{\infty}\left|\left(T_{1} s_{A}-s_{A} T_{1}\right) T_{2} f(x)\right|^{2} d x \tag{10.12}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
\int_{-\infty}^{\infty}\left|\left(T^{-1} s_{A}-s_{A} T^{-1}\right) f(x)\right|^{2} d x & =\int_{-\infty}^{\infty}\left|\left(s_{A}-T s_{A} T^{-1}\right) f(x)\right|^{2} d x \\
& =\int_{-\infty}^{\infty}\left|\left(T^{\prime} s_{A}-s_{A} T\right) T^{-1} f(x)\right|^{2} d x \tag{10.13}
\end{align*}
$$

Thus the product of two transformations satisfying (IO. 08) and the inverse of a transformation satisfying (10.08) likewise satisfy (IO.08).

An example of a transformation satisfying (IO. O8) is
for

$$
\begin{equation*}
T^{\lambda} f(x)=f(x+\lambda) \tag{Io.I4}
\end{equation*}
$$

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left|\left(T^{\lambda} s_{A}-s_{A} T^{\hat{\lambda}}\right) f(x)\right|^{2} d x \\
& \quad \leq \int_{0}^{\lambda}\left[|f(x-A-\lambda)|^{2}+|f(x+A-\lambda)|^{2}\right] d x=o(A) \tag{10.15}
\end{align*}
$$

If $T$ satisfies (IO.08) and (10.02) is invariant under it, we shall call it properly unitary. Let us consider a one parameter group consisting of all properly unitary transformations $U^{\lambda}$, where

Let $f(x)$ be such that

$$
\begin{equation*}
U^{\lambda+\mu}=U^{\lambda} U^{\mu} \tag{10.16}
\end{equation*}
$$

$$
\begin{equation*}
\varphi(t)=M_{x}\left[\left(U^{i} f(x)\right) \bar{f}(x)\right] \tag{10.17}
\end{equation*}
$$

exists for every $t$. Clearly, by the Schwarz inequality,

$$
\begin{align*}
\varphi(t) & \leq\left[\left.M_{x}\left(\left|U^{t} f(x)\right|^{2}\right) M_{x}\left(|f(x)|^{2}\right)\right|^{1 / 3}\right. \\
& =\left[\varphi(0) \lim _{A \rightarrow \infty} \frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty}\left|s_{A} U^{t} f(x)\right|^{2} d x\right]^{1 / 2} \\
& =\left[\varphi(0) \lim _{A \rightarrow \infty} \frac{1}{2 A} \int_{-\infty}^{\infty}\left|U^{t} s_{A} f(x)\right|^{2} d x\right]^{1 / 2} \\
& =\varphi(0) \tag{10.18}
\end{align*}
$$

It follows that $\varphi(t)$ is a bounded function, and that

$$
\begin{equation*}
S\left(u_{1}, u_{2}\right)=\operatorname{li.m.m.~}_{B \rightarrow \infty} \frac{\mathrm{I}}{\pi} \int_{-B}^{B} \varphi(t) \frac{\sin \left(u_{2}-u_{1}\right) t / 2}{t} e^{i\left(\frac{u_{1}+u_{2}}{2}\right) t} d t \tag{10.19}
\end{equation*}
$$

exists when $u_{2}-u_{1}$ is given as a quadratically summable function of $u_{2}+u_{1}$. For this one need only apply Plancherel's theorem.

Let us put

$$
\begin{equation*}
\varphi_{A}(t)=\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty}\left[U^{t} s_{A} f(x)\right] \overline{s_{A} f(x)} d x \tag{10.20}
\end{equation*}
$$

If condition (10. 17) holds for every $t$, we have

$$
\begin{equation*}
\varphi(t)=\lim _{A \rightarrow \infty} \frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty}\left[s_{A} U^{t} f(x)\right] \overline{s_{A} f(x)} d x \tag{Io.21}
\end{equation*}
$$

which we may readily reduce to the form

$$
\begin{equation*}
\varphi(t)=\lim _{A \rightarrow \infty} \varphi_{A}(t) \tag{10.22}
\end{equation*}
$$

by means of (ı. o8). We may easily prove $\varphi_{A}(t)$ not to exceed $\varphi_{A}(0)$ and hence to be uniformly bounded in $A$ and $t$, for

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \varphi_{A}(\mathrm{o})=\varphi(\mathrm{o}) \tag{10.23}
\end{equation*}
$$

Let us now introduce a new assumption concerning $U^{x}$. Let the trans formation $W$ taking $f(x)$ into $U^{x} f(a)(a f x e d)$ preserve (10. o2) invariant. Than if

$$
\begin{equation*}
\psi(x)=W s_{A} f(x) \tag{10.24}
\end{equation*}
$$

we have, by the new assumption and (io. 20),

$$
\begin{align*}
\varphi_{A}(t) & =\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty} U^{i}\left(U^{x} s_{A} f(a)\right) \overline{U^{x} s_{A} f(a)} d x \\
& =\frac{\mathrm{I}}{2 A} \int_{-\infty}^{\infty} \psi(x+t) \bar{\psi}(x) d x . \tag{10.25}
\end{align*}
$$

As we may readily see (cf. (1.29)) $\varphi_{A}(t)$ is absolutely integrable over ( $-\infty, \infty$ ), and

$$
\begin{equation*}
P_{A}(u)=\frac{\mathrm{I}}{\pi} \int_{-\infty}^{\infty} \varphi_{A}(t) e^{i u t} d t \tag{10.26}
\end{equation*}
$$

exists, and is real and positive. Indeed, we might have replaced our new assumption by the assumption that

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\infty}^{\infty} e^{i u t} d t \int_{-\infty}^{\infty}\left[U^{t} f(x)\right] f(x) d x \tag{10.27}
\end{equation*}
$$

is positive-definite, and exists for every quadratically summable $f^{\prime}(x)$.
Thus it appears that

$$
\begin{equation*}
S_{A}\left(u_{1}, u_{2}\right)=\frac{2}{\pi} \int_{-\infty}^{\infty} \varphi_{A}(t) \frac{\sin \left(u_{2}-u_{1}\right) t / 2}{t} e^{i\left(\frac{u_{1}+u_{2}}{2}\right) t} d t \tag{10.28}
\end{equation*}
$$

exists, is monotone in $u_{1}$ and $u_{2}$, and has the property that

$$
\begin{equation*}
S_{A}\left(u_{1}, u_{2}\right)+S_{A}\left(u_{2}, u_{3}\right)=S_{A}\left(u_{1}, u_{3}\right) \tag{10.29}
\end{equation*}
$$

To see this, we need only reflect that

$$
\begin{equation*}
S_{A}\left(u_{1}, u_{2}\right)=\int_{u_{1}}^{u_{2}} P_{A}(u) d u \tag{10.30}
\end{equation*}
$$

Now

$$
\begin{equation*}
\varphi(t) \frac{\sin \left(u_{2}-u_{1}\right) t / 2}{t}=\operatorname{l.i.m.~}_{A \rightarrow \infty} \varphi_{A}(t) \frac{\sin \left(u_{2}-u_{1}\right) t / 2}{t}, \tag{10.31}
\end{equation*}
$$

so that

$$
\begin{equation*}
S\left(u_{1}, u_{2}\right)=\underset{A \rightarrow \infty}{\operatorname{li.m} .} S_{A}\left(u_{1}, u_{2}\right) . \tag{10.32}
\end{equation*}
$$

From this we may readily conclude that

$$
\begin{equation*}
S\left(u_{1}, u_{2}\right)+S\left(u_{2}, u_{3}\right)=S\left(u_{1}, u_{3}\right) \tag{1o.33}
\end{equation*}
$$

and that $S\left(u_{1}, u_{2}\right)$ may be so defined as to be monotone in both arguments and increasing in $u_{2}$. $S\left(u_{1}, u_{2}\right)$ is the analogue to $S\left(u_{2}\right)-S\left(u_{1}\right)$ in our earlier sections.

We have

$$
\begin{equation*}
\frac{1}{u} \int_{0}^{u} S(-u, u) d u=\frac{1}{\pi u} \int_{-\infty}^{\infty} \varphi(t) \frac{\mathrm{I}-\cos u t}{t^{2}} d t \tag{10.34}
\end{equation*}
$$

Hence

$$
\begin{equation*}
S(-\infty, \infty)=\lim _{u \rightarrow \infty} \frac{1}{\pi u} \int_{-\infty}^{\infty} \varphi(t) \frac{\mathrm{I}-\cos u t}{t^{2}} d t . \tag{10.35}
\end{equation*}
$$

As in (5.47)

$$
\begin{equation*}
S(-\infty, \infty)=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} \varphi(t) d t \tag{10.36}
\end{equation*}
$$

We thus have arrived at a spectrum theory closely paralleling the theory here developed for trigonometric expansions. Thus for the general case of harmonic analysis, it is the group theory of transformations satisfying (Io. o8) and (Io.24) which is important, rather than the recognized theory of unitary transformations.

Transformations $U^{t}$ with the properties demanded in this section make their appearance in physics in connection with the Schrödinger equation, which often has its Eigenfunktionen also Eigenfunktionen of an operator analogous to $U^{t}$. A more specific instance of $U^{t} f(x)$ is

$$
\begin{equation*}
U^{t} f(x)=e^{i A t} f(x+t) \tag{10.37}
\end{equation*}
$$

## CHAPTER IV.

## if. Examples of functions with continuous spectra.

The theory of harmonic analysis which we have so far developed has as one of its purposes the analysis of phenomena such as white light, involving continuous spectra. We have not yet proved our theory to be adequate to this purpose, for we have not yet given a single instance of a continuous spectrum. This lacuna it is the purpose of the present section to fill. To this end, we shall only consider functions $f(t)$ which over every interval ( $n, n+1$ ), $n$ being an integer, assume one of the two values, 1 and -1 . For such a function, the existence of

[^2]$$
\varphi(x)=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(t+x) f(t) d t
$$
for all arguments will follow from its existence for all integral arguments, inasmuch as, if $x$ lies between $n$ and $n+\mathrm{I}$,
\[

$$
\begin{align*}
\frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(t+x) f(t) d t & =\frac{x-n}{2 T} \int_{-T}^{T} f(t+n+\mathrm{I}) f(t) d t \\
& +\frac{n+\mathrm{I}-x}{2 T} \int_{-T}^{T} f(t+n) f(t) d t \tag{II.OI}
\end{align*}
$$
\]

so that

$$
\varphi(x)=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(t+x) f(t) d t=(x-n) \varphi(n+\mathrm{I})+(n+\mathrm{I}-x) \varphi(n) . \quad(\mathrm{I} \text { г. о2) }
$$

An example of a function of this sort is given below, where the sequence of signs represents the signs of $f(t)$ over the intervals both to the right and the left of the zero point:

$$
\begin{align*}
& +,-; \\
& +,+;+,-;-,+;-,- \text { repeated twjee } \\
& +,+,+;+,+,-;+,-,+;+,-,-;-,+,+;-,+,-;  \tag{1I.03}\\
& +,-,+;-,-,- \text { repeated four times } \\
& +,+,+,+;+,+,+,-;+,+,-,+; \text { etc. repeated eight times }
\end{align*}
$$

Each repetition of a row is here counted as a separate row. In each row, all the possible arrangements of $n$ symbols which may be either + or - occur arranged in a regular order. Thus in each row, the possible arrangements of $p$ pluses or minuses occur equally often, except for the modification incurred by the possibility that such an arrangement may overlap one of the major divisions indicated by a semicolon in the above table. These semicolons become more and more infrequent as we proceed to later rows in our table, and do not affect the asymptotic distribution of sequence of $p$ signs.

Thus the possible sequences of $p$ signs occur with a probability approaching $1 / 2^{p}$ at the end of a comported row. However, the ratio of the number of terms in a row to that in all previous rows approaches zero, so that the effect of stopping at some intermediate point in a row becomes negligible. In other words,

$$
\lim \frac{(\text { number of repetitions of a particular sequence of } p \text { terms in first } n \text { ) }}{n}=1 / 2^{p}
$$

Hence

$$
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(t+m) f(t) d t=0 . \quad[m=\text { an integer } \neq \mathrm{o}](\mathrm{I} \text { I. O5) }
$$

Inasmuch as obviously

$$
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}[f(t)]^{2} d t=\mathrm{I}
$$

we see that

$$
\varphi(\tau)=\left\{\begin{array}{cc}
\mathrm{I}-|\tau| ; & {[|\tau| \leq \mathrm{I}]}  \tag{11.07}\\
\mathrm{o} . & {[|\tau|>\mathrm{I}]}
\end{array}\right.
$$

It follows that

$$
\begin{equation*}
S(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i u x}-\mathrm{I}}{i x} d x=\frac{1}{\pi} \int_{0}^{1}(\mathrm{I}-x) \frac{\sin u x}{x} d x=\frac{1}{\pi} \int_{0}^{u} \frac{\mathrm{I}-\cos v}{v^{2}} d v \tag{II.ob}
\end{equation*}
$$

Thus the function $f(t)$ has a continuous spectrum with spectral density $\frac{1}{\pi} \frac{\mathrm{I}-\cos u}{u^{2}}$.
This fact that the spectrum has a spectral density is an even more restrictive condition than the condition that it should be continuous.

Every monotone function is known to be the sum of three parts: a step function with a denumerable set of steps; a function which is the integral of its derivative; and a continuous function with a derivative almost everywhere zero. This latter type of function has been ignored as a possibility in spectrum analysis. With both line and continuous spectra we are familiar, but the physicists have not considered the possibility of a spectrum in which the total energy of a region tends to zero as the width of the region decreases, but not proportionally in the limit to the width of the region. Nevertheless, functions with a spectrum of this type do exist, as Mr. Kurt Mahler has proved. I am incorporating into this paper an extremely ingenious note of Mr. Mahler, already
published in the Journal of Mathematics and Physics of the Massachusetts Institute of Technology, giving an example of this kind.

Let $\xi$ be a simple $q$-th root of unity, $q$ being any positive integer greater than I . Let $\bar{\xi}$ be the conjugate complex number, so that

$$
\begin{equation*}
\xi \bar{\xi}=\mathrm{I} . \tag{in.og}
\end{equation*}
$$

We define the arithmetical function $\varrho(n)$ by the functional equations

$$
\left.\begin{array}{l}
\varrho(\mathrm{o})=\mathrm{I}  \tag{II.IO}\\
\varrho(q n+l)=\xi^{l} \varrho(n) \text { for }\left[\begin{array}{l}
l=\mathrm{o}, \mathrm{I}, 2, \ldots, q-\mathrm{I} \\
n=\mathrm{o}, \mathrm{I}, 2, \ldots
\end{array}\right]
\end{array}\right\}
$$

We have thus defined $\varrho(n)$ unambiguously for every positive integer $n$. We may write

$$
\begin{equation*}
\varrho(n)=\xi^{q(n)} \tag{II.II}
\end{equation*}
$$

where $q(n)$ is the sum of the digits of $n$ in the $q$-ary system of notation.
Our problem here is to give an asymptotic evaluation of

$$
\begin{equation*}
S_{k}(n)=\sum_{l=0}^{n-1} \varrho(l) \bar{\varrho}(l+k) \tag{II.I2}
\end{equation*}
$$

for arbitrary positive integral values of $k$ and large values of $n$. If $k=0$, we have the obvious formula

$$
\begin{equation*}
S_{0}(n)=n . \tag{II.I3}
\end{equation*}
$$

We shall use this as a basis on which to determine

$$
\begin{equation*}
S_{1}(n)=\sum_{l=0}^{n-1} \varrho(l) \bar{\varrho}(l+\mathrm{I}) \tag{II.14}
\end{equation*}
$$

We may deduce at once from our fundamental equation (iI. Io) the functional equations of $S_{1}(n)$, namely

$$
\begin{aligned}
& S_{1}(\mathrm{o})=\mathrm{o}, \\
& S_{1}(q n+l)=\bar{\xi} S_{1}(n)+((q-\mathrm{I}) n+l) \bar{\xi} . \quad[l=\mathrm{O}, \mathrm{I}, \ldots, q-\mathrm{I}] \quad(\mathrm{I}, \mathrm{I} 5)
\end{aligned}
$$

As is obvious, these equations determine $S_{1}(n)$ unambiguously.

We now see, however, that the series

$$
\Sigma_{1}(n)=\bar{\xi}\left\{[n]-\left[\frac{n}{q}\right]\right\}+\bar{\xi}^{2}\left\{\left[\frac{n}{q}\right]-\left[\frac{n}{q^{2}}\right]\right\}+\bar{\xi}^{3}\left\{\left[\frac{n}{q^{2}}\right]-\left[\frac{n}{q^{3}}\right]\right\}+\cdots \text { (I. Іб) }
$$

satisfies the same functional equations (II. I5) as $S_{1}(n)$ and hence is identical with $S_{1}(n)$. We thus have

$$
S_{1}(n)=\bar{\xi}\left\{[n]-\left[\frac{n}{q}\right]\right\}+\bar{\xi}^{2}\left\{\left[\frac{n}{q}\right]-\left[\frac{n}{q^{2}}\right]\right\}+\bar{\xi}^{3}\left\{\left[\frac{n}{q^{2}}\right]-\left[\frac{n}{q^{3}}\right]\right\}+\cdots . \text { (І І. 17) }
$$

Now let
We see that

$$
\begin{align*}
S_{1}(n) & =\bar{\xi}\left\{[n]-\left[\frac{n}{q}\right]\right\}+\bar{\xi}^{2}\left\{\left[\frac{n}{q}\right]-\left[\frac{n}{q^{2}}\right]\right\}+\cdots+\bar{\xi}^{r+1}\left\{\left[\frac{n}{q^{r}}\right]-\left[\frac{n}{q^{r+1}}\right]\right\} \\
& =n \bar{\xi}\left(\mathrm{I}-\frac{\mathrm{I}}{q}\right)\left(\mathrm{I}+\frac{\bar{\xi}}{q}+\frac{\bar{\xi}^{2}}{q^{2}}+\cdots+\frac{\bar{\xi}^{r}}{q^{r}}\right)+O(r) \\
& =n \bar{\xi}\left(\mathrm{I}-\frac{\mathrm{I}}{q}\right) \frac{\mathrm{I}}{\mathrm{I}-\frac{\bar{\xi}}{q}}+O(\mathrm{I})+O(r) \tag{11.19}
\end{align*}
$$

or by (II. I8)

$$
\begin{equation*}
S_{1}(n)=\frac{q-1}{q \xi-1} n+O(\log n) \tag{II.20}
\end{equation*}
$$

Formulae (11.13) and (II.20) are only special cases of the corresponding formula for arbitrary $k$. We obtain this in the following manner.

Since

$$
\begin{equation*}
S_{k}(q n+l)=S_{k}(q n)+O(\mathrm{I}), \quad[l=\mathrm{o}, \mathrm{I}, 2, \ldots, q-\mathrm{I}] \tag{II.2I}
\end{equation*}
$$

we need only consider $S_{k}(q n)$. For this we have the formula

$$
\begin{equation*}
S_{q K+\lambda}(q n) \bar{\xi}^{\lambda}\left\{(q-\lambda) S_{K}(n)+\lambda S_{K+1}(n)\right\} \tag{11.22}
\end{equation*}
$$

We define a sequence $\sigma(k)$ by the functional equations

$$
\begin{align*}
& \sigma(\mathrm{o})=\mathrm{I} \\
& \sigma(q K+\lambda)=\bar{\xi}^{2}\left(\frac{q-\lambda}{q} \sigma(K)+\frac{\lambda}{q} \sigma(K+\mathrm{I})\right) \tag{II.23}
\end{align*}
$$

Then it is always true that

$$
\begin{equation*}
S_{k}(n)=\sigma(k) n+O(\log n) \tag{1I.24}
\end{equation*}
$$

To begin with, we have proved this theorem for $k=0$ and $k=1$. Formula (II.23) shows, however, that we may prove (II. 24) in general by a mathematical induction with respect to $k$.
$\sigma(k)$ is a very complicated arithmetical function. For small values of its $\operatorname{argument}(K=\mathrm{O}, \mathrm{I}, \cdots, q-\mathrm{I}, \lambda=\mathrm{O}, \mathrm{I}, \cdots, q-\mathrm{I})$ we have

$$
\left.\begin{array}{rl}
\sigma(\lambda) & =\bar{\xi}^{\lambda} \frac{(q-\lambda)+(\lambda-\mathrm{I}) \bar{\xi}}{q-\bar{\xi}},  \tag{II.25}\\
\sigma(K q+\lambda) & =\bar{\xi}^{K+\lambda} \frac{(q+K)(q-\lambda)+((K-\mathrm{I})(q-\lambda)+(q-K-\mathrm{I}) \lambda) \bar{\xi}+K \lambda \bar{\xi}^{2}}{q(q-\bar{\xi})}
\end{array}\right\}
$$

It is natural to extend our definition of $\sigma(k)$ to negative values of $k$ by the formula

$$
\begin{equation*}
\sigma(-k)=\overline{\sigma(k)} \tag{11.26}
\end{equation*}
$$

Formula (1.24) is then true for negative as well as for positive arguments.
It is natural to investigate the functions

$$
\begin{equation*}
T_{k}(n)=\sum_{0}^{n-1} \sigma(l) \bar{\sigma}(\dot{l}+k) \tag{II.27}
\end{equation*}
$$

which arise from $\sigma$ in the same fashion as $S_{k}$ arises from $\varrho$. We shall confine ourselves to the case

$$
q=2 ; \xi=\bar{\xi}=-1
$$

We have here the equations

$$
\left.\begin{array}{rl}
\sigma(k) & =\bar{\sigma}(k) ; \\
\sigma(2 k) & =\sigma(k) ;  \tag{11.28}\\
\sigma(2 k+1) & =-\frac{\sigma(k)+\sigma(k+1)}{2}
\end{array}\right\}
$$

Hence we have the following formulae:

$$
\begin{align*}
T_{2 k}(2 n) & =\sum_{m=0}^{n-1}(\sigma(2 m) \sigma(2 m+2 k)+\sigma(2 m+\mathrm{I}) \sigma(2 m+2 k+\mathrm{I}))  \tag{1.1.29}\\
& =\sum_{m=0}^{n-1}\left(\sigma(m) \sigma(m+k)+\frac{(\sigma(m)+\sigma(m+1))(\sigma(m+k)+\sigma(m+k+\mathrm{I}))}{4}\right) \tag{11.30}
\end{align*}
$$

or

$$
\begin{equation*}
\left|T_{2 k}(2 n)-\frac{3}{2} T_{k}(n)-\frac{1}{4} T_{k-1}(n)-\frac{\mathrm{I}}{4} T_{k+1}(n)\right|<\text { const. } \tag{II.3I}
\end{equation*}
$$

and further

$$
\begin{align*}
T_{2 k+1}(2 n) & =\sum_{m=0}^{n-1}(\sigma(2 m) \sigma(2 m+2 k+1)+\sigma(2 m+\mathrm{I}) \sigma(2 m+2 k+2)) \\
& =-\sum_{m=0}^{n-1}\left(\sigma(m) \frac{\sigma(m+k)+\sigma(m+k+\mathrm{I})}{2}+\frac{\sigma(m)+\sigma(m+\mathrm{I})}{2} \sigma(m+k+\mathrm{I})\right) \tag{11.32}
\end{align*}
$$

or

$$
\begin{equation*}
\left|T_{2 k+1}(2 n)+T_{k}(n)+T_{k+1}(n)\right|<\text { const. } \tag{II.33}
\end{equation*}
$$

The array
$\{\ldots, \varrho(n), \ldots, \varrho(\mathrm{I}), \varrho(\mathrm{o}), \varrho(\mathrm{r}), \ldots, \varrho(n), \ldots\}=\left\{\ldots, a_{-n}, \ldots, a_{-1}, a_{0}, a_{1}, \ldots, a_{n}, \ldots\right\}$
defines a function

$$
f(t)=\left\{\begin{array}{l}
a_{n} \text { if }|t-n| \leq \mathrm{I} / 8  \tag{II.34}\\
0 \text { if for no } n,|t-n| \leq \mathrm{I} / 8
\end{array}\right.
$$

and

$$
\begin{equation*}
\varphi(\tau)=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(t+\tau) \bar{f}(t) d t=\frac{\mathrm{I}}{4} \sigma\left(\left[\tau+\frac{\mathrm{I}}{4}\right]\right) Q\left(x-\left[\tau+\frac{\mathrm{I}}{4}\right]\right) \tag{II.35}
\end{equation*}
$$

where

$$
Q(x)=\left\{\begin{array}{cr}
\mathrm{I}-4|x| ; & {\left[-\frac{\mathrm{I}}{4}<x<\frac{\mathrm{I}}{4}\right]} \\
0 . & {\left[\frac{\mathrm{I}}{4} \leq x<\frac{3}{4}\right]}
\end{array}\right.
$$

We have

$$
\begin{equation*}
S(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi(\tau) \frac{e^{i u \tau}-\mathrm{I}}{i \tau} d \tau \tag{11.36}
\end{equation*}
$$

where $S(u)$ is of limited total variation. Then

$$
\begin{equation*}
S(u+\varepsilon)-S(u-\varepsilon)=\frac{1}{\pi} \int_{-\infty}^{\infty} \varphi(\tau) \frac{\sin \varepsilon \tau}{\tau} e^{i u \tau} d \tau \tag{1.1.37}
\end{equation*}
$$

Hence by (6. 15)

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}-\frac{1}{2} \int_{-\infty}^{\infty} e^{-i v u}|S(u+\varepsilon)-S(u-\varepsilon)|^{2} d u=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} \varphi(x+\nu) \bar{\varphi}(x) d x \tag{II.38}
\end{equation*}
$$

Hence if the finite or denumerable set of discontinuities of $S(u)$ are at $u_{1}, u_{2}, \ldots$ and have values $A_{1}, A_{2}, \ldots$, respectively

$$
\begin{align*}
& \sum_{1}^{\infty}\left|A_{k}\right|^{z}=\lim _{s \rightarrow 0} \frac{1}{2}-\int_{-\infty}^{\infty} e^{-i v u}|S(u+\varepsilon)-S(u-\varepsilon)|^{2} d u= \\
&=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \varphi(x+\nu) \ddot{\varphi}(x) d x \tag{II.39}
\end{align*}
$$

and exists for every $\boldsymbol{\nu}$. However,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} \varphi(x+\nu) \bar{\varphi}(x) d x=\frac{\mathrm{I}}{\mathrm{I} 6} \lim _{n \rightarrow \infty} T_{\left[v+\frac{1}{2}\right]}^{n}-R\left(v-\left[v+\frac{\mathrm{I}}{2}\right]\right) \tag{II,40}
\end{equation*}
$$

where

$$
\begin{equation*}
R(x)=\int_{-\frac{1}{2}}^{\frac{1}{2}} Q(y) Q(x+y) d y \tag{11.41}
\end{equation*}
$$

so that

$$
\lim _{n \rightarrow \infty} \frac{T_{k}(n)}{n}
$$

exists for every $k$. If we put

$$
\begin{equation*}
\varpi(k)=\lim _{n \rightarrow \infty} \frac{T_{k}(n)}{n}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{l=0}^{n-1} \sigma(l) \sigma(l+k) \tag{11.42}
\end{equation*}
$$

we may conclude from our equations for $T_{k}$ that

$$
\left.\begin{array}{rl}
\varpi(2 k) & =\frac{\varpi(k-\mathrm{I})+6 \varpi(k)+\varpi(k+\mathrm{I})}{8} ; \\
\varpi(2 k+\mathrm{I}) & =-\frac{\varpi(k)+\varpi(k+\mathrm{I})}{2} \tag{1I.43}
\end{array}\right\}
$$

It follows that if

$$
\begin{gather*}
\varpi(\mathrm{o})=\mathrm{o}, \varpi(\mathrm{I})=\mathrm{o}  \tag{1.1.44}\\
\varpi(k)=\mathrm{o} . \tag{11.45}
\end{gather*}
$$

then for every $k$

We now put $k=0$ in (1.43), remembering that

We obtain

$$
\begin{equation*}
\varpi(-k)=\varpi(k) . \tag{11.46}
\end{equation*}
$$

$$
\begin{equation*}
\varpi(\mathrm{o})=\varpi(\mathrm{I})=3 \varpi(\mathrm{I}) . \tag{11.47}
\end{equation*}
$$

Hence $\varpi(\mathrm{o})=\varpi(\mathrm{r})=0$ and $\boldsymbol{\sigma}(k)$ is identically o . In other words,

$$
\begin{equation*}
T_{k}(n)=o(n) \tag{II.48}
\end{equation*}
$$

As $\sigma(2 k)=\sigma(k), \sigma(\mathrm{I})=-\mathrm{I} / 3$, we see that we cannot have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sigma(k)=0 \tag{11.49}
\end{equation*}
$$

and hence we cannot have

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \varphi(\tau)=0 \tag{11.50}
\end{equation*}
$$

It is thus impossible that

$$
\begin{equation*}
S(u)=\int_{-\infty}^{u} S^{\prime}(v) d v+S(-\infty) \tag{II.5I}
\end{equation*}
$$

for then we should have by (5.43), (5.46)

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \varphi(\tau)=\lim _{\tau \rightarrow \infty} \int_{-\infty}^{\infty} S^{\prime}(u) e^{-i u \tau} d u=0 \tag{2}
\end{equation*}
$$

On the other hand, as

$$
\varpi(\mathrm{o})=\mathrm{o},
$$

we must have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{-\infty}^{\infty}|S(u+\varepsilon)-S(u-\varepsilon)|^{2} d u=0 \tag{II.53}
\end{equation*}
$$

It follows that $S(u)$ is a continuous function which we have already seen not to be the integral of its derivative. This theorem of Mahler thus leads to a new type of spectrum.
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## 12. Spectra depending on an infinite sequence of choices.

In the last section we gave concrete, well defined examples of functions with various continuous types of spectra. The present and the following sections are devoted to the generation of such functions by methods which instead of always yielding functions with continuous spectra, almost always yield such functions. The distinction is precisely analogous to that between rational mechanics of the classical kind and statistical mechanics. Theoretically, all the molecules of gas in a vessel might group themselves in a specified half of its volume; practically, such a contingency is unthinkably improbable.

The notion of probability is a new element not occurring in classical mechanics, but essential in statistical mechanics. It applies to a class of contingent situations, and has the essential properties of a measure. So too the idea of "almost always» in harmonic analysis depends on some more or less concealed notion of measure. In the present and the ensuing sections, we shall assimilate this notion of measure to that of Lebesgue, so that "almost always» will translate into "except for a set of Lebesgue measure zero».

Consider a sequence of independent tosses of a coin. By a sequence, we mean a record such as, "heads, tails, heads, heads, tails." For such a finite sequence, the probability is $2^{-n}$, where $n$ is the number of tosses. That is, it is the same as the measure of the set of all the points on ( $\mathrm{O}, \mathrm{I}$ ) with coordinates whose binary expansion begins .IOII. This mapping immediately suggests a definition of probability for infinite sequences of tosses. The probability of any set of sequences of tosses is defined as the Lebesgue measure of the set of points whose binary representations correspond to sequences of tosses in the set, in such a manner that I corresponds to "heads» and o to $»$ tails». ${ }^{5}$ We can even represent sequences infinite in both directions by binary numbers in such a way as to define the probability of a set of sequences, by having recourse to some definite enumerative rearrangement of such a sequence.

If we have made "probability» a mere translation of »measure», »average» becomes the equivalent of »integral». We are accordingly able to use the entire body of theorems concerning the Lebesgue integral in the service of the calculus of probabilities.

We have not yet, however, correlated with our sequence of throws functions susceptible of a harmonic analysis. To do this, we take a certain zero
point on a doubly infinite line to correspond with the zero point of our doubly infinite sequence of tosses, and if the $n$th toss is a head, we define $f(t)$ to be I for $n<t<n+1$; if a tail, to be -I . The question we wish to ask is: what is the probability distribution of spectral functions $S(u)$ for these functions $f(t)$ ?

We have, taking $f(t)=a_{n}$ for $n<t<n+\mathrm{I}$,

$$
\frac{1}{2} n \int_{-n}^{n} f(t+m) f(t) d t=\frac{1}{2 n}\left(a_{m-n} a_{-n}+a_{m-n+1} a_{-n+1}+\cdots+a_{m+n-1} a_{n-1}\right) . \text { (12.OI) }
$$

Since the distribution of each $a_{n}$ between negative and positive values is symmetrical and independent of that of every other,

$$
\text { Average } \frac{\text { I }}{2} \int_{-n}^{n} f(t+m) f(t) d t=\left\{\begin{array}{l}
0 \text { if } m \neq 0  \tag{12.02}\\
\text { I if } m=0
\end{array}\right.
$$

When $m=0$, this average is indeed identically I. In every other case, when $m$ is an integer,

$$
\begin{align*}
\text { Average } & \left\{\frac{\mathrm{I}}{2 n} \int_{-n}^{n} f(t+m) f(t) d t\right\}^{2} \\
= & \text { Average } \frac{\mathrm{I}}{4 n^{2}}\left(a_{m-n} a-n+\cdots+a_{m+n-1} a_{n-1}\right)^{2} \\
= & \text { Average } \frac{\mathrm{I}}{4 n^{\frac{2}{2}}\left(a_{m-n}^{2} a_{-n}^{3}+\cdots+a_{m+n-1}^{3} a_{n-1}^{2}\right)} \\
= & \mathrm{I} / 2 n, \tag{12.03}
\end{align*}
$$

since the averages of all the non-square terms vanish. Hence

$$
\begin{equation*}
\frac{1}{2} \frac{1}{n^{2}} \int_{-n^{2}}^{n^{2}} f(t+m) f(t) d t>A \tag{12.04}
\end{equation*}
$$

over a set of values of $f(t)$ with total probability

$$
\begin{equation*}
\leq \frac{A}{2} \frac{A}{n^{2}} \tag{12.05}
\end{equation*}
$$

Since the sum of these latter quantities forms a convergent series, with remainder after $n$ terms tending to 0 as $n$ increases, we must have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{2 n^{2}} \int_{-n^{2}}^{n^{2}} f(t+m) f(t) d t<A \tag{12.06}
\end{equation*}
$$

except in a set of cases of arbitrarily small and hence of zero probability. Hence except in a set of cases of zero probability,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{2 n^{2}} \int_{-n^{2}}^{n^{2}} f(t+m) f(t) d t=0 \tag{12.07}
\end{equation*}
$$

Here the procedure to the limit runs through integral values of $n$. This can be generalized at once. Let $P$ be bounded, and let

$$
n^{2}<T<(n+1)^{2}
$$

Then

$$
\begin{align*}
\frac{\mathrm{I}}{2 T} \int_{-T}^{T} P d \lambda & =\frac{n^{2}}{T} \frac{\mathrm{I}}{2 n^{2}} \int_{-n^{2}}^{n^{2}} P d \lambda+\frac{\mathrm{I}}{2 T}\left[\int_{n^{2}}^{T}+\int_{-T}^{-n^{2}}\right] P d \lambda \\
& =\frac{n^{2}}{T} \frac{\mathrm{I}}{2 n^{2}} \int_{-n^{2}}^{n^{2}} P d \lambda+\frac{\vartheta}{2 T}\left[\int_{-(n+1)^{2}}^{(n+1)^{2}} P d \lambda-\int_{-n^{2}}^{n^{2}} P d \lambda\right] \quad[0 \leq \vartheta \leq \mathrm{I}] \\
& =\frac{n^{2}}{T} \frac{\mathrm{I}}{2 n^{2}} \int_{-n^{2}}^{n^{3}} P d \lambda+\vartheta\left[\frac{(n+\mathrm{I})^{2}}{T} \cdot \frac{\mathrm{I}}{2(n+1)^{2}} \int_{-(n+1)^{2}}^{(n+1)^{2}} P d \lambda-\frac{n^{2}}{T} \cdot \frac{\mathrm{I}}{2 n^{2}} \int_{-n^{2}}^{n^{2}} P d \lambda\right] . \tag{12.08}
\end{align*}
$$

Thus if

$$
\lim _{n \rightarrow \infty} \frac{\mathrm{I}}{2 n^{2}} \int_{-n^{2}}^{n^{2}} P d \lambda=L,
$$

then

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} P d \lambda=L \tag{12.09}
\end{equation*}
$$

We thus see that in case $m$ is an integer other than zero, we almost always have

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} f(t+m) f(t) d t=0 \tag{12.10}
\end{equation*}
$$

As in (II. 07), we may conclude that

$$
\varphi(x)=\left\{\begin{array}{c}
\mathrm{o} ;(x>\mathrm{I})  \tag{I2.II}\\
\mathrm{I}-x ;(\mathrm{o}<x<\mathrm{I}) \\
\mathrm{I}+x ;(-\mathrm{I}<x<0) \\
\mathrm{o} ;(-\mathrm{I}<x)
\end{array}\right.
$$

and that

$$
\begin{equation*}
S(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i u x}-\mathrm{I}}{i x} d x=\frac{1}{\pi} \int_{0}^{1}(\mathrm{I}-x) \frac{\sin u x}{x} d x=\frac{\mathrm{I}}{\pi} \int_{0}^{u} \frac{\mathrm{I}-\cos v}{v^{2}} d v \tag{12.12}
\end{equation*}
$$

These propositions are true, not always, but almost always. Thins a haphazard sequence of positive and negative rectangular impulses almost always has the spectral intensity

$$
\begin{equation*}
\frac{1}{\pi} \frac{\mathrm{I}-\cos v}{v^{2}} \tag{12.13}
\end{equation*}
$$

which is numerically identical to the square of the Fourier transform of a single rectangular impulse. To see this, we need only reflect that the Fourier transform of such an impulse is

$$
\begin{equation*}
\frac{\mathrm{I}}{\sqrt{2 \pi}} \int_{-\frac{1}{2}}^{\frac{1}{2}} e^{i u x} d x=\sqrt{\frac{2}{\pi}} \frac{\sin u / 2}{u}=\sqrt{\frac{\mathrm{I}-\cos u}{\pi u^{2}}} \tag{12.14}
\end{equation*}
$$

It would not be a difficult task to generalize this remark to impulses of other than rectangular shape. The essential generalization to make this fact of physical interest is, however, to eliminate the equal spacing of the individual impulses, to reduce the sequence of impulses to such an irregularity as is found in the Brownian motion. This is the problem of our next section. The principal difficulty is that the fundamental Lebesgue measure to which we reduce our probabilities is not so obviously at hand. There is no continuous infinity of choices which bears an obvious analogy to that involved in building up a
binary fraction. Nevertheless, the distribution involved in the time paths of particles subject to the Brownian motion can be reduced to a Lebesgue measure, certain functions connected with these paths can almost always be analysed harmonically, and their spectra will almost always have a certain fixed distribution of energy if frequency. In other words, the properties of the distributions and functions of this section furnish an excellent working model for those to be expected of the functions discussed in the next section.

## 13. Spectra and integration in function-space.

From the very beginning, spectrum theory and statistics have joined hands in the theory of white light. The apparent contradiction between the additive character of electromagnetic displacement in the Maxwell theory and the observed additive character of the quadratic light-intensities is on the surface of things irreconcilable. The credit for resolving this antinomy is due to Lord Rayleigh. He considers the resultant of a large number of vibrations of arbitrary phase, and shows that the mean intensity of their sum is actually additive. He says, >It is with this mean intensity only that we are concerned in ordinary photometry. A source of light, such as a candle or even a soda flame, may be regarded as composed of a very large number of luminous centres disposed throughout a very sensible space; and even though it be true that the intensity at a particular point of a screen illuminated by it and at a particular moment of time is a matter of chance, further processes of averaging must be gone through before anything is arrived at of which our senses could ordinarily take cognizance. In the smallest interval of time during which the eye could be impressed, there would be opportunity for any number of rearrangements of phase, due either to motions of the particles or to irregularities in their modes of vibration. And even if we suppose that each luminous centre was fixed, and emitted perfectly regular vibrations, the manner of composition and consequent intensity would vary rapidly from point to point of the screen, and in ordinary cases the mean illumination over the smallest appreciable area would correspond to a thorough averaging of the phase-relationships. In this way the idea of the intensity of a luminous source, independently of any questions of phase, is seen to be justified, and we may properly say that two candles are twice as bright as one."

Thus Rayleigh's statistics of light is a statistics in which the quantities distributed are amplitudes of sinusoidal vibrations. Such a theory involves a preliminary harmonic analysis, perhaps of a somewhat vague nature, but definite enough to be useful in the hands of a competent physicist. There is an alternative approach to spectrum statistics, which is of a more direct nature. Imagine a resonator - say a sea-shell - struck by a purely chaotic sequence of acoustical impulses. It will yield a response which still has a statistical element in it, but in which the selective properties of the resonator will have accentuated certain frequencies at the expense of others. It seems on the surface of it highly plausible that the outputs of two such resonators will almost always be additive as to intensities rather than merely as to amplitudes.
"Chaos» and "almost always" - there lies an entire statistical theory behind these terms. The simplest phenomenon to which the name »chaos» may be applied with any propriety is that of the Brownian motion. Here a small particle is impelled by atomic, collisions in such a way that its future is entirely independent of its past. If we consider the $X$-coordinate of such a particle, the probability that this should alter a given amount in a given time is independent (I) of the entire past history of the particle; (2) of the instant from which the given interval is measured; (3) whether we are considering changes that increase or changes that decrease it. If we make the assumption that the distribution of the changes of $x$ over a given interval of time is Gaussian, it follows as Einstein has pointed out that the probability that after a time $t$ the change in $x$ should lie between $x_{1}$ and $x_{1}+d x_{1}$ is

$$
\frac{\mathrm{I}}{\sqrt{\pi c t}} e^{-x_{1}^{2} / c t} d x_{1}
$$

Here $c$ is a constant which we may and shall reduce to I by a proper choice of units. The particular manner in which $t$ enters results from the fact that

$$
\begin{equation*}
\frac{\mathrm{I}}{\sqrt{\pi\left(t_{1}+t_{2}\right)}} e^{-\frac{x_{1}^{2}}{t_{1}+t_{2}}}=\frac{\mathrm{I}}{\pi \sqrt{t_{1} t_{2}}} \int_{-\infty}^{\infty} e^{-\frac{x^{2}}{t_{1}}} e^{-\frac{\left(x_{1}-x\right)^{2}}{t_{2}}} d x \tag{I3.02}
\end{equation*}
$$

This fundamental identity is tantamount to the statement that the probability that $x$ should have changed by an amount lying between $x_{1}$ and $x_{1}+d x_{1}$ after a time $t_{1}+t_{2}$ is the total compound probability that the change of $x$ over time
$t_{1}$ should be anything at all, and that it should then migrate in a subsequent interval of length $t_{2}$ to a position between $x_{1}$ and $x_{1}+d x_{1}$.

A quantity $x$ whose changes are distributed after the manner just mentioned is said to have them normally or chaotically distributed. Of course, what really is distributed is the function $x(t)$ representing the successive values of $x$. (There is no essential restriction in supposing $x(0)=0$.) Thus the conception of a purely chaotic distribution really introduces a certain system of measure and consequently of integration into function-space. This gives us the clue to the statistical study of spectra. We determine the response of a resonator in terms of functionals of the incoming chaotic disturbance. We then ask, "What is the distribution of various quantities connected with the spectrum of this response, as determined by integrating these quantities over function-space with respect to the original chaos? Let it be remarked that the theory of integration appropriate to this problem is that developed by the author in his »Differential-space», and not the earlier theory of Gâteaux, which forms the starting point of most researches in this direction.

Before we can attack these more difficult problems we must establish out theory of integration on a firm basis. To do this, we shall establish a correspondence between the set of all functions and the points on a segment of a line $A B$ of unit length, and shall use this correspondence to define integration over function-space in terms of Lebesgue integration over the segment. Let me say in passing that in my previous attacks on this problem, I have made use of a somewhat generalized form of integration due to P. J. Daniell. This form of integration, at least in all cases yet given, may be mapped into a Lebesgue integration over a one-dimensional manifold by a transformation retaining measure invariant. In as much as the literature contains a much greater wealth of proved theorems concerning the Lebesgue integral than of theorems concerning the Daniell integral - although the latter are not particularly difficult to establish - it has seemed to me more desirable to employ the method of mapping. This method of mapping is an extension to infinitely many dimensions of a method due to Radon.

The method of mapping consists in making certain sets of functions $x(t)$, which we shall call "quasi-intervals», correspond to certain intervals of $A B$. Our quasi-intervals will be sets of all functions $x(t)$ defined for $0 \leq t \leq 1$ such that

$$
\begin{gather*}
x(0)=0 ; \\
x_{11} \leq x\left(t_{1}\right) \leq x_{18} ; \\
x_{21} \leq x\left(t_{2}\right) \leq x_{29} ; \\
x_{31} \leq x\left(t_{3}\right) \leq x_{32} ; \\
\cdot \cdot \cdot \cdot \\
x_{n 1} \leq x\left(t_{n}\right) \leq x_{n 2}  \tag{I3.03}\\
\left(0 \leq t_{1} \leq t_{2} \leq t_{3} \leq \cdots \leq t_{n} \leq 1\right) .
\end{gather*}
$$

By our definition of probability, the probability that $x(t)$ should lie in this quasi-interval is

$$
\begin{align*}
& \pi^{-n / 2}\left[t_{1}\left(t_{2}-t_{1}\right)\left(t_{3}-t_{2}\right) \cdots\left(t_{n}-t_{n-1}\right)\right]^{-1 / 2} \int_{x_{11}}^{x_{12}} d \xi_{1} \cdots \int_{x_{n 1}}^{x_{n 2}} d \xi_{n} \\
& \cdot \exp \left[-\xi_{1}^{2} t_{1}^{-1}-\sum_{2}^{n}\left(\xi_{k} \cdots \xi_{k-1}\right)^{2}\left(t_{k}-t_{k-1}\right)^{-1}\right] . \tag{I3.04}
\end{align*}
$$

Clearly, if the class of all functions $x(t)$ be divided into a finite number of quasi-intervals - some of which then must contain infinite values of $x_{h 1}$ or $x_{h 2}$ - the sum of their probabilities will be 1 .

The quasi-intervals with which we shall be more specially concerned are the quasi-intervals $I\left(n ; k_{1}, k_{2}, \ldots, k_{2^{n}}\right)$ for which

$$
\left.\begin{array}{l}
t_{h}=h 2^{-n} ; \quad\left(\mathrm{I} \leq h \leq 2^{n}\right)  \tag{13.05}\\
x_{h 1}=\tan \left(k_{h} \pi 2^{-n}\right) \\
x_{h 2}=\tan \left(\left(k_{h}+1\right) \pi 2^{-n}\right) ;
\end{array}\right\}
$$

where $k_{h}$ is some integer between $-2^{n-1}$ and $2^{n-1}-1$, inclusive. For the probability that $x(t)$ should lie in this interval let us write

$$
P\left\{I\left(n ; k_{1}, \ldots, k_{2} n^{n}\right)\right\}
$$

Let us notice that $I\left(n ; k_{1}, \ldots, k_{2^{n}}\right)$ is made of a finite number of quasi-intervals $I\left(n ; l_{1}, \ldots, l_{2} n+1\right)$, and that the sum of the probabilities belonging to the latter gives the probability belonging to the former.

Let us now map the four quasi-intervals $I\left(\mathrm{I} ; k_{1}, k_{2}\right)$ on the segment $A B$, assigning to each in order an interval with length equal to its probability. Let

28-29764. Acta mathematica. 55. Imprimé le 15 avril 1930.
us map the quasi-intervals $I\left(2 ; k_{1}, k_{2}, k_{3}, k_{4}\right)$ into intervals of the segment $A B$, translating probability into length, and in such a manner that if $I\left(2 ; l_{1}, l_{2}, l_{3}, l_{4}\right)$ forms a portion of $I\left(I_{1} ; k_{1}, k_{2}\right)$, their images stand in the same relation. If we keep this process up indefinitely, we shall have mapped all the quasi-intervals $I\left(n ; k_{1}, k_{2}, \ldots, k_{2^{n}}\right)$ into intervals of $A B$ in such a way that probability is translated into length, and that the end-points of the intervals of $A B$ form an everywhere dense set.

Up to this point, our mapping has mapped quasi-intervals on intervals. We wish to deduce from it a mapping of functions on points. As a lemma for this purpose, we shall show that the functions $x(t)$ for which for any $t_{1}$ and $t_{2}$ that are terminating binaries,

$$
\begin{equation*}
\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right| \geq 40 h\left|t_{1}-t_{2}\right|^{1 / 4} \tag{13.06}
\end{equation*}
$$

may be enclosed in a denumerable set of quasi-intervals such that the sum of the probabilities of these quasi-intervals is $O\left(h^{-n}\right)$ for any $n$.

To show this, let us represent $t_{1}$ as the binary fraction

$$
\mathrm{o} \cdot a_{1} a_{2} a_{3} \cdots a_{n} \cdots
$$

and $t_{2}$ as the binary fraction

$$
o \cdot b_{1} b_{2} b_{3} \cdots b_{n} \cdots
$$

Let $t_{3}$ be a number whose binary expansion may be made to agree with that of $t_{1}$ up to and including $a_{j}$ and with that of $t_{2}$ up to and including $b_{j}$. We shall choose $t_{3}$ so that $j$ is as large as possible, even though this may necessitate the use of an expression for $t_{3}$ ending in $l l l \cdots$ to agree with the smaller of the quantities $t_{1}$ and $t_{2}$ and of a terminating expression for $t_{3}$ to agree with the larger. The interval from $t_{1}$ to $t_{3}$ will then be expressible in the form

$$
\mathrm{o} \cdot 00 \cdots \boldsymbol{c}_{j+1} c_{j+2} \cdots
$$

where there are $j$ consecutive o's after the final point, and every $c$ is o or I. The interval from $t_{2}$ to $t_{3}$ may be expressed in a similar manner. In other words, the interval from $t_{1}$ to $t_{2}$ may be reduced to the sum of a denumerable set of intervals from terminating binaries to adjacent terminating binaries of the same number of figures, such that there are not more than two intervals in the set of magnitude $2^{-j-k}$ where $k$ is any positive integer, and such that every interval is of one of these sizes.

Now clearly,

$$
\begin{equation*}
\left|t_{2}-t_{1}\right| \geq 2^{-1-j} \tag{13.07}
\end{equation*}
$$

Hence, if it is for particular values of $t_{2}$ and $t_{1}$ in question that (13.06) is fulfilled,

$$
\begin{align*}
\left|x\left(t_{1}\right)-x\left(t_{\mathrm{g}}\right)\right| & \geq 40 h \cdot 2 \Theta^{(1+j) / 4} \\
& >h \cdot 2^{1-(1+j) / 4 /\left(\mathrm{I}-2^{-1 / 4}\right)} \\
& =2 h \sum_{j+1}^{\infty} 2^{-h / 4} \tag{13.08}
\end{align*}
$$

If we now appeal to our analysis of the interval $\left(t_{1}, t_{2}\right)$, we see that for some interval from $m \cdot 2^{-j-k}$ to $(m+1) \cdot 2^{-j-k}$, where $m$ and $k$ are integers and $\mathrm{o} \leq m<2^{j+k}$, we shall have

$$
\begin{equation*}
\left|x\left(\frac{m}{2^{j+k}}\right)-x\left(\frac{m+1}{2^{j+k}}\right)\right|>h \cdot 2^{-(j+k) / 4} \tag{3.09}
\end{equation*}
$$

Thus if for any pair of values $t_{1}$ and $t_{2}$ that are terminating binary fractions,

$$
\begin{equation*}
\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right| \geq 40 h\left|t_{1}-t_{2}\right|^{1 / 4} \tag{13.10}
\end{equation*}
$$

then for some integers $m$ and $i\left(m<2^{i}\right)$

$$
\begin{equation*}
\left|x\left(m 2^{-i}\right)-x\left((m+1) 2^{-i}\right)\right|>h \cdot 2^{-i / 4} . \tag{I3.II}
\end{equation*}
$$

It merely remains to determine the measure of a denumerable set of our quasiintervals $I\left(n ; k_{1}, \ldots, k_{2} n\right)$ containing all the functions $x(t)$ for which, for some $m$ and $i$, (13. II) holds.

To begin with, let $m$ and $i$ be fixed. Since our selected quasi-intervals ultimately divide the range of values of $x\left(m 2^{-i}\right)$ and of $x\left((m+\mathrm{I}) 2^{-i}\right)$ to an arbitrary degree of fineness, there is no trouble in proving that the functions satisfying (13.11) may be enclosed in a finite set of selected quasi-intervals of total probability not exceeding

$$
\begin{equation*}
\varepsilon+\frac{2}{\sqrt{\pi 2^{-i}}} \int_{h \cdot 2^{-i / 4}}^{\infty} e^{-\frac{x^{2}}{2^{-i}}} d x=\varepsilon+\frac{2}{\sqrt{\pi}} \int_{h \cdot 2^{i / 4}}^{\infty} e^{-x^{2}} d x \tag{I3.12}
\end{equation*}
$$

where $\varepsilon$ is arbitrarily small. If we sum for $m$ and $i$, we get as the sum of the probabilities of all our enclosing sets a quantity not exceeding

$$
\begin{align*}
\eta+\sum_{i=1}^{\infty} & 2^{i+1} V_{\pi} \int_{h \cdot 2^{i / 4}}^{\infty} e^{-x^{3}} d x \\
& <\sum_{i=1}^{\infty} V^{2^{i+1}} e^{-h \cdot 2^{i / 4}} \\
& <\sum_{i=1}^{\infty} \frac{2^{i+1-n i} h^{-4 n}}{\sqrt{\pi}} \tag{13.13}
\end{align*}
$$

for sufficiently large $h$. As usual $\eta$ represents an arbitrarily small quantity. Expression (13. I3) clearly can be made to vanish more rapidly than any given negative power of $h$ as $h$ becomes infinite.

Let us now reconsider our mapping. If we leave out the ends of our intervals, which form a denumerable set of measure o, every point on $A B$ is uniquely characterized by and uniquely characterizes an infinite sequence of intervals, each containing the next, and tending to $o$ in length. If we reject a denumerable set of quasi-intervals of arbitrarily small total probability, the remaining quasi-intervals and portions of quasi-intervals all contain functions satisfying the condition of equicontinuity

$$
\begin{equation*}
\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right|<40 h\left|t_{1}-t_{2}\right|^{1 / 4} \tag{13.I4}
\end{equation*}
$$

so that if we modify $A B$ by the removal of a set of points of arbitrarily small outer measure, as well as by the removal of the end-points of our intervals, every point of $A B$ is characterized by a sequence of intervals closing down on it, by the succession of corresponding quasi-intervals, and by the uniquely determined function $x(t)$ common to this sequence of quasi-intervals and satisfying (13. 14). It follows at once that except for a set of points of zero measure, we have determined a unique mapping of the points of $A B$ by functions satisfying (13.14) for some $h$. Thus any functional of the latter functions determines a function on the line, which may be summable Lebesgue. In the latter case, we shall define the average of the functional as the Lebesgue integral of the corresponding function on $A B$.

Among the summable functionals are the expressions

$$
\boldsymbol{P}\left(x\left(t_{1}\right), x\left(t_{2}\right), \ldots, x\left(t_{n}\right)\right)
$$

where $P$ stands for a polynomial. This is readily seen to be the case when the expressions $t_{1}, \ldots, t_{n}$ are terminating binaries, and the extension to other values follows from the equicontinuity conditions we have already laid down. To see this, let us note that we have already given information enough to prove that the upper average (corresponding to upper integral) of

$$
[\max |x(t)|]^{n}
$$

is finite. This functional will, however, simultaneously dominate

$$
P\left(x\left(t_{1}\right), x\left(t_{2}\right), \ldots, x\left(t_{n}\right)\right)
$$

in which we suppose $P$ of the $n$th degree, and the set of approximating functionals

$$
\begin{gathered}
P\left(x\left(t_{11}\right), x\left(t_{12}\right), \ldots, x\left(t_{1 n}\right)\right) \\
\cdot \cdot \cdot \cdot \\
P\left(x\left(t_{m 1}\right), x\left(t_{m 2}\right), \ldots, x\left(t_{m n}\right)\right)
\end{gathered}
$$

in which $t_{11}, \ldots, t_{m n}, \ldots$ are terminating binaries, and $\lim _{m \rightarrow \infty} t_{m n}=t_{n}$. That these functionals are actually approximating functionals results from the fact that

$$
P\left(y_{1}, \ldots, y_{n}\right)
$$

is continuous, and that $x(t)$ is almost always continuous. Now, there is a theorem to the effect that if a sequence of functions uniformly dominated by a Lebesgue summable function converges for each argument to a limit, and if the Lebesgue integrals of these functions converge to a limit, this limit is the Lebesgue integral of the limit function. This proves our theorem.

In case $t_{1} \leq t_{2} \leq \cdots \leq t_{n}$, the average of $P\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right)$ is readily seen to be

$$
\begin{align*}
\left.\pi^{-\frac{n}{2}}\left[t_{1}\left(t_{2}-t_{1}\right) \cdots\left(t_{n}-t_{n-2}\right)\right]\right]^{-1 / 2} & \int_{-\infty}^{\infty} d \xi_{1} \cdots \int_{-\infty}^{\infty} d \xi_{n} P\left(\xi_{1}, \ldots, \xi_{n}\right) \\
\cdot & \exp \left[-\xi_{1}^{2} t_{1}^{-1}-\sum_{2}^{n}\left(\xi_{k}-\xi_{k-1}\right)^{2}\left(t_{k}-t_{k-1}\right)^{-1}\right] . \tag{13.15}
\end{align*}
$$

In particular, if $t_{1} \leq t_{2}$,

Average $\left(x\left(t_{1}\right) x\left(t_{2}\right)\right)=\frac{1}{\sqrt{\pi t_{1}\left(t_{2}-t_{1}\right)}} \int_{-\infty}^{\infty} d \xi_{1} \int_{-\infty}^{\infty} \xi_{1} \xi_{2} e^{-\frac{\xi_{1}^{2}}{t_{1}}-\frac{\left(\xi_{2}-\xi_{1}\right)^{2}}{t_{2}-t_{1}}} d \xi_{2}$

$$
\begin{equation*}
=t_{1} / 2 \tag{I3.16}
\end{equation*}
$$

and if $t_{1} \leqq t_{2} \leqq t_{3} \leq t_{4}$,
Average $\left(x\left(t_{1}\right) x\left(t_{2}\right) x\left(t_{3}\right) x\left(t_{4}\right)\right)=\frac{\mathrm{I}}{\pi^{2} \sqrt{t_{1}}\left(t_{2}-t_{1}\right)\left(t_{3}-\overline{t_{2}}\right) \overline{\left(t_{4}-t_{3}\right)}}$.

$$
\begin{gather*}
\int_{-\infty}^{\infty} d \xi_{1} \int_{-\infty}^{\infty} d \xi_{8} \int_{-\infty}^{\infty} d \xi_{3} \int_{-\infty}^{\infty} d \xi_{4} \xi_{1} \xi_{2} \xi_{3} \xi_{4} \exp \left(-\frac{\xi_{1}^{2}}{t_{1}}-\frac{\left(\xi_{2}-\xi_{1}\right)^{2}}{t_{9}-t_{1}}-\frac{\left(\xi_{3}-\xi_{2}\right)^{2}}{t_{3}-t_{2}}-\frac{\left(\xi_{4}-\xi_{3}\right)^{2}}{t_{4}-t_{3}}\right) \\
=\frac{t_{1} t_{2}}{2}+\frac{t_{1} t_{3}}{4} . \tag{13.17}
\end{gather*}
$$

The expressions just given are absolutely summable. Accordingly, by the familiar rules for inverting the order of integration, if $\alpha_{1}(t), \alpha_{2}(t), \alpha_{3}(t), \alpha_{4}(t)$ are of limited total variation over ( $\mathrm{O}, \mathrm{I}$ ),

$$
\begin{align*}
& \text { Average } \begin{aligned}
\int_{0}^{1} x(t) & d \alpha_{1}(t) \int_{0}^{1} x(t) d \alpha_{2}(t)=\int_{0}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} d \alpha_{2}(s)+\int_{0}^{1} \frac{t}{2} d \alpha_{2}(t) \int_{i}^{1} d \alpha_{1}(s) \\
& =\int_{0}^{1} \frac{t}{2}\left(\alpha_{2}(\mathrm{I})-\alpha_{2}(t)\right) d \alpha_{1}(t)+\int_{0}^{1} \frac{t}{2}\left(\alpha_{1}(\mathrm{I})-\alpha_{1}(t)\right) d \alpha_{2}(t) \\
& =-\int_{0}^{1} \frac{t}{2} d\left[\alpha_{1}(\mathrm{I})-\alpha_{1}(t)\right]\left[\alpha_{2}(\mathrm{I})-\alpha_{2}(t)\right] \\
& =\frac{1}{2} \int_{0}^{1}\left[\alpha_{1}(\mathrm{I})-\alpha_{1}(t)\right]\left[\alpha_{2}(\mathrm{I})-\alpha_{2}(t)\right] d t
\end{aligned} .
\end{align*}
$$

A verage $\int_{0}^{1} x(t) d \alpha_{1}(t) \int_{0}^{1} x(t) d \alpha_{7}(t) \int_{0}^{1} x(t) d \alpha_{3}(t) \int_{0}^{1} x(t) d \alpha_{4}(t)$

$$
=\int_{0}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} d \alpha_{2}(s) \int_{i}^{1}\left(s+\frac{u}{2}\right) d \alpha_{3}(u) \int_{u}^{1} d \alpha_{4}(v)
$$

$$
+\int_{0}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} d \alpha_{2}(s) \int_{B}^{1}\left(s+\frac{u}{2}\right) d \alpha_{4}(u) \int_{u}^{1} d \alpha_{3}(v)
$$

+22 other terms representing different orders of $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$

$$
\begin{aligned}
& =\frac{1}{2} \int_{0}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} d \alpha_{2}(s) \int_{s}^{1} \frac{u}{2} d \alpha_{3}(u) \int_{u}^{1} d \alpha_{4}(v) \\
& +\frac{1}{2} \int_{0}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} \frac{u}{2} d \alpha_{3}(u) \int_{u}^{1} d \alpha_{2}(s) \int_{s}^{1} d \alpha_{4}(v) \\
& +\frac{1}{2} \int_{0}^{1} \frac{u}{2} d \alpha_{3}(u) \int_{u}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} d \alpha_{2}(s) \int_{s}^{1} d \alpha_{4}(v) \\
& +\frac{1}{2} \int_{0}^{\frac{1}{2}} \frac{u}{2} d \alpha_{3}(u) \int_{u}^{1} d \alpha_{4}(v) \int_{v}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{t}^{1} d \alpha_{2}(s) \\
& +\frac{1}{2} \int_{0}^{1} \frac{u}{2} d \alpha_{3}(u) \int_{u}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{t}^{1} d \alpha_{4}(v) \int_{v}^{1} d \alpha_{2}(s) \\
& +\frac{\mathrm{I}}{2} \int_{0}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} \frac{u}{2} d \alpha_{3}(u) \int_{u}^{1} d \alpha_{4}(v) \int_{v}^{1} d \alpha_{2}(s)
\end{aligned}
$$

+ all other terms representing different orders of $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$

$$
\begin{align*}
& =\frac{\mathrm{I}}{2} \int_{0}^{1} \frac{t}{2} d \alpha_{1}(t) \int_{i}^{1} d \alpha_{2}(s) \int_{0}^{1} \frac{u}{2} d \alpha_{5}(u) \int_{u}^{1} d \alpha_{4}(v)+\text { etc. } \\
& =\frac{1}{4} \int_{0}^{1}\left[\alpha_{1}(\mathrm{I})-\alpha_{1}(t)\right]\left[\alpha_{2}(\mathrm{I})-\alpha_{2}(t)\right] d t \int_{0}^{1}\left[\alpha_{3}(\mathrm{I})-\alpha_{3}(s)\right]\left[\alpha_{4}(\mathrm{I})-\alpha_{4}(s)\right] d s \\
& +\frac{\mathrm{I}}{4} \int_{0}^{1}\left[\alpha_{1}(\mathrm{I})-\alpha_{1}(t)\right]\left[\alpha_{3}(\mathrm{I})-\alpha_{3}(t)\right] d t \int_{0}^{1}\left[\alpha_{2}(\mathrm{I})-\alpha_{2}(s)\right]\left[\alpha_{4}(\mathrm{I})-\alpha_{4}(s)\right] d s \\
& +\frac{1}{4} \int_{0}^{1}\left[\alpha_{1}(\mathrm{I})-\alpha_{1}(t)\right]\left[\alpha_{4}(\mathrm{I})-\alpha_{4}(t)\right] d t \int_{0}^{1}\left[\alpha_{2}(\mathrm{I})-\alpha_{2}(s)\right]\left[\alpha_{3}(\mathrm{I})-\alpha_{3}(s)\right] d s \tag{13.19}
\end{align*}
$$

The point of this last argument is that

$$
\frac{t}{2}\left(s+\frac{u}{2}\right)
$$

may be written

$$
\frac{t}{2} \frac{s}{2}+\frac{s}{2} \frac{t}{2}+\frac{t}{2} \frac{u}{2}
$$

and that we may then take advantage of the existence in our expression of all permutations of $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ to relabel our variables $s, t, u, v$ so as to add the terms of our expression together again in a more symmetrical way, and represent it as a sum of three products of integrals such as we have already evaluated.
$\mathrm{U} p$ to the present, we have been considering probabilities depending on a basis function $x(t)$ defined over ( $O, I$ ). For the purposes of harmonic analysis, we wish to replace this by a basis function defined over $(-\infty, \infty)$. We may do this as follows: Let

$$
\xi(\tau)=\sqrt[V]{\pi} \int_{\frac{1}{2}}^{\frac{1}{\pi} \cot ^{-1}(-\tau)} x(t) d \csc \pi t-x\left(\frac{\mathrm{I}}{\pi} \cot ^{-1}(-\tau)\right) \sqrt{\mathrm{I}+\tau^{2}}+x(\mathrm{I} / 2)
$$

As $x(t)$ is almost always bounded, this will almost always exist. Then

$$
\begin{gather*}
\text { Average }(\xi(\beta)-\xi(\alpha))^{2}=\frac{\frac{1}{\pi} \cot ^{-1}(-\beta)}{\frac{\pi}{2}} \int_{\frac{1}{\pi} \cot ^{-1}(-\alpha)} \csc ^{2} \pi t d t=\frac{\beta-\alpha}{2},
\end{gather*}
$$

in the case that $\beta>\alpha$. This is merely a particular case of (I3. 18). In the case that $(\alpha, \beta)$ and $(\gamma, \delta)$ do not overlap, a similar argument will show that

$$
\begin{equation*}
\text { Average }(\xi(\beta)-\xi(\alpha))(\xi(\gamma)-\xi(\delta))=0 \tag{13.22}
\end{equation*}
$$

Thus $\xi(\tau)$ has essentially the same distribution properties as $x(t)$, but over $(-\infty, \infty)$ instead of (o, 1 ).

We might, of course, have defined our distribution of $\xi(\tau)$ originally, without any recourse to that of $x(t)$. In any case, we should have had to make use of
the fact that this distribution has certain equicontinuity properties, and these are somewhat easier to develop over a finite than over an infinite interval. The function $\xi(\tau)$ represents the result of a haphazard sequence of impulses, uniformly distributed in time, extending from $-\infty$ to $\infty$, in such a way that their zero value is taken to be at $\tau=0$. It is consequently immediately available for a harmonic analysis such as we discuss in this paper, while $x(t)$ is itself immediately adapted only for a Fourier series analysis.

Now let $\vartheta(\tau)$ represent the characteristic response in time of some resonator, the so-called indicial admittance. It may be real or complex, but we shall assume $\vartheta(\tau) \sqrt{\mathrm{I}+\boldsymbol{\tau}^{y}}$ to be of limited total variation over $(-\infty, \infty)$ and $\boldsymbol{\vartheta}$ to be quadratically summable. As an immediate consequence of these assumptions,

$$
\begin{equation*}
\vartheta(-\infty)=\boldsymbol{\vartheta}(\infty)=0 \tag{13.23}
\end{equation*}
$$

We have

$$
\begin{align*}
\int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}(\boldsymbol{\tau}) & =\sqrt{\pi} \int_{-\infty}^{\infty} d \boldsymbol{\vartheta}(\tau)\left[\int_{\frac{1}{2}}^{\frac{1}{\pi}} \int_{-\infty}^{\cot ^{-1}(-\tau)} x(t) d \csc t-x\left(\frac{1}{\pi} \cot ^{-1}(-\tau)\right) \sqrt{\mathrm{I}+\tau^{2}}+x(\mathrm{I} / 2)\right] \\
& =\sqrt{\pi} \int_{0}^{1} x(t)[\vartheta(-\cot \pi t) d \csc \pi t+\csc \pi t d \boldsymbol{\vartheta}(-\cot \pi t)] \\
& =\sqrt{\pi} \int_{0}^{1} x(t) d[\vartheta(-\cot \pi t) \csc \pi t] \tag{13.24}
\end{align*}
$$

Hence if $\boldsymbol{\vartheta}_{1}(\boldsymbol{\tau}), \boldsymbol{\vartheta}_{\mathbf{2}}(\boldsymbol{\tau}), \boldsymbol{\vartheta}_{\mathbf{3}}(\boldsymbol{\tau})$, and $\boldsymbol{\vartheta}_{4}(\boldsymbol{\tau})$ satisfy the conditions we have laid down for $\boldsymbol{\vartheta}(\boldsymbol{\tau})$,

$$
\begin{align*}
\text { Average } \int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}_{1}(\tau) \int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{2}(\tau) & =\frac{1}{2} \int_{0}^{1} \pi \csc ^{2} \pi t \boldsymbol{\vartheta}_{1}(-\cot \pi t) \boldsymbol{\vartheta}_{2}(-\cot \pi t) d t \\
& =\frac{1}{2} \int_{-\infty}^{\infty} \boldsymbol{\vartheta}_{1}(\tau) \boldsymbol{\vartheta}_{2}(\tau) d \tau \tag{13.25}
\end{align*}
$$
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$$
\begin{gather*}
\text { Average } \int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}_{1}(\tau) \int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{\mathbf{2}}(\tau) \int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}_{3}(\tau) \int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{4}(\tau) \\
=\frac{1}{4} \int_{-\infty}^{\infty} \boldsymbol{\vartheta}_{1}(\tau) \boldsymbol{\vartheta}_{2}(\tau) d \tau \int_{-\infty}^{\infty} \boldsymbol{\vartheta}_{3}(\tau) \boldsymbol{\vartheta}_{4}(\tau) d \tau \\
\quad+\frac{1}{4} \int_{-\infty}^{\infty} \boldsymbol{\vartheta}_{1}(\tau) \boldsymbol{\vartheta}_{3}(\tau) d \tau \int_{-\infty}^{\infty} \boldsymbol{\vartheta}_{2}(\tau) \boldsymbol{\vartheta}_{4}(\tau) d \tau \\
\quad+\frac{1}{4} \int_{-\infty}^{\infty} \boldsymbol{\vartheta}_{1}(\tau) \boldsymbol{\vartheta}_{4}(\tau) d \tau \int_{-\infty}^{\infty} \boldsymbol{\vartheta}_{2}(\tau) \boldsymbol{\vartheta}_{3}(\tau) d \tau \tag{13.26}
\end{gather*}
$$

We thus have succeeded in generalizing our theorems concerning the averages of products of linear functionals to the case where the basis function has an infinite range.

We wish to apply these results to the harmonic analysis of an expres$\operatorname{sion} \int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}(\tau+\lambda)$. To do this, we must evaluate the following averages:

$$
\begin{gather*}
\text { Average } \frac{\mathrm{I}}{2 T} \int_{-T}^{T} d \lambda \int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}(\tau+\lambda) \int_{-\infty}^{\infty} \xi(\boldsymbol{\sigma}) d \overline{\boldsymbol{\vartheta}}(\sigma+\lambda) \\
=\frac{\mathrm{I}}{2 T} \int_{-T}^{T} d \lambda \text { Average }\left[\int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}(\boldsymbol{\tau}+\lambda) \int_{-\infty}^{\infty} \xi(\sigma) d \overline{\boldsymbol{\vartheta}}(\sigma+\lambda)\right] \\
=\frac{1}{4 T} \int_{-T}^{T} d \lambda \int_{-\infty}^{\infty}|\boldsymbol{\vartheta}(\tau+\lambda)|^{2} d \tau \\
=\frac{1}{2} \int_{-\infty}^{\infty}|\boldsymbol{\vartheta}(\tau)|^{2} d \boldsymbol{\tau} \tag{13.27}
\end{gather*}
$$

(Here as in what follows, the inversion of the operators $\frac{I}{2 T} \int_{-T}^{T} d \tau$ and Average
is permissable, since the integral to which our mapping process leads us is absolutely convergent.)

$$
\begin{align*}
& \text { Average }\left[\frac{1}{2 T} \int_{-T}^{T} d \lambda \int_{-\infty}^{\infty} \xi(\tau) d \vartheta(\tau+\lambda) \int_{-\infty}^{\infty} \xi(\sigma) d \bar{\vartheta}(\sigma+\lambda)-\frac{1}{2} \int_{-\infty}^{\infty}|\boldsymbol{\vartheta}(\tau)|^{z} d \tau\right]^{2} \\
& =\text { A verage } \quad \frac{\mathrm{I}}{4} \frac{\overline{T^{2}}}{\int_{-T}} d \lambda \int_{-T}^{T} d \mu \int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}(\boldsymbol{\tau}+\lambda) \int_{-\infty}^{\infty} \xi(\sigma) d \overline{\boldsymbol{\vartheta}}(\sigma+\lambda) \int_{-\infty}^{\infty} \xi(\alpha) d \boldsymbol{\vartheta}(\alpha+\mu) \text {. } \\
& \int_{-\infty}^{\infty} \xi(\beta) d \boldsymbol{\vartheta}(\beta+\mu)-\frac{1}{4}\left[\int_{-\infty}^{\infty}|\boldsymbol{\vartheta}(\boldsymbol{\tau})|^{2} d \boldsymbol{\tau}\right]^{2} \\
& =-\frac{\mathrm{I}}{4 T^{\mathbf{2}}} \int_{-T}^{T} d \lambda \int_{-T}^{T} d \mu_{4}^{\mathrm{I}}\left\{\mid\left\{\left.\int_{-\infty}^{\infty} \vartheta(\tau+\lambda) \boldsymbol{\vartheta}(\tau+\mu) d \tau\right|^{2}+\left|\int_{-\infty}^{\infty} \vartheta(\tau+\lambda) \vartheta(\tau+\mu) d \tau\right|^{2}\right\}\right. \\
& \leq{ }_{32} \bar{T}^{\mathrm{I}} \bar{T}_{-2}^{2} \int_{T}^{2} d \lambda \int_{-2}^{2 T} d u\left\{\left|\int_{-\infty}^{\infty} \boldsymbol{\vartheta}(\tau) \bar{\vartheta}(\tau+u) d \tau\right|^{2}+\left|\int_{-\infty}^{\infty} \boldsymbol{\vartheta}(\tau) \boldsymbol{\vartheta}(\tau+u) d \tau\right|^{2}\right\} \\
& \leq \frac{1}{8 T} \int_{-\infty}^{\infty} d u\left\{\left|\int_{-\infty}^{\infty} \vartheta(\tau) \bar{\vartheta}(\tau+u) d \tau\right|^{2}+\left|\int_{-\infty}^{\infty} \vartheta(\tau) \vartheta(\tau+u) d \tau\right|^{2}\right\} . \tag{13.28}
\end{align*}
$$

The function in the bracket in the last expression will be summable since $\vartheta(\tau)$ is, as we see from (1.28).

It follows that for any positive number $A$,

$$
\begin{equation*}
\left.\left.\left|\frac{\mathrm{I}}{2} T \int_{-T}^{T} d \lambda\right| \int_{-\infty}^{\infty} \xi(\tau) d \vartheta(\tau+\lambda)\right|^{2}-\frac{\mathrm{I}}{2} \int_{-\infty}^{\infty}|\boldsymbol{\vartheta}(\tau)|^{2} d \tau \right\rvert\,<A \tag{13.29}
\end{equation*}
$$

except for a set of values of $x(t)$ not exceeding

$$
\begin{equation*}
\frac{\mathrm{I}}{8 T A^{2}} \int_{-\infty}^{\infty} d u\left\{\left|\int_{-\infty}^{\infty} \vartheta(\tau) \vartheta(\tau+u) d \tau\right|^{2}+\left|\int_{-\infty}^{\infty} \vartheta(\tau) \vartheta(\tau+u) d \tau\right|^{2}\right\} \tag{13.30}
\end{equation*}
$$

in outer measure. Let $T$ now assume the successive values $1,4,9, \ldots$ Then
the probability that (13.29) fails to be satisfied for some $T$ from $\mathrm{I} / n^{2}$ on does not exceed the remainder of the convergent series

$$
\begin{equation*}
8 A_{-\infty}^{\mathrm{I}} \int_{-\infty}^{\infty} d u\left\{\left|\int_{-\infty}^{\infty} \boldsymbol{\vartheta}(\tau) \bar{\vartheta}(\tau+u) d \tau\right|^{2}+\left|\int_{-\infty}^{\infty} \vartheta(\tau) \boldsymbol{\vartheta}(\tau+u) d \tau\right|^{2}\right\}\left[\mathrm{I}+\frac{\mathrm{I}}{4}+\frac{\mathrm{I}}{9}+\cdots\right] . \tag{I3.3I}
\end{equation*}
$$

Inasmuch as this remainder is arbitrarily small, we almost always have

$$
\begin{equation*}
\left.\left.\varlimsup_{n \rightarrow \infty}\left|\frac{\mathrm{I}}{2 n^{2}} \int_{-n^{2}}^{n^{2}} d \lambda\right| \int_{-\infty}^{\infty} \xi(\tau) d \vartheta(\tau+\lambda)\right|^{2}-\frac{1}{2} \int_{-\infty}^{\infty}|\vartheta(\tau)|^{2} d \tau \right\rvert\, \leq A \tag{13.32}
\end{equation*}
$$

Since, however, $A$ is an arbitrary positive quantity,

$$
\begin{equation*}
\left.\left.\lim _{n \rightarrow \infty}\left|\frac{1}{2 n^{\bar{a}}} \int_{-n^{2}}^{n^{2}} d \lambda\right| \int_{-\infty}^{\infty} \xi(\tau) d \vartheta(\tau+\lambda)\right|^{2}-\frac{1}{2} \int_{-\infty}^{\infty}|\vartheta(\tau)|^{a} d \tau \right\rvert\,=0 \tag{13.33}
\end{equation*}
$$

As in the preceding section, we may conclude that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{2} \frac{T}{-T} d \lambda\left|\int_{-\infty}^{\infty} \xi(\tau) d \vartheta(\tau+\lambda)\right|^{2}=\frac{1}{2} \int_{-\infty}^{\infty}|\vartheta(\tau)|^{2} d \tau \tag{13.34}
\end{equation*}
$$

except in a set of cases of zero probability.
Let us now consider

$$
\begin{equation*}
\int_{-A}^{A} d \lambda \int_{-\infty}^{\infty} \xi(\tau) d \vartheta(\tau+\lambda)=\int_{-\infty}^{\infty} \xi(\tau) d \int_{-A}^{A} \vartheta(\tau+\lambda) d \lambda \tag{13.35}
\end{equation*}
$$

for rational values of $A, \boldsymbol{\vartheta}(\boldsymbol{\tau})$ being subject to the conditions already laid down. Let us put

$$
\begin{equation*}
\int_{-\infty}^{\infty} \xi(\tau) d \vartheta(\tau+\lambda)=f(\lambda) \tag{13.36}
\end{equation*}
$$

We have almost always, for any denumerable set of values of $A$, as for example, for all rational values of $A$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} d \lambda\left|\int_{-A}^{A} f(\lambda+\mu) d \mu\right|^{2}=\frac{1}{2} \int_{-\infty}^{\infty} d \tau\left|\int_{-A}^{A} \vartheta(\tau+\mu) d \mu\right|^{2} \tag{13.37}
\end{equation*}
$$

This results from the fact that the sum of a denumerable set of null sets is a null set. As before, let us put

$$
\begin{equation*}
s(u)=\frac{1}{2 \pi} \int_{-1}^{1} f(x) \frac{e^{i x u-1}}{i x} d x+\frac{1}{2 \pi} \operatorname{li.m.m.~}_{M \rightarrow \infty}\left[\int_{1}^{M}+\int_{-M}^{-1}\right] f(x) \frac{e^{i x u}}{i x} d x . \tag{13.38}
\end{equation*}
$$

It then follows from (I3.34) and (13.37), with the help of (6.23), that we shall almost always have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{-\infty}^{\infty}|s(u+\varepsilon)--s(u-\varepsilon)|^{2} d u=\frac{1}{2} \int_{-\infty}^{\infty}|\vartheta(\tau)|^{2} d \tau \tag{13.39}
\end{equation*}
$$

and (for all rational $A$ )

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{I}}{2 \varepsilon} \int_{-\infty}^{\infty} \frac{4 \sin ^{2} A u}{u^{2}}|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=\frac{1}{2} \int_{-\infty}^{\infty} d \tau\left|\int_{-A}^{A} \vartheta(\tau+\mu) d \mu\right|^{2} \tag{13.40}
\end{equation*}
$$

Now let us put

$$
\begin{equation*}
\boldsymbol{\vartheta}(\boldsymbol{x})=\frac{\mathrm{I}}{\sqrt{2 \pi}} \frac{\operatorname{li.m}}{\boldsymbol{i} \cdot \mathrm{~m} .} \int_{-M}^{M} \psi(u) e^{i u \tau} d u . \tag{I3.4I}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{-A}^{A} \vartheta(\tau+\mu) d \mu=\sqrt{\frac{2}{\pi}} \int_{-\infty}^{\infty} \psi(u) \frac{\sin A u}{u} e^{i u \tau} d u \tag{13.42}
\end{equation*}
$$

Thus if $\boldsymbol{\vartheta}(\boldsymbol{\tau}) \sqrt{\mathrm{I}+\boldsymbol{\tau}^{2}}$ is of limited total variation and $\boldsymbol{\vartheta}(\boldsymbol{\tau})$ is quadratically summable, we almost always have for all rational $A$

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \tau\left|\int_{-A}^{A} \vartheta(\tau+\mu) d \mu\right|^{2}=\int_{-\infty}^{\infty}|\psi(u)|^{2} \frac{4 \sin ^{9} A u}{u^{2}} d u \tag{13.43}
\end{equation*}
$$

In other words, we almost always have for all rational $A$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty} \frac{\sin ^{2} A u}{u^{2}}\left\{\frac{1}{\varepsilon}|s(u+\varepsilon)-s(u-\varepsilon)|^{2}-|\psi(u)|^{2}\right\} d u=0 \tag{13.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty}\left\{\frac{\mathrm{I}}{\varepsilon}|s(u+\varepsilon)-s(u-\cdots)|^{2}-|\psi(u)|^{2}\right\} d u=0 \tag{13.45}
\end{equation*}
$$

Thus we almost always have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty} P(u)\left\{\frac{1}{\varepsilon}|s(u+\varepsilon)-s(u-\varepsilon)|^{2}-|\psi(u)|^{2}\right\} d u==0 \tag{13.46}
\end{equation*}
$$

in case

$$
\begin{equation*}
P(u)=\sum_{1}^{n} \frac{A_{k} \sin ^{2} N_{k}(u)}{u^{2}} \tag{13.47}
\end{equation*}
$$

it follows from (13.45) that we may even replace $P(u)$ by

$$
\begin{equation*}
Q(u)=\underset{n \rightarrow \infty}{\text { uniform }} \underset{n}{ } \text { limit } P_{n}(u) \tag{13.48}
\end{equation*}
$$

where $P_{n}(u)$ is of the form given above for $P(u)$. Thus by the Weierstrass theorem, $Q(u)$ may be the quotient by $u^{2}$ of any continuous periodic function with any period. Since we can approximate by such a function $Q$ to any continuous function vanishing at $\pm \infty$, our sole condition on $Q$ may be replaced by

$$
\begin{equation*}
Q(u)=o(\mathrm{I}) \quad \text { at } \quad u= \pm \infty \tag{13.49}
\end{equation*}
$$

Even this does not represent the utmost extension of our theorem. It follows at once by subtracting from 1 a $Q$ vanishing outside of a finite range that

$$
\lim _{N \rightarrow \infty} \lim _{\varepsilon \rightarrow 0}\left[\int_{N}^{\infty}+\int_{-\infty}^{-N}\right]\left\{\frac{1}{\varepsilon}|s(u+\varepsilon)-s(u-\varepsilon)|^{2}-|\psi(u)|^{2}\right\} d u=0
$$

Thus a bounded modification of $Q$ for large arguments produces a decreasing effect as the range of modification recedes to infinity, and we have as our sole condition to be imposed on the continuous function $Q$ that

$$
\begin{equation*}
Q(u)=O(\mathrm{I}) \quad \text { at } \quad u= \pm \infty \tag{13.5I}
\end{equation*}
$$

A case of peculiar importance is where $e^{-i v u}=Q(u)$. Here

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty} e^{-i v u}|s(u+\varepsilon)-s(u-\varepsilon)|^{2} d u=\frac{1}{2} \int_{-\infty}^{\infty} e^{-i v u}|\psi(u)|^{2} d u \tag{I3.52}
\end{equation*}
$$

This exists for every $\boldsymbol{v}$ for almost all $x(t)$. Thus by (6. I 5),

$$
\begin{equation*}
\varphi(\nu)=\frac{\mathbf{I}}{2} \int_{-\infty}^{\infty} e^{-i v u}|\psi(u)|^{2} d u \tag{13.53}
\end{equation*}
$$

and $\varphi(\nu)$ exists for every $\nu$ for almost every $x(t)$. As in section 3, let us put

$$
\begin{equation*}
S(u)=\frac{\mathrm{I}}{2 \pi} \int_{-x}^{\infty} \varphi(x) \frac{e^{i u x}-\frac{\mathrm{I}}{i x}}{i x} d x \tag{13.54}
\end{equation*}
$$

so that we get by (5.42), (5.45)

$$
\begin{equation*}
\varphi(x)=\int_{-\infty}^{\infty} e^{-i x u} d S(u) \tag{13.55}
\end{equation*}
$$

We have already shown $\varphi$ and $S$ to exist on the assumption that $\varphi(\nu)$ exists for every $\nu$. We have, by (I3.53) and. (I3.55), for almost all $x(t)$

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-i v u} d\left[S(u)-\frac{\mathrm{I}}{2} \int_{-\infty}^{u}|\psi(v)|^{2} d v\right] \equiv 0 \tag{13.56}
\end{equation*}
$$

By processes now familiar (cf. (13.46)), we can replace $e^{-i v u}$ by functions $Q$ which are merely continuous and bounded. We here make use of the absolute convergence of (13.56). Hence the average of $S(u)-\frac{1}{2} \int_{-\infty}^{u}|\psi(v)|^{2} d v$ vanishes over every interval, and

$$
\begin{equation*}
S(u)-\frac{1}{2} \int_{-\infty}^{n}|\psi(v)|^{2} d v \equiv \mathrm{o} \tag{13.57}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
S^{\prime}(u)=\frac{1}{2}|\psi(u)|^{2} \tag{13.58}
\end{equation*}
$$

except for a set of values of a zero measure. Inasmuch as $S^{\prime}(u)$ is the spectral density of $f(x)$, we see that as a consequence of our assumptions that $\vartheta(\tau)$ is
quadratically summable and of limited total variation when multiplied by $\sqrt{\mathrm{I}+\boldsymbol{\tau}^{2}}$ the spectral density of $\int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}(\tau+\lambda)$ is half the square of the modulus of the Fourier transform of 9 . Another way of phrasing this fact is: if a linear resonator is stimulated by a uniformly haphazard sequence of impulses, each frequency responds with an amplitude proportional to that which it would have if stimulated by an impulse of that frequency and of unit energy. An even simpler statement is: the energy of a haphazard sequence of impulses is uniformly distributed in frequency. This law of distribution bears a curious analogy to that predicted for white light by the incorrect Boltzmann law of radiation. The physical conditions which lead to this law of distribution of energy in frequency are that the sequence of impulses in question should be distributed over every interval of time in a Gaussian manner, that their past should not influence their future, that very many should occur over the smallest period of time to be investigated, and that the modulus of the Gaussian distribution of these impulses for a given time interval should depend only on the length of this interval. These conditions are approximately realized in the case of the Schroteffekt, where an electrical resonating circuit is set in vibration by the irregularities in the stream of electrons across a vacuum tube. It might also be realized in the ease of an acoustical system set in oscillation by such a noise as that of a sand blast. Theoretically this equipartition of energy might be used in the absolute calibration of acoustical instruments.

Just as the average of an expression depending on a single function $x(t)$ may be reduced a Lebesgue single integral, so a similar average depending on two independent functions $x(t)$ and $y(t)$ may be reduced to a Lebesgue double integral. On the assumption that $\boldsymbol{\vartheta}_{1}(\boldsymbol{\tau})$ and $\boldsymbol{\vartheta}_{2}(\boldsymbol{\tau})$ satisfy the conditions we have already laid down for $\vartheta(\tau)$ and that

$$
\left.\begin{array}{l}
\xi(\tau)=\sqrt{\pi} \int_{1 / 2}^{\frac{1}{\pi} \cot ^{-1}(-\tau)} x(t) d \csc \pi t-x\left(\frac{1}{\pi} \cot ^{-1}(-\tau)\right)+x(\mathrm{I} / 2) ;  \tag{13.59}\\
\eta(\tau)=\sqrt{\pi} \int_{1 / 2}^{\frac{1}{\pi} \cot ^{-1}(-\tau)} y(t) d \csc \pi t-y\left(\frac{1}{\pi} \cot ^{-1}(-\tau)\right)+y(\hat{\mathrm{r}} / 2) ;
\end{array}\right\}
$$

$$
\begin{equation*}
\boldsymbol{\vartheta}_{1,2}(x)=\frac{\mathrm{I}}{\sqrt{2 \pi}} \operatorname{l.i.m} . \int_{M \rightarrow \infty}^{M} \psi_{1,2}(u) e^{i u \tau} d u \tag{13.60}
\end{equation*}
$$

it is easy to prove by methods substantially identical with those already employed that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}\left|\int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}_{1}(\tau+\lambda)+\int_{-\infty}^{\infty} \eta(\tau) d \boldsymbol{\vartheta}_{2}(\tau+\lambda)\right|^{2} d \lambda \tag{13.61}
\end{equation*}
$$

almost always has a certain definite value. Inasmuch as a normal distribution for $x(t)$ implies the same for $-x(t)$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}\left|-\int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{1}(\tau+\lambda)+\int_{-\infty}^{\infty} \eta(\tau) d \vartheta_{2}(\tau+\lambda)\right|^{2} d \lambda \tag{13.62}
\end{equation*}
$$

almost always has the same value. Subtracting, we almost always have

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} \Re\left[\int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{1}(\tau+\lambda) \int_{-\infty}^{\infty} \eta(\boldsymbol{\tau}) d \bar{\vartheta}_{2}(\tau+\lambda)\right] d \lambda=0 . \tag{13.63}
\end{equation*}
$$

If we work in a similar manner with

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T}\left|\int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{1}(\tau+\lambda) \pm i \int_{-\infty}^{\infty} \eta(\tau) d \vartheta_{2}(\tau+\lambda)\right|^{2} d \lambda \tag{13.64}
\end{equation*}
$$

we see that almost always

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} \Im\left[\int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{1}(\tau+\lambda) \int_{-\infty}^{\infty} \eta(\tau) d \overline{\boldsymbol{\vartheta}}_{2}(\boldsymbol{x}+\lambda)\right] d \lambda=0 \tag{13.65}
\end{equation*}
$$

Hence almost always

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T}\left[\int_{-\infty}^{\infty} \xi(\tau) d \vartheta_{1}(\tau+\lambda) \int_{-\infty}^{\infty} \eta(\tau) d \bar{\vartheta}_{z}(\dot{\tau}+\lambda)\right] d \lambda=0 \tag{13.66}
\end{equation*}
$$
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and the coherency matrix of $\int_{-\infty}^{\infty} \xi(\tau) d \boldsymbol{\vartheta}_{1}(\tau+\lambda)$ and $\int_{-x}^{\infty} \eta(\tau) d \vartheta_{z}(\tau+\lambda)$ is almost always

$$
\left\|\begin{array}{cc}
\frac{1}{2}\left|\psi_{1}(u)\right|^{2} & 0  \tag{13.67}\\
0 & \frac{1}{2}\left|\psi_{8}(u)\right|^{2}
\end{array}\right\|
$$

As a direct consequence, if the motion of a particle is independently haphazard in two directions at right angles, and if this motion influences a resonator with the same characteristics in the two directions, the coherency matrix of the motion of the resonator is unpolarized.

In the opinion of the author, the chief importance of this section is in showing in a systematic manner how the Lebesgue integral may be adapted to the needs of statistical mechanics. It is no new observation that sets of zero measure and sets of phenomena, not necessarily impossible, of probability zero, are in essence the same sort of thing. It is not, however, a particularly easy matter to translate any specific problem in statistical mechanics into its precise counterpart in the theory of integration. The author feels confident that methods closely resembling those here developed are destined to play a part in the statistical mechanics of the future, in such regions as those now being invaded by the theory of quanta.

## CHAPTER V.

## 14. The spectrum of an almost periodic function.

The last paragraph was exclusively devoted to functions with continuous spectra; we now come to the most important known class of functions with spectra that are discrete. This is the class of almost periodic functions, the discovery of which is due to Harald Bohr. Let $f(x)$ be a continuous function, not necessarily real, defined for all real values of $x$ between $-\infty$ and $\infty$. If $\varepsilon$ is any positive quantity, Bohr defines $\tau_{\varepsilon}$ to be a translation number of $f(x)$ belonging to $\varepsilon$, in case for every real $x$,

$$
\begin{equation*}
\left|f\left(x+\tau_{\varepsilon}\right)-f(x)\right| \leq \varepsilon . \tag{I4.OI}
\end{equation*}
$$

In case, whenever, $\varepsilon$ is given, a quantity $L_{\varepsilon}$ can be assigned, such that no interval ( $a, a+L_{\varepsilon}$ ) is free of translation numbers $\tau_{\varepsilon}$ belonging to $\varepsilon, f(x)$ is said to be almost periodic. Bohr's most fundamental theorem is: the necessary and sufficient condition for a function $f(x)$ to be almost periodic is that for any positive quantity $\varepsilon$, there exist a finite set of complex numbers $A_{1}, A_{2}, \ldots, A_{n}$ and a set of real numbers $\Lambda_{1}, \boldsymbol{A}_{2}, \ldots, \Lambda_{n}$, such that for all $x$

$$
\begin{equation*}
\left|f(x)-\sum_{1}^{n} A_{k} e^{i A_{k} x}\right|<\varepsilon \tag{14.02}
\end{equation*}
$$

The next few sections of this paper are devoted to the proof of this theorem. In this proof we shall avail ourselves of the following theorems of Bohr concerning almost periodic functions, which are susceptible of a completely elementary proof:

Any finite set of almost periodic functions is simultaneously almost periodic, in the sense that for any $\varepsilon, L_{\varepsilon}$ may be assigned for the whole set at once, in such a manner that in any interval $\left(a, a+L_{\varepsilon}\right)$, there is at least one translation number $\tau_{\varepsilon}$, such that for every function $f(t)$ in the set, and every $t$,

$$
\begin{equation*}
\left|f\left(t+v_{\varepsilon}\right)-f(t)\right| \leq \varepsilon . \tag{14.03}
\end{equation*}
$$

Hence any continuous function of a finite number of almost periodic functions yields an almost periodic function, as for example the sum or the product of a finite number of almost periodic functions. The limit of a uniformly convergent series or sequence of almost periodic functions is almost periodic. Every function that is periodic in the classical sense is almost periodic, and the same is true of

$$
\begin{equation*}
\sum A_{n} e^{i A_{n} t} \tag{14.04}
\end{equation*}
$$

in case $\Sigma\left|A_{n}\right|$ converges. Every almost periodic function is uniformly continuous. If $f(t)$ is almost periodic,

$$
\begin{equation*}
M\{f\}=\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{T} \int_{\tilde{z}}^{z+T} f(t) d t \tag{14.05}
\end{equation*}
$$

exists as a uniform limit in $z$. If $f(t)$ is almost periodic, so is

$$
\begin{equation*}
\varphi(t)=M_{x}\{f(x+t) \bar{f}(x)\} \tag{14.06}
\end{equation*}
$$

(Here and later the symbol under the $M$ indicates the variable on which the averaging is being done.) If $f(t)$ is a real non-negative almost periodic function, and $M\{f\}=0, f(t)$ is identically zero.

If $f(t)$ is almost periodic, then since $g(t)$ is also almost periodic, it is continuous. Let us form

$$
\begin{equation*}
S(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \varphi(x) \frac{e^{i u x}-\mathrm{I}}{i x} d x \tag{14.07}
\end{equation*}
$$

From theorems already established

$$
\begin{equation*}
\varphi(0)=S(\infty)-S(-\infty) \tag{14.08}
\end{equation*}
$$

Let the discontinuities of $S(u)$ be at $u=\lambda_{1}, \lambda_{2}, \ldots$ These form a denumerable set, as $S(u)$ is of limited total variation, and indeed monotone. Let

$$
\begin{equation*}
a_{n}=S\left(\lambda_{n}+0\right)-S\left(\lambda_{n}-0\right) \tag{14.09}
\end{equation*}
$$

All these coefficients $a_{n}$ are positive, and

$$
\begin{equation*}
\sum_{1}^{\infty} a_{n} \leq S(\infty)-S(-\infty)=M\left\{|f|^{2}\right\} \tag{14.10}
\end{equation*}
$$

Let us form the function

$$
\gamma(t)=\varphi(t)-\sum_{0}^{\infty} a_{k} e^{-i \lambda_{k} t}
$$

As a simple computation will show (cf. (4.05)),

$$
\begin{equation*}
\frac{\mathrm{I}}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \gamma(x) \frac{e^{i u x}-\mathrm{I}}{i x} \cdot d x=S(u)-S_{1}(u) \tag{I4.I2}
\end{equation*}
$$

where $S_{1}(u)$ consists of the sum of all the jumps of $S(u)$ with abscissae less than $u$, together with half the jump (if any) with abscissa $u$. Hence

$$
\begin{equation*}
S_{\mathrm{s}}(u)=\frac{\mathrm{I}}{2 \pi} \int_{-\infty}^{\infty} \gamma(x) \frac{e^{i u x}-\mathrm{I}}{i x} d x \tag{14.13}
\end{equation*}
$$

is a continuous function of limited total variation, say $V$. Let the total variation of $S_{\mathbf{2}}(u)$ over the ranges $(-\infty,-B)$ and $(B, \infty)$ be $V(B)$.

We have

$$
=\max _{\varepsilon}\left|S_{\mathrm{z}}(v)\right| \int_{-\varepsilon}^{\varepsilon}\left\{\left|S_{z}(u+A+\varepsilon)-S_{2}(u+A-\varepsilon)\right|+\mid S_{\mathbf{z}}(u+A+3 \varepsilon)\right.
$$

$$
-S_{2}(u+A+\varepsilon)\left|+\cdots+\left|S_{2}(u-A+\varepsilon)-S_{z}(u-A+\varepsilon)\right|+\right| S_{z}(u-A-\varepsilon)
$$

$$
\left.-S_{2}(u-A-3 \varepsilon) \mid+\cdots\right\} d u+\max _{-A \leqslant v \leq A}\left|S_{v}(v+\varepsilon)-S_{\mathbf{q}}(v-\varepsilon)\right|
$$

$$
\int_{2 \varepsilon}^{\mathrm{I}} \int_{-\varepsilon}^{\varepsilon}\left\{\left|S_{2}(u-A+\varepsilon)-S_{\mathrm{Q}}(u-A-\varepsilon)\right|+\left|S_{\mathrm{Q}}(u-A+3 \varepsilon)-S_{\mathrm{Q}}(u-A+\varepsilon)\right|\right.
$$

$$
\begin{aligned}
& \frac{1}{2 \varepsilon} \int_{-x}^{x}\left|S_{z}(u+\varepsilon)-S_{z}(u-\varepsilon)\right|^{2} d u
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.\leq \frac{\max \left|S_{2}(v)\right|}{\varepsilon} \right\rvert\, \int_{A}^{\infty}+\int_{-\infty}^{-4}\right]\left|S_{y}(u+\varepsilon)-S_{2}(u-\varepsilon)\right| d u \\
& +\max _{-A \leq v \leq A}\left|S_{2}(v+\varepsilon)-S_{z}(v-\varepsilon)\right|_{2 \varepsilon}^{\mathrm{I}} \int_{-A}^{4}\left|S_{z}(u+\varepsilon)-S_{z}(u-\varepsilon)\right| d u \\
& \leq\left.\frac{\max \left|S_{z}(v)\right|}{\varepsilon}\right|_{A-\varepsilon} ^{A+\varepsilon}+\int_{A+\varepsilon}^{A+3 \varepsilon}+\int_{A+3 \varepsilon}^{A+\sigma \varepsilon}+\cdots+\int_{-A-\varepsilon}^{-A+\varepsilon}+\int_{-A-3 \varepsilon}^{-A-s} \\
& \left.+\int_{-A-5 \varepsilon}^{-A-3 \varepsilon}+\cdots\right]\left|S_{2}(u+\varepsilon)-S_{2}(u-\varepsilon)\right| d u+\max _{-A=r \leqslant A}\left|S_{2}(v+\varepsilon)-S_{2}(v-\varepsilon)\right|_{2 \varepsilon}^{1} \\
& \begin{array}{l}
\left.\left[\int_{-A-\varepsilon}^{A+\varepsilon}+\int_{-A+\varepsilon}^{-A+3 \varepsilon}+\cdots+\int_{-A+}^{-A+\left[\frac{2 A}{\varepsilon}\right]}\right]_{\varepsilon}^{2 A}\right]-2 S_{2}(u+\varepsilon)-S_{8}(u-\varepsilon) \mid d u
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& \left.+\cdots+\left|S_{z}\left(u-A+\left[\frac{2 A}{\varepsilon}\right] \varepsilon\right)-S_{2}\left(u-A+\left[\begin{array}{c}
2 A \\
\varepsilon
\end{array}\right] \varepsilon-2 \varepsilon\right)\right|\right\} d u \\
& \leq 2 V(A-2 \varepsilon) \max \left|S_{2}(v)\right|+\underset{A \leq r \leq A}{V \max _{2}\left|S_{2}(v+\varepsilon)-S_{\mathrm{q}}(v-\varepsilon)\right|} \tag{14.14}
\end{align*}
$$

Since the function $S(u)$ is uniformly continuous over any finite range, this gives us

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2} \varepsilon \int_{-\infty}^{\infty}\left|S_{y}(u+\varepsilon)-S_{q}(u-\varepsilon)\right|^{y} d u \leq 2 V(A-\eta) \max \left|S_{2}(v)\right| . \tag{14.15}
\end{equation*}
$$

However, $V(A-\eta)$ tends to zero as $A$ tends to infinity, and may be arbitrarily small. Hence

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{-\infty}^{\infty}\left|S_{2}(u+\varepsilon)-S_{z}(u-\varepsilon)\right|^{2} d u=0 . \tag{14.16}
\end{equation*}
$$

Applying (5.53), we get

$$
\begin{equation*}
\lim _{T \rightarrow x} \frac{1}{2} \int_{-T}^{T}|\gamma(t)|^{2} d t=0 \tag{14.17}
\end{equation*}
$$

Since, however, $\gamma(t)$ and $|\gamma(t)|^{2}$ are almost periodic, we must have

$$
\begin{equation*}
\gamma(t)=0 \tag{14.18}
\end{equation*}
$$

which yields us

$$
\begin{equation*}
S(u)=S_{1}(u) \tag{14.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(t)=\sum_{1}^{\infty} a_{k} e^{-i i_{k} t} . \tag{14.20}
\end{equation*}
$$

Thus $S(u)$ is a step function, and the spectrum of an almost periodic function is a pure line spectrum.

## 15. The Parseval theorem for almost periodic functions.

A further result is

$$
\begin{equation*}
M\left\{\varphi(t) e^{i \lambda_{k} t}\right\}=a_{k} \tag{55.01}
\end{equation*}
$$

If we remember the uniformity properties of the means of almost periodic functions; this yields

$$
\begin{align*}
a_{k} & =\lim _{T \rightarrow \infty} \frac{\mathrm{I}}{2 T} \int_{-T}^{T} e^{i \lambda_{k} t} d t \lim _{U \rightarrow \infty} \frac{1}{2} \int_{-U}^{U} f(x+t) \bar{f}(x) d x \\
& =\lim _{U \rightarrow \infty} \frac{\mathrm{I}}{2 U} \int_{-V}^{U} \bar{f}(x) e^{-i \lambda_{k} x} d x \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x+t) e^{i \lambda_{k}(x+t)} d t \\
& =\lim _{U \rightarrow \infty} \frac{1}{2 U} \int_{-V}^{U} \bar{f}(x) e^{-i \lambda_{k} x} d x \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(y) e^{i \lambda_{k} y} d y \\
& =\left|M\left\{f(x) e^{i \lambda_{k} x}\right\}\right|^{2} . \tag{15.02}
\end{align*}
$$

Hence

$$
\begin{align*}
M\left\{|f|^{2}\right\}=\varphi(0) & =S(\infty)-S(-\infty) \\
& =S_{1}(\infty)-S_{1}(-\infty) \\
& =\sum_{0}^{\infty}\left|M\left\{f(x) e^{i \lambda_{k} x}\right\}\right|^{2} \tag{15.03}
\end{align*}
$$

This is a precise analogue to the Hurwitz-Parseval theorem for periodic functions, and is the well-known fundamental theorem of Bohr.

## 16. The Weierstrass theorem for almost periodic functions.

The present section 16 is devoted to the proof of the approximation theorem for almost periodic functions, which tells us that the necessary and sufficient condition for a function to be almost periodic is that it can be expressed as the uniform limit of a trigonometrical polynomial. The main idea of the present proof is due to Weyl, although the form of the argument is much changed from that on his paper. The essence of the proof is that harmonic analysis is not applied directly to the almost periodic function discussed, but to certain related functions derived from what Bochner calls the Verschiebungsfunktion of the given function. In the discussion of the many different extensions of almost periodic functions, there is a function in each case analogous to this Verschiebungsfunktion which is almost periodic in the strict Bohr sense. As we shall see in the next section, this enables us to carry over to these more general cases practically the entire Bohr approximation theorem redefined to suit each particular definition.

Let $f(t)$ be almost periodic. Consider

$$
\begin{equation*}
g(x)=\max _{t}|f(x+t)-f(t)| \tag{16.0OI}
\end{equation*}
$$

We have

$$
\begin{align*}
|g(x+\tau)-g(x)| & \leq \max _{t}| | f(x+t+\tau)-f(t)|-| f(x+t)-f(t) \| \\
& \leq \max _{t}|f(x+t+\tau)-f(x+t)| \\
& =\max _{t}|f(t+\tau)-f(t)| \tag{16.02}
\end{align*}
$$

Hence any translation number for $f(t)$ pertaining to $\varepsilon$ is a translation number for $g(t)$ pertaining to $\varepsilon$, and $g(t)$ is almost periodic. It is this function which Bochner calls the Verschiebungsfunktion of $f(t)$.

We have already indicated the fact that any continuous function of an almost periodic function is almost periodic. Let $H_{\varepsilon}(U)$ be befined as follows:

$$
H_{\varepsilon}(U)= \begin{cases}\mathrm{I} ; & {[0 \leq U \leq \varepsilon / 2]}  \tag{16.03}\\ 2-\frac{2 U}{\varepsilon} ; & {[\varepsilon / 2 \leq U \leq \varepsilon]} \\ 0 . & {[\varepsilon \leq U]}\end{cases}
$$

Let

$$
\begin{equation*}
\psi_{\varepsilon}(x)=\frac{H_{\varepsilon}[g(x)]}{M_{x} H_{\varepsilon}[g(x)]} \tag{16.04}
\end{equation*}
$$

Since $H_{\varepsilon}[g(x)]$ is somewhere positive, and it is everywhere non negative and almost periodic, $M_{x} H_{\varepsilon}[g(x)]$ cannot vanish. Hence $\psi_{\varepsilon}(x)$ exists and is almost periodic.

Let

$$
\begin{equation*}
f_{\varepsilon}(x)=M_{t}\left\{f(t) \psi_{\varepsilon}(x-t)\right\} . \tag{16.05}
\end{equation*}
$$

The existence and almost periodic character of $f_{\varepsilon}(x)$ are proved without difficulty. The definition of $\psi_{\varepsilon}$ ensures that

$$
\begin{equation*}
|f(x)-f(t)| \leq \varepsilon \tag{16.06}
\end{equation*}
$$

if $\psi_{\varepsilon}(x-t) \neq 0$. Hence, since $f_{\varepsilon}(x)$ is a mean of these values of $f(t)$,

$$
\begin{equation*}
\max _{x}\left|f(x)-f_{\varepsilon}(x)\right| \leq \varepsilon \tag{16.07}
\end{equation*}
$$

Similarly, if

$$
\begin{equation*}
f^{(\varepsilon)}(x)=M_{t}\left\{f_{\varepsilon}(t) \psi_{\varepsilon}(x \cdots t)\right\} \tag{16.o8}
\end{equation*}
$$

$f^{(t)}(x)$ exists and is almost periodic, and

$$
\begin{equation*}
\max _{x}\left|f^{(\varepsilon)}(x)-f_{\varepsilon}(x)\right| \leq \varepsilon . \tag{16.09}
\end{equation*}
$$

Hence, by (16.07) and (16.09),

$$
\begin{equation*}
\max _{x}\left|f^{(\varepsilon)}(x)-f(x)\right| \leq 2 \varepsilon . \tag{16.10}
\end{equation*}
$$

We have

$$
\begin{equation*}
f^{(\varepsilon)}(x)=\boldsymbol{M}_{t}\left\{\psi_{\varepsilon}(x-t) \boldsymbol{M}_{\tau}\left\{f(\tau) \psi_{\varepsilon}(t-\boldsymbol{\tau})\right\}\right\} \tag{I6.II}
\end{equation*}
$$

Bearing in mind the uniformity properties of almost-periodic functions, we have

$$
\begin{equation*}
f^{(\varepsilon)}(x)=M_{\tau}\left\{f(\tau) M_{\iota}\left\{\psi_{\varepsilon}(x-t) \psi_{\varepsilon}(t-\tau)\right\}\right\} . \tag{16.12}
\end{equation*}
$$

However, by (14.20),

$$
\begin{equation*}
M_{i}\left\{\psi_{\varepsilon}(x-t) \psi_{\varepsilon}(t-\tau)\right\}=\sum_{1}^{\infty} a_{k} e^{i \lambda_{k}(x-\tau)} \tag{16.13}
\end{equation*}
$$

where all the coefficients $a_{k}$ are positive, and $\sum_{1}^{\infty} a_{k}$ converges. Hence

$$
\begin{equation*}
f^{(\varepsilon)}(x)=M_{\tau}\left\{f(\tau) \sum_{1}^{\infty} a_{k} e^{i \lambda_{k}(x-\tau)}\right\} \tag{16.14}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left|\frac{\mathrm{I}}{2} \int_{-T}^{T} f(\tau) e^{i \lambda_{k}(x-\tau)} d \tau\right| \leq \max |f(\tau)| \tag{16.15}
\end{equation*}
$$

it follows that we can invert the order of $M$ and $\Sigma$, and that

$$
\begin{equation*}
f^{(\varepsilon)}(x)=\sum_{1}^{\infty} a_{k} e^{i \lambda_{k} x} M\left\{f(\tau) e^{-i \lambda_{k} \tau}\right\} \tag{16.16}
\end{equation*}
$$

Inasmuch as

$$
\begin{equation*}
\left|M\left\{f(\tau) e^{-i \lambda_{k} \tau}\right\}\right| \leq \max |f(\tau)| \tag{16.17}
\end{equation*}
$$

$f^{(\varepsilon)}(x)$ is the sum of a uniformly convergent series of trigonometric terms. That is to say, we can choose $N$ so large that
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$$
\begin{equation*}
\left.\max _{x} \mid f^{(\varepsilon)}(x)-\sum_{1}^{N} a_{k} e^{i \hat{x}_{k} x} M_{\{ }^{\prime} f(\tau) e^{-i \lambda_{k} \tau}\right\} \mid \leq \varepsilon \tag{16.18}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
\max _{: \tau}\left|f(x)-\sum_{1}^{N} a_{k} e^{i \lambda_{k} x} M\left\{f(\tau) e^{-i \lambda_{k} \tau}\right\}\right| \leq 3 \varepsilon \tag{16.19}
\end{equation*}
$$

In other words, we have proved Bohr's approximation theorem, to the effect that it is possible to approximate uniformly to any desired degree of aceuracy to an almost periodic function by means of trigonometrical polynomials.

## i 7. Certain generalizations of almost periodic functions.

It will be noticed that in the proof of the Weierstrass theorem for almost periodic functions, the spectrum of the function to be analyzed was not directly introduced, but rather that of the auxiliary function $\psi_{\varepsilon}(t)$. In many cases, when the function $f(t)$ is not almost periodic in the classical sense, an auxiliary function $\psi_{\varepsilon}(t)$ may be defined, which will be almost periodic in the classical sense, and which may be employed to establish the approximation theorem for $f(t)$, in whatever sense this theorem may hold. It would be possible in this manner to establish the approximation theorems for the almost periodic functions of the generalized types of Weyl, Besicovitch, Stepanoff, and others, but one example will suffice to show the power of the method, and to this we shall confine ourselves. This example, which is due to Mr. C. F. Muckenhoupt, is that of functions almost periodic in the mean.

We shall confine our attention to functions $f(x, t)$ defined over the range $\left(-\infty<t<\infty, x_{0} \leq x \leq x_{1}\right)$, quadratically summable in $x$, and continuous in the mean in $t$ in the sense that

$$
\begin{equation*}
\lim _{\tau \rightarrow 0} \int_{x_{0}}^{x_{1}}|f(x, t)-f(x, t+\tau)|^{2} d x=0 \tag{17.OI}
\end{equation*}
$$

We shall say that $\tau_{\varepsilon}$ is a translation number of $f(x, t)$ pertaining to $\varepsilon$ in case for all $t$,

$$
\begin{equation*}
\int_{x_{0}}^{x_{1}}\left|f\left(x, t+\tau_{\varepsilon}\right)-f(x, t)\right|^{2} d x<\varepsilon^{2} \tag{17.02}
\end{equation*}
$$

In case, given $\varepsilon$, we can always assign a finite quantity $L_{\varepsilon}$, such that each interval $\left(A, A+L_{\varepsilon}\right)$ contains at least one translation number $\tau_{\varepsilon}$ pertaining to $\varepsilon$, then $f(x, t)$ is said to be almost periodic in the mean. I case $f(x, t)$ is almost periodic in the mean, Mr. Muckenhoupt's theorem is:

Given any positive quantity $\varepsilon$ there can be assigned a trigonometrical polynomial

$$
\begin{equation*}
P_{\varepsilon}(x, t)=\sum_{1}^{N} A_{n}(x) e^{i \Lambda_{n} t} \tag{I7.03}
\end{equation*}
$$

such that

$$
\begin{equation*}
A_{1}(x), A_{2}(x), \ldots, A_{n}(x) \tag{17.04}
\end{equation*}
$$

are all quadratically summable, and for all $t$,

$$
\begin{equation*}
\int_{x_{0}}^{x_{1}}\left|f(x, t)-P_{\varepsilon}(x, t)\right|^{2} d x<\varepsilon^{2} \tag{17.05}
\end{equation*}
$$

There are a number of elementary theorems which Mr. Muckenhoupt proves along lines not differing in any essential way from those followed by Bohr in the proof of the corresponding theorems for functions almost periodic in the original sense. Thus every function almost periodic in the mean is bounded in the mean, in the sense that

$$
\begin{equation*}
\int_{x_{0}}^{x_{1}}|f(x, t)|^{2} d x \tag{17.o6}
\end{equation*}
$$

is bounded; and is uniformly continuous in the mean, in the sense that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \max _{\tau<\varepsilon} \int_{x_{0}}^{x_{1}}|f(x, t)-f(x, t+\tau)|^{2} d x=0 \tag{17.07}
\end{equation*}
$$

In this and subsequent formulas, the maximum value indicated by »max» need not be actually attained. Any finite set of functions almost periodic in the mean are simultaneously almost periodic in the mean, in the sense that, given $\varepsilon$, an $L_{\varepsilon}$ may be assigned in such a manner that every interval $\left(A, A+L_{\varepsilon}\right)$ contains at least one $\tau_{\varepsilon}$ which is a translation number pertaining to $\varepsilon$ of all the functions of the set. Hence the sum of two or more functions almost periodic in the mean is almost periodic in the mean. Similarly, the product in the ordinary sense is almost periodic in the mean. The uniform limit in the mean of a set
of functions almost periodic in the mean is itself almost periodic in the mean. If $f(x, t)$ is almost periodic in the mean,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \cdot \frac{\mathrm{I}}{T} \int_{a}^{a+T} f(x, t) d t \tag{I7.08}
\end{equation*}
$$

exists as a uniform limit in the mean in $a$, and is independent of $a$. We shall represent it by the symbol

$$
\begin{equation*}
M\{f(x, t)\} \tag{17.09}
\end{equation*}
$$

Mr. Muckenhoupt now puts

$$
\begin{equation*}
g(t)=\max _{z} \int_{x_{0}}^{x_{1}}|f(x, t+z)-f(x, z)|^{2} d x \tag{17.10}
\end{equation*}
$$

Clearly

$$
\begin{aligned}
|g(t+\tau)-g(t)| & \leq \max _{z} \int_{x_{0}}^{x_{1}} \| f(x, t+\tau+z)-\left.f(x, z)\right|^{2}-|f(x, t+z)-f(x, z)|^{2} \mid d x \\
& \leq \max _{z}\left\{\int_{x_{0}}^{x_{1}}\|f(x, t+\tau+z)-f(x, z)|+| f(x, t+z)-f(x, z)\|^{2} d x\right\}^{1 / 2} \\
& \cdot \max _{z}\left\{\int_{x_{0}}^{x_{1}}\|f(x, t+\tau+z)-f(x, z)|-| f(x, t+z)-f(x, z)\|^{2} d x\right\}^{1 / 2} \quad(\text { (17. І I })
\end{aligned}
$$

To evaluate this, let us consider the maximum of each of the integrals under the radical sign separately. The first does not exceed

$$
\begin{equation*}
16 \max _{z} \int_{x_{0}}^{x_{1}}|f(x, z)|^{z} d x \tag{17.12}
\end{equation*}
$$

the second does not exceed

$$
\begin{equation*}
\max _{z} \int_{x_{11}}^{x_{1}}|f(x, \tau+z)-f(x, z)|^{2} d x \tag{17.13}
\end{equation*}
$$

Hence we may write

$$
\begin{array}{r}
|g(t+\tau)-g(t)| \leq{ }_{1} \sigma\left[\max _{z} \int_{x_{0}}^{x_{1}}|f(x, z+\tau)-f(x, z)|^{2} d x\right]^{1 / 2} \\
\cdot\left[\max _{z} \int_{x_{0}}^{x_{1}}|f(x, z)|^{2} d x\right]^{1 / 2} \tag{17.14}
\end{array}
$$

If $\tau_{\varepsilon}$ is a translation number of $f(x, t)$ pertaining to $\varepsilon$, we have

$$
\begin{equation*}
\left|g\left(t+\tau_{\varepsilon}\right)-g(t)\right| \leq 16 \varepsilon\left[\max _{z} \int_{x_{0}}^{x_{1}}|f(x, z)|^{2} d x\right]^{1 / 2} \tag{17.15}
\end{equation*}
$$

so that any translation number of $f(x, t)$ pertaining to $\varepsilon$ is a translation number of $g(t)$ pertaining to

$$
\begin{equation*}
\mathrm{I} \sigma \varepsilon\left[\max _{z} \int_{x_{0}}^{x_{1}}|f(x, z)|^{2} d x\right]^{1 / 2} \tag{17.16}
\end{equation*}
$$

Thus $g(t)$ is almost periodic in the classical sense, and is distinct from o unless $f(x, t)$ is independent of $t$, in the sense that $f\left(x, t_{1}\right)=f\left(x, t_{2}\right)$ almost everywhere.

As in the last section, let

$$
H_{\varepsilon}(U)=\left\{\begin{array}{lll}
\mathrm{I} & ; & {[0 \leq U \leq \varepsilon / 2]}  \tag{17.17}\\
2-\frac{2 U}{\varepsilon} ; & {[\varepsilon / 2 \leq U \leq \varepsilon]} \\
0 & ; & {[\varepsilon \leq U}
\end{array}\right.
$$

and let

$$
\begin{equation*}
\psi_{\varepsilon}(t)=\frac{H_{\varepsilon}[g(t)]}{M H_{\varepsilon}[g(t)]} \tag{I7.I8}
\end{equation*}
$$

As before, $H_{\varepsilon}[g(t)]$ is dictinct from 0 , and $\psi_{\varepsilon}(x)$ exists, and is almost periodic. As before, we put
and

$$
\begin{equation*}
f_{\varepsilon}(x, t)=M_{\tau}\left[f(x, \tau) \psi_{\varepsilon}(t-\tau)\right] \tag{17.19}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{(\xi)}(x, t)=M_{\tau}\left[f(x, \tau) \psi_{\varepsilon}(t-\tau)\right] . \tag{17.20}
\end{equation*}
$$

A proof precisely parallel to that of (16.10) and (I6.12) shows that

$$
\begin{equation*}
\max _{t} \int_{x_{0}}^{x_{1}}\left|f(x, t)-f^{(t)}(x, t)\right|^{2} d x \leq 4 \varepsilon \tag{17.21}
\end{equation*}
$$

and that

$$
\begin{equation*}
f^{(\varepsilon)}(x, t)=M_{\sigma}\left[f(x, \sigma) M_{\tau}\left[\psi_{\varepsilon}(t-\tau) \psi_{\varepsilon}(\tau-\sigma)\right]\right] . \tag{17.22}
\end{equation*}
$$

As before,

$$
\begin{equation*}
M_{\tau}\left[\psi_{\varepsilon}(t-\tau) \psi_{\varepsilon}(\tau-\sigma)\right]=\sum_{0}^{\infty} a_{k} e^{i \lambda_{k}(t-\sigma)} \tag{17.23}
\end{equation*}
$$

where all the $a_{k}$ 's are positive, and $\sum_{0}^{\infty} a_{k}$ converges. Hence

$$
\begin{equation*}
f^{(\epsilon)}(x, t)=\boldsymbol{M}_{\sigma}\left[f(x, \sigma) \sum_{0}^{\infty} a_{k} e^{i \lambda_{k}(t-\sigma)}\right] \tag{17.24}
\end{equation*}
$$

We have

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \int_{x_{0}}^{x_{1}}\left|M_{\tau}\left[f(x, \sigma) \sum_{N}^{\infty} a_{k} e^{i \lambda_{k}(t-\sigma)}\right]\right|^{2} d x \\
& \quad \leq \lim _{N \rightarrow \infty}\left[\sum_{N}^{\infty} a_{k}\right]^{2} \max _{\sigma} \int_{x_{0}}^{x_{1}}|f(x, \sigma)|^{2} d x=0 . \tag{17.25}
\end{align*}
$$

Hence since

$$
\sum_{0}^{\infty} a_{k}
$$

converges, we can invert the order of $M$ and $\Sigma$ in (17.25), and get

$$
\begin{equation*}
f^{(\varepsilon)}(x, t)=\underset{N \rightarrow \infty}{\operatorname{li.m.}} \sum_{0}^{n} a_{k} e^{i \lambda_{k} t} \underset{\sigma}{M}\left[f(x, \sigma) e^{-i \lambda_{k} \sigma}\right] \tag{17.26}
\end{equation*}
$$

This convergence in the mean is uniform with respect to $t$. Combining (17.25) and (17.26), our theorem is proved.

This theorem has an interesting dynamical application. Really significant dynamical applications of almost periodic functions have been rather scarce, as no one has yet produced an example of an almost periodic function entering into a dynamical system with a finite number of degrees of freedom in which the frequencies or exponents are not linearly dependent (with rational coefficients) on a finite set of quantities. However, dynamical systems with an infinite number
of degress of freedom are familiar enough in connection with boundary value problems, and in these, it is well known that the solution may involve an infinite linearly independent set of time frequencies. Mr. Muckenhoupt has succeeded in showing, under certain very general conditions, that the solution of such a problem is almost periodic in the mean with respect to the time, the space variables playing the rôle above assigned to $x$. In this proof, the existence of an integral invariant such as the energy is of the utmost importance, as is also the condition that when all the coordinates and velocities of the system are less in value than some given constant, the energy is also necessarily less than some constant.

Let us consider as an example a vibrating string, whose density and tensions are functions of position, but not of time. Let the mass density be $\mu(x)$ and the tension $T(x)$. The equation of motion is then

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[T(x) \frac{\partial y}{\partial x}\right]=\mu(x) \frac{\partial^{2} y}{\partial t^{2}} \tag{17.27}
\end{equation*}
$$

We consider the ends to be fixed, giving us

$$
\begin{equation*}
y\left(x_{0}\right)=y\left(x_{1}\right)=0 \tag{I7.28}
\end{equation*}
$$

and we take $T$ and $\mu$, as is always physically the case, finite and positive. We shall also suppose them to have bounded derivatives of all orders.

Thus the total energy of the system is

$$
\begin{equation*}
E_{0}=\frac{\mathrm{I}}{2} \int_{x_{0}}^{x_{1}}\left[\mu(x)\left(\frac{\partial y}{\partial t}\right)^{2}+T(x)\left(\frac{\partial y}{\partial x}\right)^{2}\right] d x \tag{17.29}
\end{equation*}
$$

If we assume density and tension independent of the time, we have

$$
\begin{equation*}
\frac{\partial E_{0}}{\partial t}=\int_{x_{0}}^{x_{1}}\left[\mu(x) \frac{\partial y}{\partial t} \frac{\partial^{2} y}{\partial t^{2}}+T^{\prime}(x) \frac{\partial y}{\partial x} \frac{\partial^{2} y}{\partial x} \frac{\partial t}{}\right] d x \tag{17.30}
\end{equation*}
$$

or by (17.27);

$$
\begin{align*}
\frac{\partial E_{0}}{\partial t} & =\int_{x_{0}}^{x_{1}}\left\{\frac{\partial y}{\partial t} \frac{\partial}{\partial x}\left[T(x) \frac{\partial y}{\partial x}\right]+T(x) \frac{\partial y}{\partial x} \frac{\partial}{\partial x}\left(\frac{\partial y}{\partial t}\right)\right\} d x \\
& =\left[T(x) \frac{\partial y}{\partial x} \frac{\partial y}{\partial t}\right]_{x_{0}}^{x_{1}}=\mathrm{o} \tag{17.31}
\end{align*}
$$

Thus the total energy is invariant, as was to be expected from physical considerations.

Inasmuch as $\partial^{n} y / \partial t^{n}$ also satisfies equation (17.27) and boundary conditions (17.28), we see that all the expressions

$$
\begin{equation*}
E_{n}=\frac{1}{2} \int_{x_{0}}^{x_{1}}\left[\mu(x)\left(\frac{\partial^{n+1}}{\partial t^{n}+\frac{y}{1}}\right)^{2}+T(x)\left(\frac{\partial^{n+1} y}{\partial t \partial x^{n}}\right)^{2}\right] d x \tag{17.32}
\end{equation*}
$$

are invariants, at least if $y(x, t)$ is sufficiently often differentiable. We shall term $E_{n}$ the $(n+1)$ st energy of the system.

Let us now take $\partial y / \partial t$ and $\partial y / \partial x$ to be continuous, and let

$$
E_{0} \leq E ; \quad \mu(x) \geq M ; \quad T(x) \geq T
$$

Clearly $E_{0} \geq o$, and

$$
\begin{equation*}
\int_{x_{0}}^{x_{1}}\left(\frac{\partial y}{\partial t}\right)^{2} d x \leq_{M}^{2} \underset{M}{M} \leq \frac{2 E}{M} \tag{17.33}
\end{equation*}
$$

Similarly, $\int_{x_{0}}^{x_{1}}\left(\frac{\partial y}{\partial x}\right)^{2} d x$ is bounded, provided only the first energy $F_{0}$ is finite. Furthermore, since

$$
\begin{equation*}
y^{2}=\left[\int_{x_{0}}^{x} \frac{\partial y}{\partial x} d x\right]^{y} \leq \int_{x_{0}}^{x} d x \int_{x_{0}}^{x}\left(\frac{\partial y}{\partial x}\right)^{2} d x \tag{17.34}
\end{equation*}
$$

by the Schwarz inequality, $y$ is bounded. Similarly, if $E_{1}$ is also bounded,

$$
\begin{equation*}
\int_{x_{0}}^{x_{1}}\left(\frac{\partial^{z} y}{\partial t^{2}}\right)^{2} d x, \quad \int_{x_{0}}^{x_{1}}\left(\frac{\partial^{2} y}{\partial x \partial t}\right)^{2} d x, \quad \text { and } \int_{x_{0}}^{x_{1}}\left(\frac{\partial^{2} y}{\partial x^{2}}\right)^{2} d x \tag{17.35}
\end{equation*}
$$

will be likewise; in the last case, as a result of (17.27); if $E_{2}$ is also bounded,

$$
\int_{x_{0}}^{x_{1}}\left(\frac{\partial^{3} y}{\partial t^{3}}\right)^{2} d x, \quad \int_{x_{0}}^{x_{1}}\left(\frac{\partial^{3} y}{\partial t^{2} \partial x}\right)^{2} d x, \quad \int_{x_{0}}^{x_{1}}\left(\frac{\partial^{3} y}{\partial t \partial x^{2}}\right)^{2} d x, \quad \text { and } \int_{x_{0}}^{x_{1}}\left(\frac{\partial^{3} y}{\partial x^{3}}\right)^{2} d x(\text { r } 7 \cdot 36)
$$

will be, and so on indefinitely.

Let us now introduce

$$
\begin{equation*}
\left(y, y_{1}\right)=\left\{\int_{x_{0}}^{x_{1}}\left[\left|y-\dot{y_{1}}\right|^{2}+\left|\frac{\partial y}{\partial x}-\frac{\partial y_{1}}{\partial x}\right|^{2}+\left|\frac{\partial y}{\partial \underline{t}} \ldots-\frac{\partial y_{1}}{\partial \dot{t}}\right|^{2}\right] d x_{i}^{1 / 2}\right. \tag{17.37}
\end{equation*}
$$

as the distance between two functions, $y(x, t)$ and $y_{1}(x, t)$. If we write

$$
y \sim \sum_{-\infty}^{\infty} A_{n}(t) e^{\frac{2 \pi i n x}{x_{1}-x_{0}}} ; \quad y_{1} \sim \sum_{-\infty}^{\infty} B_{n}(t) e^{\frac{2 \pi i n x}{x_{1}-x_{0}}} ;
$$

we may approximate uniformly to $\left(y, y_{1}\right)$ by

$$
\int_{x_{0}}^{x_{1}}\left[\left|\sum_{-N}^{N}\left(A_{n}-B_{n}\right) e^{\frac{2 \pi i n, x}{x_{1}-x_{0}}}\right|^{2}\left(1+\frac{4 \pi n^{2}}{\left(x_{1}-x_{0}\right)^{2}}\right)+\left|\sum_{-N}^{N}\left(A_{n}^{\prime}-B_{n}^{\prime}\right) e^{2 \pi i n, x_{1}-x_{0}}\right|^{2} d x\right](17 \cdot 38)
$$

for all functions $y$ and $y_{1}$ for which $E_{0}$ and $E_{1}$ are finite, since then

$$
\begin{align*}
& \sum_{-\infty}^{\infty} n^{4}\left|A_{n}(t)-B_{n}(t)\right|^{2}=\frac{x_{1}-x_{0}}{(2 \pi)^{\frac{4}{2}}} \int_{x_{0}}^{x_{1}}\left(\frac{\partial^{2} y}{\partial t^{2}}\right)^{2} d x ; \\
& \left.\sum_{-\infty}^{\infty} n^{2}\left|A_{n}^{\prime}(t)-B_{n}^{\prime}(t)\right|^{2}=\frac{x_{1}-x_{0}}{(2 \pi)^{2}} \int_{x_{0}}^{x_{1}}\left(\partial^{2} y y^{2}\right)^{2} d x\right)
\end{align*}
$$

are uniformly bounded. Now, a bounded region in space of $m$ dimensions may be divided into a finite number of compartments such that the distance between two points in the same compartment does not exceed $\varepsilon$. Hence we can divide the entire class of functions $y(x, t)$ for which $E_{0}$ and $F_{1}$ are finite into a finite number of classes such that the distance between two functions in the same class does not exceed $\varepsilon$.

Let us do this, and let us discard every class which is not actually represented by $y(x, t)$ for some value of $t$. Then we may assign a time-interval $L_{\prime_{\varepsilon}^{\prime}}$ within which $y(x, t)$ enters every class that it ever enters. Then, whatever $\tau$ may be, we may determine $\tau_{1}$ between $o$ and $L_{\varepsilon}^{\prime}$ such that

$$
\begin{equation*}
\left(y(x, \tau), \quad y\left(x, \tau_{1}\right)\right)^{2}<\varepsilon \tag{17.40}
\end{equation*}
$$

Since

$$
y(x, t)-y\left(x, t+\tau-\tau_{1}\right)
$$
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satisfies the differential equation (17.27),

$$
\begin{align*}
\left(\tilde{S}=\frac{1}{2} \int_{x_{0}}^{x_{1}}\right. & {\left[\mu(x)\left(\frac{\partial y(x, t)}{\partial t} \ldots \frac{\partial y\left(x, t+\tau \cdot \tau_{1}\right)}{\partial t}\right)^{2}\right.} \\
& \left.+T(x)\left(\begin{array}{c}
\partial y(x, t) \\
\partial x
\end{array}-\frac{\partial y\left(x, t+\tau-\tau_{1}\right)}{\partial x}\right)^{z}\right] d x \tag{17.4I}
\end{align*}
$$

is invariant, and since for $t=\tau_{1}$,

$$
\begin{align*}
\mathscr{G} & \leq(\max \mu+\max T)\left(y\left(x, \tau_{1}\right), y(x, \tau)\right)^{2} \\
& <(\max \mu+\max T)_{\varepsilon}, \tag{17.42}
\end{align*}
$$

it follows that for all $t$,

$$
\begin{equation*}
\left(\tilde{\mathscr{E}}<(\max \mu+\max T)_{\varepsilon}\right. \tag{17.43}
\end{equation*}
$$

and hence by (17.34) and (17.37)

$$
\begin{equation*}
\left|y(x, t)-y\left(x, t+\tau-\tau_{1}\right)\right|<\iint_{2}^{x_{1}-x_{0}}(\max \mu+\max T)_{\varepsilon} \tag{17.44}
\end{equation*}
$$

Since for every $\tau$, there is a value of $\tau_{1}$ between $\circ$ and $L_{\varepsilon}^{\prime}$, there is a value of $\tau-\tau_{1}$ over every interval of length $L_{\varepsilon}^{\prime}$. Thus $y(x, t)$ is an a almost periodic function taken with respect to the time, uniformly in $x$, and is a fortiori almost periodic in the mean, in case $E_{0}$ and $E_{1}$ are finite. It follows that we may so determine $A_{1}(x), \ldots, A_{n}(x) ; A_{1}, \ldots, A_{n}$ that for all $t$,

$$
\begin{equation*}
\int_{x_{0}}^{x_{1}}\left|y(x, t)-\sum_{1}^{n} A_{k}(x) e^{i A_{k}(t)}\right|^{2} d x<\varepsilon . \tag{17.45}
\end{equation*}
$$

It is possible to go further than this, as Mr. Muckenhoupt has done, and to show that the method we have given for obtaining $f_{\varepsilon}(r, t), f^{(t)}(x, t)$, and $A_{k}(x) e^{i \Lambda_{k}(t)}$ assures us that all the functions

$$
A_{k}(x) e^{i A_{k} t}
$$

are solutions of the original differential equation, or that the functions

$$
A_{k}(x)
$$

are all solutions of the ordinary differential equation

$$
\begin{equation*}
\frac{d}{d x}\left(T(x) A_{k}^{\prime}(x)\right)+A_{k}^{\stackrel{Z}{k}} \mu(x) A_{k}(x)=0 \tag{17.46}
\end{equation*}
$$

- that is, are what is known as Eigenfunktionen of the dynamical problem. This proof rests on the fact that each one of these functions may be obtained from its predecessor, and ultimately from $f(x, t)$, by a process of weighted averaging in the variable $t$ which transforms every solution of a linear differential equation with coefficients constant with respect to the time into another solution of the same equation, or at least of the corresponding integral equation. Hence, if $y(x, 0)=F(x) ; \frac{\partial y(x, 0)}{\partial t}=0$ is a possible set of initial conditions for the motion of the vibrating string. We may write

$$
\begin{equation*}
F(x)=\underset{n \rightarrow \infty}{\operatorname{li.m} .} \sum_{1}^{n} A_{k}(x) \tag{17.47}
\end{equation*}
$$

where the $A_{k}(x)$ are in general Eigenfunktionen of the problem that depend on $n$. Thus if the set of possible initial conditions of the string is closed, as we may show to be the case by direct methods, every quadratically summable function may be expanded in terms of a denumerable set of Eigenfunktionen, and the Eigenfunktionen may be shown to be a denumerable closed set.

The methods of Mr. Muckenhoupt are susceptible of extension to the treatment of a much wider class of Eigenfunktion problems, in any finite number of dimensions. The detail of this extension awaits further investigation.
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