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GENERALIZED HERMITE INTERPOLATION AND
SAMPLING THEOREM INVOLVING DERIVATIVES

CHANG EON SHIN

ABSTRACT. We derive the generalized Hermite interpolation by us-
ing the contour integral and extend the generalized Hermite inter-
polation to obtain the sampling expansion involving derivatives for
band-limited functions f, that is, f is an entire function satisfying
the following growth condition

|f(2)] < A exp(oly|) for some A, 0 > 0 and any z = z + iy € C.

1. Introduction

If p,, is a polynomial of degree n and zg, 21, * - , 2, are distinct points
in C, then p, can be constructed with the values p,(z),i = 0,--- ,n
and polynomials independent of p,. The polynomial p,(z) is called the
Lagrange interpolation ([1]) and is given by

Gn(z
(1.1) an k) — 2 )(GZ (Zk)

where Gn(z) = [[iy(z — z). Let o > 0 and let BS be the set of entire
functions such that there exists A > 0 satisfying

(1.2) |f(2)] < Aexp(oly|) forany z=z+iyeC
and
flr € LP(R).

The function f in BE for some 1 < p < oo is called a band-limited
function with band-limit o. The following inclusions (p.24, [11]) hold

(1.3) B; € By € B, C Bw, 1<p<g< .
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The Lagrange interpolation can be extended so that we obtain cele-
brated Shannon’s sampling theorem ([2], [11]) which is the following:

THEOREM 1.1. For any f € B5(1 < p < o0),

G(z)
(9 Rl S e
where k, = 7, n € Z,
Glz) = Mo% _ [0~ 5) = lim Gn(2),
n=1

m
z) =z H (1
n=1
and the series converges uniformly on any compact subsets of C.

In the expansion (1.4), ks are called the sampling points, the sam-
pling frequency or the Nyquist rate ([11]) is Z and distance between two
nearest sampling points is Z.

D. A. Linden [4] and M. D. Rawn [9] generalized Shannon’s sampling
theorem by expanding f € B2 with values of f and its derivatives. M.
D. Rawn [9] used the Riesz basis to obtain the sampling expansion of f.
The aim of this paper is to derive a sampling expansion for f € B5(1 <
p < 00) in an easier way by using the contour integral and express f in
terms of values of f and derivatives at sampling points. The sampling
expansion of f in this paper is simpler than Linden’s and Rawn’s results.
Moreover, we regard the sampling expansion of f as a generalization of
generalized Hermite interpolation.

Let py(z) be a polynomial of degree N, z1---,2, be n distinct
points, ai,- - ,0n be n positive integers and N = o3 + -+ + ap — 1.
The polynomial py(z) can be constructed with the values p%)(zj),i =
0,---,a; — 1,7 = 1,.-- ,n, and some polynomials independent of pg.
The polynomial py(z) is called the generalized Hermite interpolation
(1], (8D)-

In this paper, using the contour integral we derive the generalized
Hermite interpolation py(2) which is given by
(1.5)

n a;—1a;—1-—j7 )

k a;
G)( —ontjir @ [ (2 = 2)%
Z Z Z p!\]l 2i) lkl (2=2) o dzk [ w(z) J .

i=1 7=0 k=0
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where w(z) =[], (z—2;)*. Note that the expression of the generalized
Hermite interpolation in page 37 of [1] is incorrect. Clearly the Lagrange
interpolation is the special case of the generalized Hermite interpolation.
In fact, if ¢; = 1,i = 1,--- ,n and N =n — 1, then the generalized Her-
mite interpolation py in (1.5) equals the Lagrange interpolation p,(z)
n (1.1).

We also extend the generalized Hermite interpolation to obtain the
sampling expansion involving values of a function and its derivatives at
sampling points for entire functions f satisfying

(1.6) (1+ |z)|f(2)] < Aexp(oly|) for some A > 0,0 >0
and any z =z + iy € C.

For N € N and any entire function f satisfying the growth condition
(1.6), we obtain the following sampling expansion

N—-1N-1-j

1) 5@ = XX > )R

neZ j=0 k=0

v dE z—p, N
_ N+j+k — 1 2 Pn
X(Z ﬂn) ! dzk l:(SiIIO'Z/N) ]z:ﬂ )

where G, = N T n € Z and the series converges uniformly on any

compact subsets of C. In the expansion (1.7) the set of sampling points
is {fn : m € Z} and the distance between two nearest sampling points is
N =T, whereas distance between two nearest sampling points in Shannon’s
sampling theorem is Z. However, we need the values of f, f/,--- , fV-1
at each sampling point. Note that when N = 1, the expansion (1.7)
equals the expansion (1.4).

Moreover, we show that for any f € B5(1 < p < o) and ¢’ > o, the
following sampling expansion holds

NN smoz/N)N

(18) f(z) = D3 3 9B TR

n€Z j=0 k=0

~ N
X(z o) NHE L (————.z"ﬁ" ) :

dzk |\ sino’z/N i
z=0n

Nn7r

where ﬁn =
compact subsets of C.
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2. Generalized Hermite interpolation

Let py be a polynomial. Then py can be expressed in terms of values
of py, its derivatives and some polynomials independent of py.

THEOREM 2.1 (Generalized Hermite Interpolation). Let py be

a polynomial of degree N and let z1--- ,z, be n distinct points in C,
ai, - ,on ben positive integers and N = oq + -+ - + o, — 1. Then the
polynomial py(z)is given by

(2.1)

n a;~1oa;—

J oit+j d* —z)™
Z Z Z p( zl |k| ( l) l+ +k&? {(i'l;)(_zj)_] 2=z ,

i=1 j=0

where w(z) = [[;=,(z — 2;)*. The polynomial py(z) is called the gen-
eralized Hermite interpolation.

PROOF. Let z be a complex number distinct from z;, i = 1,--- ,n.
We define a function g on C by

py($)
9(¢) = =2 .
©==2w©
The function g is a meromorphic function having a simple pole at z and
poles of order o; at z;,i = 1,--- ,n. Let C},, be a circular path centered

at the origin with radius n. We denote by Res(g : Z) the residue of g at

2. Since [py(Q)] = O(CIM), w()] = O(¢I¥*) and |g(¢)] = O(1¢|?) as
I¢] — oo, we can easily see that

lim g(¢)d¢ =0

n—oo C,
n

and

(2.2) Res(g : 2) + ZRes(g 12) =0.

=1

The residue at each pole is the following:

Res(g: z) =
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and for ¢ = 1,--- ,n, by Leibniz formula
Res(g s z) = lim ———— & {(¢ - z)g(0)
9: %)= C—z; (OZ'L - l)! dca'_l ¢ g

o (5D (=2 py(Q)
~ 8 G Diage T [ w() (e- o}

-y S (e
dei—1=J {(C—zz)ai 1 J

dC“’“l J €) (=-¢)
=1\ () N (i — 1
“tm o (% e £ ()
=0
, stk @ (€ — z)™
1 s _ o +j+k 2 NS T )
a;—la;— ~]
Z k! p%) )(z — zi) " FIHE
§=0 k=0
dk { —2;) }
—k .
(=z;
In view of (2.2) we have that
(2.3)
n a;—la;—-1-j k )
Y — W, W2, ek @ [((—z)™
pN(Z) - ZZZI par il pN (zl) ]',{J' (Z Z’L) 7 dck [ w(C) =z

for z # 2z;,i = 1,--- ,n. Since both sides of (2.3) are polynomials and

the equality (2.3) holds for z # z,i = 1,--- ,n, (2.3) holds for any
zeC. a

The general form of the generalized Hermite interpolation is usually
given in the following way.

COROLLARY 2.2. Let 21+ ,2n ben distinct points in C, oy, - , ap
be n positive integers and N = a; + -+ -+ ay — 1. The polynomial py of
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degree N satisfying

(2.4)
py(21) = 0, py(z1) = ri, pg\?l D(21) = r1ay-1
pN(Zn) = Tno, p,]\_](zn) = Tnl, T p;‘;"_l)(zn) = Tnan,—1

is given by

(2.5)

a;j—-la;—1—3 a;
i Z Z T z~)_""+j+k-c-ii =) )
4 'k‘ ’ dzk w(z) |,

i=1 j=0 k=0

3. Sampling expansion of entire functions

In this section we extend the generalized Hermite interpolation de-
rived in Section 2 to obtain the sampling expansion involving derivatives
for entire functions.

THEOREM 3.1. Let o0 > 0, N € N and let f be an entire function such
that there exists A > 0 satisfying

(3.1) (1+ |z f(2)] < Aexp(oly|) for any z =z + iy € C.

Then f can be expanded as

NN smaz/N)

(32) fl2) = X >, > 982 T

neZ j=0 k=0
o dF z -8 N
(2= Pn) dzF [(sinaz/N) } s '

where (3, = ,n € Z, and the series converges uniformly on any
compact subsets of C.

Nnn
o

ProoOF. Let M > 1 and
S={z€C : |2|<M and z#p, neZ}

Choose z € S and define a function g on the complex plane by

O
M= e
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Let r, = ivg—”(n + %) and let C,, be a rectangular path whose vertices are

+7p £ 47,. Choose N1 € N so large that 7, > 2M. Let n > Ny and for
d>01let ag = 25‘51. Observing that fory > § >0, {,n € R

€
2e?

sinhy > aseY,

| sin %(5 +i)| = \ﬁinz %5 + sinh? 7 (n + %)

1
> O‘W(N1+§)exp(7f(n + 5))»

1 .
| sin %(Tn +in)| = \/sinz m(n+ 5) + sinh? %n >1

and for |n| > ¢,

@9
N

. O . g
[sin (o + im)| 2 s exp(- 1],
by a direct computation or following the proof of Theorem 2.1 of [10]
we can see that

lim g
n—oC Cn,

(€)d¢ =0

uniformly on S. Thus the sum of residues of g equals zero. Note that
the function g has a simple pole at ( = 2 and poles of order N at
¢ = Bn,n € Z. Following the computation in Section 2, we have

Res(g 2) = im (¢ ~ 2)9(0) = (.
and for each n € Z
1 dN-1
Res(g: Bn) = hI'I{aln (V- 1)1 N1 (¢ = Ba)N9(¢)]
N-1N-1-j '
= (—1) ‘mf('))(/@n)(z - /Bn)_N+]+k
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Since Res(g : 2) + >, cz Res(g : Bn) = 0, it follows that for any z € S
N-1N-1-j )N

(3.3) f(2) ZZ Y. 9B Smlkl

neZ j=0 k=0

(C ﬂn>
d(k sin £ ¢ '

¢(=Pn

where the series converges uniformly on S. Since M > 1 is an arbitrary
number, the series converges uniformly on any compact subsets of C \
UnGZ{/@n}~

We next show that the equality (3.3) holds for each z = ,, n € Z.
For convenience, we write h(z) = (sin %2)"V. Let F(z) be the right side
of (3.3). Then f(z) = F(z) for z # B,, n € N. We show that for any
n € Z, f(Bn) = F(Brn). Since h(z) has zeros at each (3, with multiplicity
N, the function defined by

h(z) .
(z) Eﬁ]\])ﬁrb) ) if 2 # B,
——N— if 2= ,Bn,

(Z _ ﬂn)_N+j+k

is an entire function and Bn(ﬁn) # 0. Thus —— is analytic on some

hn(z)
neighborhood of 3, and for any f e Nand 1 < k< N — 1,
. ¢ d r
M (== Ba) TR 7 S
Since for m # n, h(,@n)(ﬂn - ﬂ )_N+]+k = 0, we have
~ 1 ]) _ )Nk L
=0 k=0
N—1N-1-j
= lim e FO(Ba) (2 — Byt
2—0n ];0 kZ:O _]‘]C' dzk hn(z)
. 1
= hn(Br) f(Br)= = f(Br)

since when j # 0 or k¥ # 0, the limits vanish. Hence the equality (3.3)
holds for any 2z € C and the right side of (3.3) converges uniformly on
any compact subsets of C. O

Following proof of the above theorem, we can replace the growth
condition (3.1) by (3.5) and obtain the same result.
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REMARK 3.2. Let 0 > 0, N € N and let f be an entire function such
that there exists A > 0 satisfying

(3.4) (1+ |lyD)|f(2)] < Aexp(oly|) for any z =z + iy € C.
Then f can be expanded as (3.2).

Next, for any f € BE,1 < p < o0, we can expand f into a sampling
series of the form (3.2).

THEOREM 3.3. Let o/ > o and let f be a band-limited function, that
is, there exists A > 0 satisfying

(3.5) |f(2)] < Aexp(oly]) for any z ==z +1iy € C.

The following sampling expansion holds
N—-1N-1-j

~ (sino’ N - ‘
39 1) = LY. Y eI o ek

neZ j=0 k=0
_ \N
dk z— 0n
x — || ==~
dzk |\ sino’z/N 7

2=0n
where 3, = %’%ﬂ,n € Z and the series converges uniformly on any

compact subsets of C.

PRrROOF. Let ¢’ > o. Since [ satisfies (3.5), there exists A’ > 0
satisfying

(L+1yhlf(2)l < A'exp(d’ly|)  for any 2 =z +iy € C.

By Remark 3.2, the sampling expansion (3.6) holds and the series con-
verges uniformly on any compact subsets of C. O
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