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PERFORMANCE OF FEC CODE RATE ADAPTATION FOR
DIFFERENT NACK THRESHOLDS
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Fig. 3. FEC code rate adaptation: throughput for different NACK thresholds.

that the system does not unnecessarily switch to low-rate code, and it
operates with the (220,200) one. The curve corresponding to # = 2000,
& = 3 yields the closest approximation to the envelope. We observe
that ACK thresholds are much larger than NACK thresholds. Small
NACK thresholds (a few NACKs) imply that, in case of link quality
deterioration the system must respond fast and decrease rate so that
no throughput loss is incurred. The order of ACK thresholds (few to
several hundreds) implies a conservative policy when link conditions
improve, since rate increase is decided after a large number of ACKs.

IV. CONCLUSION

We studied the problem of optimal transmission rate control in a
two-state model of a wireless link with two control actions, in which
link state information is partially available to the controller. For time-
invariant, yet unknown link state, we showed that the optimal policy, in
the sense of maximizing link throughput has a threshold structure. We
discussed how the analysis can provide valuable insights and guide-
lines for designing practical threshold based rate adaptation policies
under general link conditions. There exist several directions for fu-
ture study. Different variants of the problem require different assump-
tions. For instance, adoption of a Poisson packet arrival assumption
necessitates the introduction of a random, exponential distributed slot
duration. A discounted version of the problem would give more em-
phasis to the tradeoff between probing the state and reaping the ben-
efits of transmission. For the corresponding problem with more states
and control actions, the threshold structure for the optimal policy does
not hold. The analogy with the multisequential probability ratio test
[13] could be investigated so as to derive close-to-optimal policies. Fi-
nally, the problem with time-varying link state, an instance of a restless
multi-armed bandit, warrants further investigation.
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Generalized Linear Quadratic Control

Ather Gattami

Abstract—We consider the problem of stochastic finite- and infi-
nite-horizon linear quadratic control under power constraints. The calcu-
lations of the optimal control law can be done off-line as in the classical
linear quadratic Gaussian control theory using dynamic programming,
which turns out to be a special case of the new theory developed in this
technical note. A numerical example is solved using the new methods.

Index Terms—Linear quadratic control.

I. INTRODUCTION

In this technical note we consider the problem of linear quadratic
control with power constraints. Power constraints are very common in
control problems. For instance, we often have some limitations on the
control signal, which we can express as EuTu < +. Also, Gaussian
channel capacity limitation can be modeled through power constraints
([7]). There has been much work on control with power constraints,
see [2], [4], [6], [10]. Rantzer [5] showed how to use power constraints
for distributed state feedback control. What is common to previously
published papers is that they solve the stationary state-feedback infi-
nite-horizon case using convex optimization. Output-feedback is only
discussed in [6], where the quadratic (power) constraints are restricted
to be positive semi-definite. In [1], [9], a suboptimal solution to linear
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quadratic control problems with linear constraints on the control signal
and state. The piecewise linear controller is obtained by solving a se-
quence of finite-horizon problems, where each problem is posed as a
static quadratic program. The aim of this technical note is to give a com-
plete optimal solution to the non-stationary and finite-horizon problem
of linear systems, including time-varying, with power constraints. The
solution is obtained using dynamic programming. A solution of the
stationary infinite-horizon linear quadratic control problem is derived
from the finite-horizon results. Also, the output-feedback problem with
non-convex quadratic constraints is solved.

The outline of the technical note is as follows. We first start with
notation used in this technical note. In Section III, we introduce a
novel approach for solving the state-feedback linear quadratic control
problem. Relations to the classical approach are discussed in Sec-
tion IV. The new approach is then used in Section V to give the main
result of the technical note, the finite horizon state-feedback linear
quadratic control with power constraints. We show how a solution
to the constrained infinite-horizon control problem can be derived
in Section VI. The constrained output-feedback control problem is
solved in Section VII. A numerical example is given in Section VIIIL.

NOTATION

We write @ > 0 (Q > 0) to denote that () is positive definite
(semi-definite). @ > P (Q > P)meansthat @—P > 0 (Q—P » 0).
Tr A denotes the trace of the square matrix A. S™ denotes the set of
n X n symmetric matrices.

II. OPTIMAL STATE FEEDBACK LINEAR QUADRATIC
CONTROL THROUGH DUALITY

In this section we will derive a state-feedback solution to the clas-
sical linear quadratic control problem using duality. This method will
be used to solve the problem of linear quadratic optimal control with
power constraints. Consider the linear quadratic stochastic control
problem
Ez”

min
B

(N)Quex(N)

N—1 I(k)
+x =] i)
,,(k + 1 = Ax(k) + Bu(k) +w(k)
Ew(k)z' ()=0, VI<Fk
Ew(k)w? (k) = Vipw (k)

u(k) = pr(x(0),...,x(k))

subject to

ey

where € R", v € R™, and () > 0 which is partitioned according to
the dimensions of = and u as

_ Qro: qu :|
o=gr o)
Without loss of generality, we assume that
Ez(0) = Bw(k) = (0) = Vau(k) =1

0, Exz(0)ax

for all & > 0. The quadratic cost in (1) can be written as

E {’I‘rQ”m(N)mT(N)}
i) [0 )
}

= TrQ..{Ex( 'V)’I (N

)
Smofs [0
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N—-1

= TrQ.. Vo (N) + Y TrQV (k)
k=0

where
S Voo (ke 0T Ty 17T
V(k) = l«};(k) Vau(h)| _ w(k)] [x(k)
"/xu(k) ‘/uu(k) 'U(k) ?l,(k)
Let F = [I 0], where the blocks of F' are dimensioned such that

Vye(k) = FV(E)FT. The system dynamics implicate the following
recursive equation for the covariance matrices V' (k)

=V,o(k+1) =Eax(k+ )2’
=E(Axz(k) + Bu(k) + w(k))
x (Ax(k) + Bu(k) + w(k))”

g il

x[A B]"

FV(k+1)FT (k+1)

+w(k)w’ (k)

=[A B]V(k)[A B]" +1.
The initial condition V,»(0) = Ex(0)a"
FV(0)FT = I. We conclude:

Proposition 1: The linear quadratic problem (1) is equivalent to the
covariance selection problem

(0) = I can be written as

N—-1

TQ T ()4 3 T
k=0

min
V(0),...,V(N)=0

subject to FV(O)FT =1
[A BIV(K)[A Bl +1
=FV(k+1)FT
k=0,...,N—1. 2)
In particular, it is convex in V(0),..., V(N). [ ]
The dual problem of (2) is given by
J(V(0),....V(N),S(0),....S(N))

max Il
5(0),...,5(N) V(0),..., \/(’\)>
J(V(0),...,V(N),S(0),...,5(

{5(0)(1 - FV(O)FT)}

N)) = TrQuaVer(N)

N—1
+ ) TrQV (k) + Tr

k=0
+L27Tr{5(k:+l)([44 BIV(k)[A B]”
k=0

+I— FV(k+ 1)F'1')}

=TrQ..Ver(N) + Nf TeQV (k) + TrS(0)
k=0
— Tr{S(0)FV(0)F"} + Vz_l TrS(k+1)
k=0
+ Nz:_lTr {S(k +1)[4 B]V(k)]A B]T}
k=0
- Ni Te{S(k+1)FV(k+1)F"}
= T:CjiV“( N) - Tr{S(N)FV(N)FT} + TrS(0)
N-1

+Z'I‘1-SL+1)+ZTrQI (k)
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+ i: Tr{S(k+ 1[4 B]V(k)[A B]T}
- i Te{S(k)FV (k)F'} 3)

and S(0),...,S(N) € S™ are the Lagrange multipliers. Thus, the dual
problem can be written as

TrS(0) + H(N)

max min
S(0)1., S(N) V(0),..., V(N) =0

+ i {H(k)+ TeS(E+ 1)} (4

where

= ’I‘I‘{ [Q?'r - S(J\’Y)]‘/'?T(A,“V) }
and

H(E) =Tr {QV() + S(k+ )[4 BIV()[A BI

—S(k)FV(k)FT}
:Tr{[Q—i—[A B]" S(k+1)[4 B]
—FTS(k)F]V(L:)} )
fork = 0,..., N —1.Here, H(k) plays the role of the Hamiltonian of

the system. The duality gap between (2) and (3) is zero, since Slater’s
condition is satisfied for the primal (and dual) problem (see [3] for a
reference on Slater’s condition). Now for the optimal selection of the
dual variables S(k), we must have Q> — S(N) = 0, and

Q+[4 B]"S(k+1)[A B]—F'S(k)F>=0 (6

because otherwise, the value of the cost function in (3) becomes infi-
nite.

To maximize the cost in (3), S(N) is chosen equal to Q..., S(N) =
Qu., and S(k) is chosen to maximize Tr.S(k) subject to the constraint
(6).

Now

FTS(k)F = {é]S(k)[I 0] = {S(Ok) g],

and
Q+[A B]"S(k+1)[A B]
CJATS(E+ 1A+ Que ATS(k+1)B+ Quu
- {BTS(k + 1A+ QT, BTS(k+1)B+ Q.. ] ’
Now the matrix
S(k)y=A"S(k+ 1A+ Q.. — R(k) @)
with
R(k) = L(k)" (BTS(k +1)B+ Qw) L(k) ®)

and L(%) such that

(BTS(k +1)B+ Qw> Lk)=BTSk+1)A+Q7, (9

133
fulfills (6) or equivalently fulfills the inequality
A'S(k+1)A-S(k) A"S(k+1)B
@+ { BTSk+1)4  B'se+np| =Y 19

and any other matrix P with TrP > TrS(k) violates the inequality
in (10). Hence, the choice of S (k) given by (7) is optimal.
Theorem 1: The dual problem of (1) and (2) is given by

N
' TrS(k
S, LTS
wbject to Q4 | SEFDA=SE) ATS(k+1)B
subject to BTS(k+1)4 BTS(k+ 1)B
>0

S(N+1)=0for k=0,...,N. (11)

The problem (11) can be solved dynamically by sequentially solving

max  TrS(k)
s(k)esn
ATS(k+1)A—-S(k) ATS(k+1)B
subject t )
subjec (o] Q+ BTS(k+1)A BTS(A+1)B
>0 (12)
fork =0,..., N, with S(N + 1) = 0. n
With this optimal choice of the multipliers S(0), ..., S(V), the dual
problem (3) becomes
N-1 N
min TrZ(K)V (k) + TrS(k
V(0),..,V(N—1)=0 ; (B)V (k) ; )

where
R(k)

N A"S(k+1)B + Q.
Z(k) = |:BT5(]<+1)A+Q£u }

BYS(k+1)B + Quu

and R(k) is given by (8). The matrix Z(k) is of the form

Xy 'xT Xx
- [P ]

where X = ATS(k4+ 1)B+ Quy andY = BTS(k 4+ 1)B + Q..
In general, for any given matrix V... > 0, we can choose V' as
— Vie V., XY
T =Yy xTv,, YOIXTVLXY !

and we get TrZV = 0. Note that the matrix Y is invertible since
Quu > 0and S(k + 1) > 0. The matrix V' given by

V- I —XYy!
T =y IxT oy ixTxy!

is such that TrZV = (). Therefore, we see that the minimizing covari-
ances are given by

Ve (0) =1
Viu (k) = Vi ()V () Vi (B)

Vielk+1)=[A B]V(kK)[A B]" +I (13)

and the optimal cost is given by Z,EIO TrS(k). Now we have found
the covariances, it is easy to see that the optimal control law

u(k) = Vur (W)VS (F)2(k) = —L(k)a(k) (14)
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where L(k) is, as before, given by (9).

Theorem 2: The optimal solution of the covariance selection
problem (2) is given by the equations in (13). The corresponding
optimal control law is given by (14). |

Remark 1: We could have assigned covariance matrices other than
the identity matrix for the initial value of the state #(0) and the dis-
turbances w(k), and the solution would be similar to the case treated.
We could also have treated a time-varying system with time-varying
quadratic cost functions. The only change is that we replace () with
Q(k), A with A(k), etc.

III. RELATIONS TO CLASSICAL LINEAR QUADRATIC CONTROL

The covariance selection method developed in the previous section
is very closely related to the classical way of calculating the optimal
state-feedback control law. Consider the dual variable S(k). At each
time-step &, S(k) was chosen to be

S(k)y=A"S(k+1)A+Q,0 — L (k) (BTS(k-i-l)B-i—Qw) L(k)

with L(%) such that (BT S(k+1)B+ Qu.)L(k) = BT"S(k+1)A+
QY. This value of S (k) is exactly the quadratic matrix for the cost to
go function from time-step ¥ to N, given by zT (k)S(k)x(k) (seee.g.,
[8D.

Now we will take a closer look at the optimal cost. In the pre-
vious section, we obtained the cost Z;yzo TrS (k). In general, when
E2(0)2"(0) = V,.(0) and Ew(k)w’ (k) = Viw(k), it turns out
that the cost becomes

]\T
TrS(0)Ver(0) + Y TrS (k) Vi (k).
k=1

For Ez(0)2T (0) = I and Bw (k)wT
in the previous section. Since

(k) = I, we get the cost obtained

TrS(0)V,.(0) = TrES(0)2(0)2 (0) = E27 (0)5(0)2(0)

and TrS(k)Vew(k) = TrES(k + Dw(k)w
1)w(k), the optimal cost can be written as

N N
> TrS(k) = Z Ew’
k=0

We see that the cost E27(0)5(0)(0) is due to the initial value (0),
and Z}L}j Ew” (k)S(k+1)w(k)is the cost caused by the disturbance
{fw(k)} !

Having realized that the cost can be expressed as a quadratic func-
tion of the uncertainty represented by #(0) and {w(k)}: ", the dual
(maximin) problem can be seen as a game between the controller and
nature’s choice of uncertainty.

(k)= Bw” (k)S(k +

S5(0)z(0 S(k+ Dw(k).

IV. OPTIMAL STATE FEEDBACK CONTROL WITH POWER CONSTRAINTS

In this section we consider a linear quadratic problem given by (1),
with additional constraints of the form

® || @ [uw] e
or equivalently

TrQ;V (k) < 7i(k) 15)
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,..., M. Note that we do not make any
other assumptions about (; except that it is symmetric, Q; € §™ .
Note also that the covariance constraints in (15) are linear in the ele-
ments of the covariance matrices V' (k), and hence convex.

The dual problem, including the covariance constraints above, be-
comes

N—1
H \ Hk TrS(k+1
SBB l, H) & 3 AH ) + TS+ 1)}
N—1 M
+TrS(0) = Y > wk)wi(k) (16)
k=0 i=1

where 7; (k) > 0 and H (k), the Hamiltonian of the system, is given by
(Q+[A BI"S(k+1)[A B]

M

—FS(k F+Zu (k) g (17)
The dual problem (16) is finite if and only if
M
Q+[A Bl' S(k+1)[A B]-F'S(k)F+> n(k)Qi = 0.

=1

The duality gap is zero, since Slater’s condition is satisfied for the
dual problem (16) (see [3]). Just like in the previous section, for every
time-step ¥ and for fixed values of 7;(k), we solve

M
S'gg)ae}én TrS(k) — ; i (k)i (k)
subject to  Q(k)
N ATS(k+1)A—S(k) ATS(k+1)B
BTS(k+1)A BTS(k+1)B
=0 (18)
where Q(k) = Q+ M 7:(k)Q;. Now for any fixed values of ; (k),
TrS(k) is maximized for
S(k) = ATS(k+ 1)A+ Qu.(k) — R(k) (19)
with T (
R(k) = L(k)" (B" 5(k+1)B 4 Quua(k))L(k) > 0 (20)

and L(k) such that
(B"S(:+1)B + Quu(k)) L(k) = B' S(k+ 1) A+QL (k) 1)

and any other matrix P with TrP > TrS(k) violates the inequality
in (18). Hence, the choice of S(k) given by (19) is the optimal that is
obtained through the eigenvalue problem (18). With the optimal values
of S(k) and 7;(k), the dual problem (16) becomes

N—1 N
ST TeZ()V (k) + > TeS(k)
k=0 k=0

V(0),..., \(\f =0

N—1 M
S S )
k=0 i=1
subject to  FV(0O)Ff —I=0
where the matrix Z (k) is given by
Xy 'xt X
[
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with X = AT S(k4+1)B4+Qu(k)andY = B S(k4+1)B4+Quu (k)
The optimal covariances V (k) are obtained just like in the previous
section, by taking

V.. (0) =1
Vie (k) = — L(k)Va ()
Vi (k) = Vae )V (k) Vau ()
Vie(k+1)=[A B|V(k)[A B]|"
u(k) =V (VS (R)a(k) = = L(k)a(k)
where L(k) is the solution of (21). The problem above can be
solved efficiently using primal-dual interior point methods (see [3,

pp- 609]), where iteration is made with respect to the dual variables
7:(0),... (N =1),i=1,..., M.

(22)

V. INFINITE-HORIZON LINEAR QUADRATIC CONTROL
PROBLEM WITH POWER CONSTRAINTS

Consider the infinite-horizon linear quadratic control problem

. . 1= a(k)1F x(k)
o lelo N kz:% B |:1l(k):| @o |:1l(k):|

M
subject to a(k+ 1) = Ax(k) 4+ Bu(k) + w(k)
u(k) = pr(2(0),...,z(k))

(k) x(k) -
E |:1l(k):| @ |:u L)] <

fori=1,..., M. (23)

The solution to this problem is easily obtained using the results for
the finite-horizon problem in the previous section. We have seen that
the optimal choice of S(k) is given by (19). When the control system
is stationary, we have limy_o. S(k) = S. Thus, when & — oo, the
convex optimization problem of the cost in (18) becomes

M

TrS — Z TiYi

41544—5 AYsB
BTsA BTSB z0

max
Sesn, ;>0

subject to @ + |:

M

Q=Qo+ Y 7@

=1

(24)

The optimal control law is then given by u(k) = —Lx(k), where L is
the solution to (BTSB + Qu‘u‘) L=DBYsA+qQt,.

Theorem 3: The dual of the infinite-horizon control problem (23) is
given by (24). The optimal value of (24) is equal to the optimal value of
the primal problem (23). The optimal control law is given by u(k) =
—Lx(k), where L solves (BTSB + Q‘u,‘“,) L=B"SA+Q7,. =m

Remark 2: The result above is very similar to previous results ob-
tained for the continuous-time infinite-horizon control problem with
power constraints (see [2]).

VI. OPTIMAL OUTPUT FEEDBACK CONTROL

The problem of optimal output feedback control will be treated in
this section. The solution will be observer-based using the optimal
Kalman filter.

The optimization problem to be considered is given by

min  Ez’ (N)Q..z(N)
Hi

g olin] efi]

subject to ‘L(k —|— 1) = Awx(k) + Bu(k) + w(k)

135
y(k) = Cx(k) + o(k)
u(k) = ux:fy('o)a s y(k))
o[18] e 18] 5o
fori=1,...,M (25)
We make the following assumptions:
Ez(0) =Ew(k) = Ev(k) =0,
Ez(0)z" (0) =
s
o] L] =o=0 [z &2)
Consider the standard Kalman filter (see [8])
#(k+1)=A2(k) + Bu(k) + K(k)(y(k) — Ci(k)), (26)
(k)= (AP(L:)CT + Ru) (CP(L:)CT + Bz)fl
27
P(k+1)=AP(k)A" + R, — K (k)
x (CPuCT + Ra) K7 (1), (28)
P(0) =Ex(0)x(0)" =TI. (29)

P(k) is the covariance matrix of the error z(k) = z(k) — 2(k). Now
define the innovations

e(k) = y(k) — Ci(k) = Ci(k) + v(k).

The covariance matrix of the innovations is given by
Vie(k) =Ee(k)e' (k)
=CE[i(k)i" (k)]C" 4+ Eo(k)o" (k)

=CP(k)C" + 1. (30)

Define

@ (k) = K (k)e(k). 31)

Then

=Euw(k)ya’ (k)

=EK (k)e(k)e" (k) K T(k)
=K (k)Vee (k)K" (k).

Vaa (k)

(32)

Since (k) is the error obtained from the Kalman filter, we have that
Ey(t)i" (k) = 0 fort < kand u(k) = p(y(0),...,y(k)) implies
that Eu(k)&” (k) = 0. Hence

J(e,u) = (W)er’” IZ::U ﬁ 2 } @ L’/E:)]
n i Ei’ (£)Qu.i (k). (33)
=

Therefore, minimization of .J (i, u) is the same as minimizing

u(k)
since nothing can be done about the sum

N
Z E& > TrQ..P(k)
k=0

N—1 -

Ejj(f\/*)eri(l\ Z E |:u(k

k )Qzz L(LJ
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which is a constant. We also have the inequality

. _‘/L'(k)_T o [a(k)]

7’z(k)ZE_“(k)_ Ql “(k)_
(R TR et
=B Lutn] @ [upy] + BT B
o [E@]T ) [ER)] -
=B lum] 9w + TrQ,,, P(k).

Since the value of Tr(); ., P(k) is known, we can define the new con-
stant 4, (k) = i (k) — TrQ.. P(k) to obtain the equivalent inequality

<[10) 18] <von

Thus, our output feedback problem is equivalent to the following

problem: . T
min  Ei" (N)Q..%(N)
B

g AR K e

+ 3] e[l
#(k+1) = Az(k) + Bu(k) + @ (k)
Ed(k)i' (0)=0

Ew(k)w’ (k) = Vaa (k)

subject to

(34)

We see that we have transformed the output feedback problem to a state
feedback problem, which can be solved as in the previous sections. We
have obtained

Theorem 4: The optimal output feedback problem (25) is equiv-
alent to the static feedback problem (34), where &(k) is the optimal
estimate of 2(%) obtained from the Kalman filter given by (26) with
P(%) as the covariance matrix of the estimation error z(k) — #(k).
The covariance matrix Vi (k) is calculated according to (30)—(32),
and % (k) = vi(k) — TrQ,. P(k). L

VII. EXAMPLE

Consider the following scalar stochastic linear quadratic control
problem:

1
Ex3 + ZE{T% + ui}

min
H =
subject to  Xp41 = Xk + up + wyg
xg, wo, w1 € N(0,1)
: 1 ; 1., .
Eu} < 10° Euf < ZE:L’?
Uk = prr(Toy ..., k). (35)
Note first that
"
22| Tk 1 0] [zx
S I
22— [0 Tr10 07 Tao
O g 0 1| |uol”

can be written as

Nt

Also, Eui < (1/4)Ex}

0>E{4u? -2} =E {‘“

(A
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We have now the weighting matrices @, Q1(0), and Q1(1). The
optimal control law of the optimization (35) can be calculated ef-
ficiently using the methods presented in Section V. It is given by
uo = —0.316229 and vy = —0.5z;. The minimal cost is 4.3013,
compared to the cost of the unconstrained problem (i. e. without the
third constraint in (35)) which is 4.1. We can also check that the
quadratic constraints are satisfied; Eu3 = (1/10)Ex3 = (1/10), and

Eui = (1/4)Ex?. Now consider the stationary problem
min E {Ji + ui}
Hi

subject to  xrt1 = Tk + up + wy

wr € N(0,1)
1
ui < ZEIi
(36)

ur = pr(To, ..., xk).

The solution to the problem above is obtained easily by posing it as a
set of LMI’s, as in equation (24). The minimal cost is 1.6666, which is
obtained using u, = 0.52.

VIII. CONCLUSION

We have considered the problem of stochastic linear quadratic con-
trol under power constraints. The calculations of the optimal control
law can be done off-line as in the classical linear quadratic Gaussian
control theory using dynamic programming.
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