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Abstract. In this paper we are concerned with families of dynamical systems which are related
to generalized radix representations. The properties of these dynamical systems lead to new
results on the characterization of bases of Pisot Number Systems as well as Canonical Number
Systems.

1. Introduction

The present paper is devoted to the study of a certain dynamics on the set of integer vectors Zd,
which is intimately related to generalized radix representations. In particular, this dynamics on Zd

will be useful for characterizing base numbers with certain finiteness properties. Furthermore, it
reveals unexpected relations between different notions of radix representations. Although we will
make no use of the theory of dynamical systems, the reader will find that this simple dynamical
system on Zd plays an essential role in understanding the global structure of various numeration
systems.

The first kind of radix representations we are dealing with are the so-called β-expansions which
go back to Rényi [34] and Parry [29]. Let β > 1 be a non-integral real number and let A =
{0, 1, . . . , bβc} be the set of digits. Then each γ ∈ [0,∞) can be represented uniquely by

(1.1) γ = amβm + am−1β
m−1 + · · ·

with ai ∈ A such that

(1.2) 0 ≤ γ −
m∑

i=n

aiβ
i < βn

holds for all n ≤ m. Since by condition (1.2) the digits ai are selected as large as possible, the
representation in (1.1) is called the greedy expansion of γ with respect to β.

For γ ∈ [0, 1) this greedy expansion can be given by the β-transformation

Tβ(γ) = βγ − bβγc
(cf. Rényi [34]). For 1 the β-transformation produces a different representation as the greedy
algorithm. This representation is often called d(1, β).

Parry [29] was the first to prove results on the set of admissible digit strings in these expansions.
Schmidt [38] observed that in order to get ultimately periodic expansions for all γ ∈ Q∩ (0, 1) it is
necessary for β to be a Pisot or a Salem number. On the other hand, Bertrand [9] and Schmidt [38]
proved that if β is a Pisot number then each expansion of γ ∈ Q(β)∩ [0,∞) is ultimately periodic.

It is interesting to ask whether there exist base numbers β which give rise to finite β-expansions
for large classes of numbers. This problem was first studied in a systematical way by Frougny and
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Solomyak [12]. Let Fin(β) be the set of positive real numbers having finite greedy expansion with
respect to β. Following [12], we say that β > 1 has property (F) if

Fin(β) = Z[1/β] ∩ [0,∞),

i.e. β has property (F) if all reasonable candidates have finite β-expansion. It is shown in [12,
Lemma 1] that (F) can hold only for Pisot numbers β. On the other hand, not all Pisot numbers
have property (F). A geometrical meaning of property (F) turned out to be of interest. Thurston
[41] introduced the concept of dual tiling associated to greedy expansions, and the first author
showed that the origin is an “exclusive” inner point of the central dual tile if and only if property
(F) holds (see [1, 3, 8]). Making use of the inner point property Praggastis [33] constructed a
natural extension of the β-transformation which gives a concrete Markoff partition of the associated
symbolic dynamics.

Thus we are left with the problem of characterizing all Pisot numbers with property (F). It
turns out that this is a very difficult problem. There exist many partial results in the literature.
For the case of quadratic Pisot numbers a complete characterization was given by Frougny and
Solomyak [12]. But even the characterization of cubic Pisot numbers with property (F) is still
unknown. Akiyama [2] could settle the case of cubic Pisot units. Furthermore, there are results
on Pisot numbers of arbitrary degree. Let

(1.3) Xd − a1X
d−1 − · · · − ad−1X − ad

be the minimal polynomial of a Pisot number β. In [12] it is shown that if β is a Pisot number with
minimal polynomial (1.3) satisfying a1 ≥ . . . ≥ ad ≥ 1 then β fulfills property (F). Hollander [15]
proved characterization results for (F) under a condition on the representation d(1, β). Namely,
he could show that β has property (F) if d(1, β) = .d1 . . . dl with d1 > d2 + · · · + dl (cf. [15,
Theorem 3.4.2]).

One aim of the present paper is to give new ideas and results on the characterization of Pisot
numbers with property (F). However, we are not restricted to the notion of β-expansions. It turns
out that our methods will also work for a different notion of radix representations, the so called
canonical number systems.

An example of a canonical number system was first studied by Knuth [20, 21] and Penney [30].
In particular, they observed that the number b = −1 +

√−1 can be used as a base for a number
system which admits finite representations for each Gaussian integer. This means that each non-
zero γ ∈ Z[

√−1] has a unique representation of the shape

γ = c0 + c1b + · · ·+ chbh

with ci ∈ {0, 1} (0 ≤ i < h), ch = 1 and h ∈ N. This observation has been generalized and studied
extensively in the last decades. Gilbert, Kátai, Kovács and Szabó (cf. [13, 16, 17, 18]) extended
Knuth’s notion to arbitrary quadratic number fields. For each quadratic number field K with
maximal order ZK they could characterize all the elements b ∈ ZK which can serve as a base of a
number system in ZK : If α be an algebraic integer then b is called a base for Z[α] if each non-zero
γ ∈ Z[α] admits a unique representation of the shape

γ = c0 + c1b + · · ·+ chbh

with ci ∈ {0, 1, . . . , |N(b)| − 1} and ch 6= 0 (N(·) is the norm of b over Q). Later, Kovács and
Pethő [26] (see also Kovács [24]) extended this notion to arbitrary number fields and gave some
partial results on the characterization of the bases. Their framework also includes the special case
of the number field Q, which has been studied by Grünwald [14]. Grünwald showed that an integer
b is a base of a number system in the number field Q if and only if b ≤ −2.

The fourth author [31] observed that the above mentioned number systems can be defined
without using number fields. It is this slightly more general notion which we will use in the
present paper. We will recall the exact definition. Let

P (X) = Xd + pd−1X
d−1 + · · ·+ p1X + p0 ∈ Z[X], N = {0, 1, . . . , |p0| − 1}
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and R := Z[X]/P (X)Z[X] and denote the image of X under the canonical epimorphism from
Z[X] to R by x. If every non-zero element A(x) ∈ R can be written uniquely in the form

(1.4) A(x) = a0 + a1x + · · ·+ a`x
`

with a0, . . . , a` ∈ N , a` 6= 0, we call (P,N ) a canonical number system (CNS for short). P (X) is
called base of the CNS (P,N ) or CNS polynomial. To N we refer as the set of digits.

If P (X) is a CNS polynomial each coset A+P (X)Z[X] (A ∈ Z[X]) contains a polynomial with
coefficients belonging to N . The polynomial (1.4) will be called the CNS representation of this
coset.

It is easy to see that for irreducible polynomials this notion of canonical number systems
coincides with the one defined in algebraic number fields.

In this setting it is a fundamental problem to characterize all CNS polynomials. Slightly
generalizing the above mentioned results by Gilbert, Kátai, Kovács and Szabó, Brunotte [11] gave
a characterization of all quadratic CNS polynomials. For irreducible CNS polynomials of general
degree, Kovács [24] proved that a polynomial

Xd + pd−1X
d−1 + · · ·+ p1X + p0

is CNS if p0 ≥ 2 and p0 ≥ p1 ≥ · · · ≥ pd−1 > 0. More recently, Akiyama and Pethő [6], Scheicher
and Thuswaldner [36] as well as Akiyama and Rao [7] showed characterization results under the
condition p0 > |p1| + · · · + |pd−1|. These results are analogous to the above mentioned theorems
of Frougny and Solomyak [12] as well as Hollander [15].

Various variants of canonical number systems have been studied in the literature. Kovács [23]
studied number systems with integer digits in rings. Pethő [32] considered simultaneous repre-
sentation of several elements. Scheicher and Thuswaldner [37] investigated number systems in
polynomial rings over finite fields (cf. also [26]). In the finite field setting things turn out to be
easier and complete results on the structure of the number systems are tractable.

Variations of the set of digits for a given CNS polynomial have been considered by Kovács and
Pethő [25] and later by Michalek [28]. Kátai [19] characterized digit sets for imaginary quadratic
integers.

The second aim of this paper is to develop methods for pushing forward the characterization
of CNS polynomials.

We have stated two different characterization problems. It turns out that they are strongly
related to each other and can be unified by considering the following dynamical system. Let d ≥ 1
be an integer and r = (r1, . . . , rd) ∈ Rd. To r we associate the mapping τr : Zd → Zd in the
following way: if a = (a1, . . . , ad) ∈ Zd then let

τr(a) = (a2, . . . , ad,−brac),
where ra = r1a1 + · · ·+ rdad, i.e. the inner product of the vectors r and a.

Let r be fixed. It will turn out that (under certain conditions) r gives rise to an algebraic
number β with property (F) as well as to a CNS polynomial P (X) if and only if

(1.5) for all a ∈ Zd there exists k > 0 with τk
r (a) = 0.

If (1.5) holds, we will call τr a shift radix system (SRS for short). For simplicity, we write
0 = (0, . . . , 0).

The details of this correspondence will be given in the next sections. In Section 2 we ex-
plicitely state the relation between SRS and β-expansions and introduce two subsets of the real
d-dimensional space which will play a fundamental role in the sequel. In Section 3 we deal with
the relation between SRS and CNS and motivate our discussion by some remarks on the historical
development of these concepts. In Section 4 basic properties of SRS are explained which in Sec-
tion 5 lead to an efficient algorithm for the determination of SRS; our main tools here come from
geometry. Geometrical concepts are further exploited in the last two parts of the paper where we
study periodic properties (Section 6) and so-called ”critical points” (Section 7). These geometrical
considerations shed some light on the difficulties of a complete description of SRS.
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2. The relation between shift radix systems and β-expansions

Before establishing the correspondence between SRS and β-expansions we have to define two
sets related to the behavior of the periods of τr. Let

D0
d :=

{
r ∈ Rd | ∀a ∈ Zd ∃k > 0 : τk

r (a) = 0
}

and

Dd :=
{
r ∈ Rd | ∀a ∈ Zd the sequence {τk

r (a)}k≥0 is ultimately periodic
}

.

The next theorem is basically due to Hollander [15] except the notion of SRS. For the conve-
nience of the reader, we give its proof.

Theorem 2.1. Let β > 1 be an algebraic integer with minimal polynomial Xd − a1X
d−1 − · · · −

ad−1X − ad. Set

r1 := 1,
rj := ajβ

−1 + aj+1β
−2 + · · ·+ adβ

j−d−1 (2 ≤ j ≤ d).

Then β has property (F) if and only if (rd, . . . , r2) ∈ D0
d−1.

Proof. We claim that β admits property (F) if and only if every element of Z[β]∩ [0,∞) has finite
β-expansion. Indeed, if γ ∈ Z[1/β] ∩ [0,∞) then there exists an integer k such that γ′ := γβk ∈
Z[β] ∩ [0,∞). The claim now follows from the fact that the β-expansions of γ and γ′ have the
same digit string.

Thus we have to deal only with elements of the ring Z[β]. This ring is generated by {1, β, . . . , βd−1}
as a Z- module. The same is true for {r1, . . . , rd}. Thus each element γ ∈ Z[β] can be expressed
in the form γ =

∑d
i=1 zd−iri, where z0, . . . , zd−1 ∈ Z. Assume w.l.o.g. that γ ∈ Z[β]∩ [0, 1). Then

the β-transform of γ can be written as Tβ(γ) =
∑d

i=1 zd+1−iri with zd satisfying

0 ≤ zdr1 + zd−1r2 + · · ·+ z1rd < 1

and zd is uniquely determined by this inequality. Let r := (rd, . . . , r2), then zd = −bzd−1r2 + · · ·+
z1rdc. By the definition of τr we see that

τr(z1, . . . , zd−1) = (z2, . . . , zd).

¤

The relation between β-expansions with respect to a Pisot number β and SRS is more closely
understood by the next formula

Xd − a1X
d−1 − a2X

d−2 − · · · − ad = (X − β)(Xd−1 + r2X
d−2 + r3X

d−3 + · · ·+ rd).

The polynomial Xd−1 + r2X
d−2 + r3X

d−3 + · · ·+ rd is contractive, i.e., all roots of it are less than
one in modulus. By using this fact, we will see in Lemma 4.2 that the SRS algorithm associated
to (rd, . . . , r2) always yields eventually periodic orbits. This means that the β-expansion of each
positive element of Z[β] must be eventually periodic. This assertion is easily proven even in Q(β)
in a similar manner which reproves the result of [9] and [38] stated in the introduction.

To illustrate the difficulty of the characterization problem of cubic Pisot numbers with property
(F) we refer the reader to Figure 1. By using Lemma 4.1, we can show

D2 ⊂ {(u, v) | u ≥ |v| − 1, u ≤ 1}.
Moreover D0

2 is a subset of the region

D′2 = {(u, v) | 0 ≤ u ≤ 1, u ≥ −v, u ≥ v − 1}.
(See Example 4.7.)

In Figure 1 we present D′2. As an approximation of D0
2 we show all (u, v) =

(
p1
174 , p2

174

) ∈ D′2 with
p1, p2 ∈ Z. The gray points belong to D0

2 while the black points belong to D′2 \ D0
2. The picture

is presented in the coordinate system (v, u) to be easier comparable to Figure 2 in Section 3.
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Figure 1. An approximation of D0
2

3. The relation between shift radix systems and canonical number systems

In this section we deal with the relations between SRS and CNS. We start with some easy
remarks on a special case in order to show what is going on in general.

Let q ≥ 2 be an integer. Then each n ∈ N has a representation of the shape

(3.1) n = c0 + c1q + · · ·+ chqh

with h ∈ N and 0 ≤ cj < q (0 ≤ j ≤ h). This can be modelled by means of the following dynamical
system. Set

Tq(n) :=
n− d

q

where 0 ≤ d < q has the property that n ≡ d (mod q). Then the fact that each positive integer n
has a representation of the shape (3.1) can be expressed by saying that

for all n ∈ N there exists an h ∈ N such that Th
q (n) = 0.

For the convenience of the reader we recapitulate several notations from the introduction.
Let P (X) = pdX

d + · · · + p0 ∈ Z[X] with p0 ≥ 2 and pd = 1, and set N = {0, 1, . . . , p0 −
1}. Furthermore, denote the image of X under the canonical epimorphism from Z[X] to R :=
Z[X]/P (X)Z[X] by x. Since pd = 1 it is clear that each coset of R has a unique element of degree
at most d− 1, say

(3.2) A(x) = A0 + A1x + · · ·+ Ad−1x
d−1.

To transform A(x) into a CNS representation it is straightforward to use the following backward
division algorithm. Let Z′[X] = {A(X) ∈ Z[X] : deg A < d} and

TP (A) =
d−1∑

i=0

(Ai+1 − qpi+1)Xi,

where Ad = 0 and q = bA0/p0c. Then TP : Z′[X] → Z′[X] and

A(x) = (A0 − qp0) + xTP (A), where A0 − qp0 ∈ N .

This backward division process can become divergent (e.g. A(X) = −1 for P (X) = X2+4X+2)
or ultimately periodic (e.g. A(X) = −1 for P (X) = X2 − 2X + 2) or can terminate after finitely
many steps (e.g. A(X) = −1 for P (X) = X2 + 2X + 2).

Let
Π(P ) = {A : T `

P (A) = A for some ` > 0}
denote the set of periodic points of the mapping TP . It is clear that we always have 0 ∈ Π(P ).
We define

C0
d := {(p0, p1, . . . , pd−1) ∈ Zd | ∀A ∈ Z′[X] ∃` ∈ N T `

Xd+pd−1Xd−1+···+p0
(A) = 0}

and
Cd := {(p0, p1, . . . , pd−1) ∈ Zd |TXd+pd−1Xd−1+···+p0 has only finite orbits}.

Clearly, we have C0
d ⊂ Cd.
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The mapping TP is intimately related to canonical number systems. In accordance with the
easy example at the beginning of the present section, a polynomial is a CNS polynomial if and only
if TP has only finite orbits and Π(P ) = {0}. Furthermore, to obtain the CNS representation of a
coset A(x) one has to compute the iterates A, TP (A), T 2

P (A), . . . until T `
P (A) = 0 for some ` > 0.

Hence, it suffices to study the map TP in order to decide whether P (X) is a CNS polynomial or
not.

A fundamental problem consists in describing the set of all bases of CNS. This is tantamount
to describing the sets C0

d . By Gilbert, Kátai, Kovács and Szabó (cf. [13, 16, 17, 18]) it was shown
that

C0
2 = {(p0, p1) | − 1 ≤ p1 ≤ p0 ≥ 2}.

For d ≥ 3 this problem seems to be very difficult. Even the set C0
3 has not been characterized up

to now (cf. Akiyama et al. [4] for partial results).
It is convenient to replace TP by the conjugate mapping T̃P : Zd → Zd defined as

T̃P ((A0, . . . , Ad−1)) = (A1 − qp1, . . . , Ad−1 − qpd−1,−qpd), q = bA0/p0c.
Brunotte [11] (and independently Scheicher and Thuswaldner [36]) observed that the basis

transformation

{1, x, . . . , xd−1} → {w1, . . . , wd},

wj =
d∑

i=d−j+1

pix
i+j−d−1 (j ∈ {1, . . . , d})

of R implies a nicer and much better applicable transformation than T̃P is. Indeed, if

A(x) =
d∑

j=1

ajwj , then

T̃P (A) = −twd +
d−1∑

j=1

aj+1wj , where t =
⌊

p1ad + · · ·+ pda1

p0

⌋
.

Hence, T̃P implies the mapping τP : Zd → Zd

τP (A) =
(

a2, . . . , ad,−
⌊

p1ad + · · ·+ pda1

p0

⌋)

where A = (a1, . . . , ad). The mapping τP will be called Brunotte’s mapping.

Theorem 3.1. Let P (X) := Xd + pd−1X
d−1 + · · ·+ p1X + p0 ∈ Z[X]. Then (p0, . . . , pd−1) ∈ C0

d

if and only if r :=
(

1
p0

, pd−1
p0

, . . . , p1
p0

)
∈ D0

d.

Proof. According to the above considerations P (X) is a CNS polynomial if and only if for all
A := (a1, . . . , ad) ∈ Zd there exists a k > 0 such that τk

P (A) = 0. Using the definitions of τP and
τr and noting that pd = 1 we get

τP (A) =
(

a2, . . . , ad,−
⌊

p1ad + · · ·+ pda1

p0

⌋)

=
(

a2, . . . , ad,−
⌊

pd

p0
a1 + · · ·+ p1

p0
ad

⌋)

= τr(A).

Thus P (X) is a CNS polynomial if and only if for all A ∈ Zd there exists a k > 0 such that
τk
r (A) = 0. By the definition of τr this is just the claimed result. ¤

This theorem gives an important relation between the sets C0
d and D0

d. It is easy to see from
the definition of τr that

D0
d−1 = {(r1, . . . , rd) ∈ D0

d | r1 = 0}.
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Figure 2. An approximation of C0
3 with p0 = 474

For large p0 the vectors r in the previous theorem have rather small first coordinate. In view of
the last equation this means that these points are “near” to D0

d−1. Thus we may expect that a
portion of the set C0

d having large, fixed coordinate p0 looks similar to D0
d−1.

Figure 2 shows a picture of the elements of C0
3 having p0 = 474. The elements of C0

3 are indicated
in grey. The black points correspond to a certain portion of the set C3 \ C0

3 selected in a similar
way as D′2 in Figure 1. In fact one can see that this set is very similar to our approximation of
D0

2.

4. Basic properties of shift radix systems

Up to now we established the relation between two well known notions of radix representations
and SRS. In what follows we want to study various properties of SRS. In view of the results of the
previous sections these properties will carry over to β-expansions as well as to CNS.

For a matrix M denote the spectral radius by ρ(M), i.e., the maximum absolute value of
eigenvalues of M . Take a real number ρ̃ > ρ(M). For a vector v, ||v|| shall fix a norm having the
property ||Mv|| ≤ ρ̃ · ||v|| for any v ∈ Rd (e.g. see the formula (3.2) of [27]). Note that ρ̃ can be
chosen arbitrarily close to ρ(M).

For r = (r1, . . . , rd) ∈ Dd let

(4.1) R(r) :=




0 1 0 · · · 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 1
−r1 −r2 · · · · · · −rd




.

We start with a very easy condition on a vector r ∈ Rd to be an SRS. The analogue for CNS
is well known and can be found for instance in Gilbert [13].

Lemma 4.1. Let d ∈ N. If r = (r1, . . . , rd) ∈ Dd then the spectral radius of R(r) is less than or
equal to 1.

Proof. Note that this statement was proved by Gilbert ([13], Proposition 3) for R(r) diagonalizable.
Assume that γ is an eigenvalue of R(r) with |γ| > 1 and u is one of its “left” eigenvectors. Let
| · | be the Euclidean norm. Then the n-th iterate τn

r (x) of the integer vector x is

(4.2) τn
r (x) = R(r)nx +

n∑

i=1

R(r)n−ivi

with |vi| < 1. There exists an absolute constant k such that |uvi| ≤ k for any vi. Choose the
integer vector x such that |ux| > (k + 1)/(|γ| − 1). Multiplying (4.2) by u from the left, we get

|uτn
r (x)| =

∣∣∣∣∣γ
nux +

n∑

i=1

γn−iuvi

∣∣∣∣∣ > c|γ|n

with a positive c. Thus the sequence τn
r (x) is not eventually periodic. ¤
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Because of this result we will emphasize especially on contracting polynomials. In the opposite
direction we get the following result.

Lemma 4.2. Let r ∈ Rd such that the spectral radius of R(r) is less than 1. Then
(1) r ∈ Dd and
(2) if a is periodic for τr and ρ̃ is less than 1 then ‖a‖ ≤ 1

1−ρ̃ .

Proof. By induction we have

‖τrk(a)‖ ≤ ρ̃k‖a‖+
k−1∑

j=0

ρ̃j

for k ∈ N which implies

(4.3) ‖τrk(a)‖ ≤ ρ̃k‖a‖+
1

1− ρ̃
.

Thus the subset {τrk(a) : k ∈ N} of Zd is bounded so that the above sequence must be ultimately
periodic.

If there exists a positive l ∈ N with τr
l(a) = a then using (4.3) we see

‖a‖ = ‖τrkl(a)‖ ≤ ρ̃kl‖a‖+
1

1− ρ̃

which implies ‖a‖ ≤ 1
1−ρ̃ . ¤

Lemma 4.3. ∂Dd = {r ∈ Rd | ρ(R(r)) = 1}.
Proof. Let r ∈ ∂Dd and assume ρ(R(r)) < 1. The map µ which sends a real monic polynomial of
degree d to the maximal absolute value of its roots is continous. Hence, using Lemma 4.2 we can
find a neighborhood of r lying in Dd. Thus r belongs to the interior of Dd which contradicts our
assumption. Let us suppose now that ρ(R(r)) > 1 and that (r(k))k∈N is a sequence in Dd which
converges to r. By the continuity of µ there must be some k ∈ N such that ρ(R(r(k))) > 1 in
contrast to Lemma 4.1.

On the other hand let r ∈ Rd with ρ(R(r)) = 1. We need the following observation: If ε > 0
and f is a real monic polynomial with µ(f) = 1 then there exist real monic polynomials g1, g2 of
the same degree as f with µ(g1) < 1 and µ(g2) > 1 such that the absolute values of the differences
of the corresponding coefficients of f and g1 as well as of f and g2 are less than ε.

Certainly, r is not an element of the interior of Dd because otherwise by this observation we
could find some s ∈ Dd with ρ(R(s)) > 1 contradicting Lemma 4.1. Finally, we see r ∈ D̄d by
using Lemma 4.2 and the above observation. ¤

We will now adopt the following notations. Let r ∈ Rd and let a = (a1, . . . , ad) be a non zero
periodic point of period length L. Then we have a = τL

r (a). Suppose this period runs through
the points

τ j
r (a) = (a1+j , . . . , ad+j) (0 ≤ j ≤ L− 1),

where a1+L = a1, . . . , ad+L = ad (note that the structure of the entries follows from the definition
of τr). Then we will sometimes write this in the form

(a1, . . . , ad) → (a2, . . . , ad+1) → · · · → (a1+L, . . . , ad+L) = (a1, . . . , ad).

Alternatively, the following shorter version will also be used:

(a1, . . . , ad); ad+1, . . . , aL.

If a period occurs for some τr with r ∈ Rd, we will call it for short a period of Dd. The same
notations are used for periods of the mapping τP . Moreover, a period π of Cd is called a period
for p0 if there exists a polynomial P (X) ∈ Z[X] of degree d with absolute coefficient p0 such that
τP has period π.

We now start the investigation of the sets D0
d (d ≥ 1). For d = 1 things turn out to be easy.

We can show the following result.
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Proposition 4.4. For d = 1 we have
D0

1 = [0, 1).

Proof. If d = 1 then τk
r (a) can tend to 0 only if |r| ≤ 1. −1 < r < 0 is impossible because (1) is a

period in this case. If r = 1 then τr(1) = −1 and, hence, τ2
r (1) = 1. We conclude that D0

1 = [0, 1),
since for 0 ≤ r < 1 the convergence to zero is obvious. ¤

Remark 4.5. Combining Theorem 3.1 with Proposition 4.4 yields that C0
1 = {p0 | p0 ≥ 2}. This is

Grünwald’s result [14].

As mentioned before, already the case d = 2 seems to be very hard as it is related to the set
depicted in Figure 1.

The first general result shows a useful convexity property of τr.

Theorem 4.6. Let r1, . . . , rk ∈ Rd and a ∈ Zd be such that τr1(a) = · · · = τrk
(a). Let s be any

convex linear combination of r1, . . . , rk. Then we have τs(a) = τr1(a) = · · · = τrk
(a).

Proof. By assumption we have 0 ≤ ria − br1ac < 1 for i = 1, . . . , k. The set K = {x =
(x1, . . . , xd) ∈ Rd | 0 ≤ xa − br1ac < 1} is obviously convex. Thus for each convex linear
combination s = (s1, . . . , sd) of r1, . . . , rk we have s ∈ K. This shows

0 ≤ a1s1 + · · ·+ adsd − br1ac < 1

which implies τs(a) = τr1(a). ¤

The same idea allows us to show that the set D0
d can be constructed from the set Dd by “cutting

out” families of convex polyhedra. In Section 7 we will see that these families have to be infinite
for all d ≥ 2.

Let d ∈ N and

(4.4) (a1+j , . . . , ad+j) (0 ≤ j ≤ L− 1),

with aL+1 = a1, . . . , aL+d = ad be vectors of Zd. We ask for which r = (r1, . . . , rd) ∈ Rd these
vectors form a period π of Dd. By the definition of τr this is the case if and only if the inequalities

(4.5) 0 ≤ r1a1+j + · · ·+ rdad+j + ad+j+1 < 1 (0 ≤ j ≤ L− 1)

hold simultaneously. As each inequality gives an upper/lower half of hyperplanes in Rd, it is easy
to see that (4.5) defines a (possibly degenerated) convex polyhedron. We call this polyhedron
P(π).

Since r ∈ D0
d if and only if τr has 0 as its only period we conclude that

(4.6) D0
d = Dd \

⋃

π 6=0

P(π),

where the union is extended over all families of vectors π of the shape (4.4). We call the family of
(non-empty) polyhedra corresponding to this choice the family of cutout polyhedra of D0

d.

Example 4.7. Let π1 be (1, 1) → (1, 1) and π2 be (1, 0) → (0, 1) → (1, 0). Then we have

P (π1) = {(u, v) | − v − 1 ≤ u < −v}, P (π2) = {(u, v) | − 1 ≤ u < 0, 0 ≤ v < 1}
which makes plausible that D0

2 ⊂ D′2.
Example 4.8. Let π be a period of length 5 in Z2 given by

(−1,−1) → (−1, 1) → (1, 2) → (2, 1) → (1,−1) → (−1,−1).

Then P (π) is given by 10 inequalities. Summing up all together we have a triangle:

P (π) =
{

(u, v)
∣∣∣∣ u ≥ −v + 1

2
, u < −2v, u < v + 2

}
.

Thus each point r ∈ R2 in this triangle shares a common period π. This gives the most left cutout
triangle in Figure 1.
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Thus D0
d emerges from the known set Dd by cutting out polyhedra. We will next show that

D0
d is Lebesgue measurable. We use a variant of the theory on contracting polynomials which was

first studied in Schur [39] and is treated more generally in Takagi [40]. Since [40] is available only
in Japanese we also refer to Akiyama-Gjini [5], where the important parts of Takagi’s theory are
discussed in English language.

First we define the set

(4.7) Ed(ρ) :=
{
(r1, . . . , rd) ∈ Rd |Xd + rdX

d−1 + · · ·+ r1 has only roots y ∈ C with |y| < ρ
}

.

Proposition 4.9 (Schur, Takagi). Let 0 < ρ ≤ 1. The zeros of the polynomial

g(X) = Xn + an−1X
n−1 + · · ·+ a1X + a0 ∈ R[X]

are all contained in the disc |X| < ρ if and only if the Hermitian form

Hn(X0, X1, . . . , Xn−1) :=
n−1∑

`=0

|ρnX` + ρn−1an−1X`+1 + · · ·+ ρ`+1a`+1Xn−1|2

−
n−1∑

`=0

|a0X` + ρa1X`+1 + · · ·+ ρn−1−`an−1−`Xn−1|2

is positive definite (an = 1), which is equivalent to

δν(ρ) > 0 (0 ≤ ν ≤ n− 1)

where

δν(ρ) = det




ρn 0 . . . 0 a0 ρa1 . . . ρνaν

ρn−1an−1 ρn . . . 0 0 a0 . . . ρν−1aν−1

...
. . .

...
. . .

...
ρn−νan−ν ρn−ν+1an−ν+1 · · · ρn 0 0 · · · a0

a0 0 . . . 0 ρn ρn−1an−1 . . . ρn−νan−ν

ρa1 a0 . . . 0 0 ρn . . . ρn−ν+1an−ν+1

...
. . .

...
. . .

...
ρνaν ρν−1aν−1 · · · a0 0 0 · · · ρn




.

Proof. This is an immediate consequence of Schur [39, Satz XVII]. ¤

Theorem 4.10. The sets Dd and D0
d are Lebesgue measurable for each d ∈ N. If λ denotes the

d-dimensional Lebesgue measure then λ(Dd) = λ(Ed(1)).

Proof. By using Lemma 4.1 and 4.2, Ed(1) ⊂ Dd ⊂ Ed(1). Since Ed(1) is a bounded set in Rd given
by polynomial inequalities δν(1) > 0 for ν = 1, . . . , d, the boundary of Ed(1) has measure zero by
d-dimensional Lebesgue measure. (Polynomials are measurable functions.) Thus Dd is Lebesgue
measurable and has the same Lebesgue measure as Ed(1). Using (4.6) we now see that also D0

d is
Lebesgue measurable. ¤

Remark 4.11. By the same reasoning we can easily see that the periodic points of τP exist for all
polynomials P , whose coefficient vectors lie in an analogously defined polyhedron. However, Cd is
countable. So we know in advance that its d-dimensional Lebesgue measure is zero. Again we get
a representation of the shape

C0
d = Cd \

⋃

π 6=0

(P ′(π) ∩ Zd).

Here the polyhedron P ′(π) is defined in terms of TP in an analogous way as P ′(π) was defined in
terms of τr.
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5. Algorithms for shift radix systems

In general it is easier to examine that a given vector r does not belong to D0
d by producing

a periodic element than examining that r ∈ D0
d. However, the following result provides a very

efficient algorithm which allows one to decide whether a given vector r is an element of D0
d. It is

a generalization of an analogous result of Brunotte [11] on the mapping τP .

Theorem 5.1. Suppose that there exists a set V ⊂ Zd satisfying
(i) V contains 2d elements of the form (0, . . . , 0,±1, 0, . . . , 0).
(ii) τr(V) ∪ τ∗r (V) ⊂ V, where τ∗r (x) = −τr(−x).
(iii) For each a ∈ V there is some k > 0 such that τk

r (a) = 0.
Then r ∈ D0

d.

The following proof is similar to the proof of Lemma 4.1 in Akiyama-Rao [7].

Proof. Put r = (r1, . . . , rd) and rd+1 = 1. We say that a ∈ Zd has an SRS expansion if there
exist some k > 0 that τk

r (a) = 0. Suppose that a = (a1, . . . , ad) has an SRS expansion and
b = (b1, . . . , bd) ∈ V, and we wish to show that a + b has an SRS expansion. Denote by τr(a) =
(a2, a3, . . . , ad+1) and τr(b) = (b2, b3, . . . , bd+1). Of course, ad+1 = −brac and bd+1 = −brbc.
Then we have

0 ≤ r1a1 + r2a2 + · · ·+ rd+1ad+1 < 1
and

0 ≤ r1b1 + r2b2 + · · ·+ rd+1bd+1 < 1.

Thus we have

0 ≤ ξ = r1(a1 + b1) + r2(a2 + b2) + · · ·+ rd+1(ad+1 + bd+1) < 2.

Suppose first that ξ < 1. Then we have

τr(a + b) = (a2 + b2, . . . , ad+1 + bd+1).

This means τr(a + b) = τr(a) + τr(b). Now suppose that ξ ≥ 1. Then we see

0 ≤ ξ − 1 = r1(a1 + b1) + · · ·+ rd(ad + bd) + rd+1(ad+1 + bd+1 − 1) < 1

and
τr(a + b) = (a2 + b2, . . . , ad + bd, ad+1 + bd+1 − 1).

Noting that in this case
0 < r1b1 + r2b2 + · · ·+ rd+1bd+1 < 1,

holds, we have
0 < r1(−b1) + · · ·+ rd(−bd) + rd+1(−bd+1 + 1) < 1,

which implies τr(a + b) = τr(a) + τ∗r (b). Repeating this argument, we have for any n,

τn
r (a + b) = τn(a) + η

for some η ∈ V. Since a has an SRS expansion, τn
r (a+b) ∈ V for a large n. Now from assumption

(iii), we conclude that a + b has an SRS expansion. By assumption (i), it is now easy to get the
result. ¤

Assume that the spectral radius of R(r) is less than 1. Then Theorem 5.1 gives an efficient
algorithm to determine whether r ∈ D0

d or not. In fact, let V1 is the set of 2d elements of the form
(0, . . . , 0,±1, 0, . . . , 0) and define inductively

Vi+1 = Vi ∪ τr(Vi) ∪ τ∗r (Vi).

As τr and τ∗r are contractive on the lattice Zd, there must exist i that Vi+1 = Vi = V. Thus it
suffices to check if the elements of this V satisfy the last condition or not. This can be tested in
a finite amount of time by Lemma 4.2. We shall call this set V a set of witnesses. The set of
witnesses was first introduced in the CNS case in [11] and [36] independently. In [8], a similar
algorithm was introduced in the β-expansion setting. It turned out by using SRS, there is no need
to consider these problems separately. This is one of the considerable advantages of SRS.
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The following result gives a generalization of Theorem 5.1 which gives an efficient way to
determine a subregion of D0

d contained in a given convex polyhedron lying in the interior of Dd.

Theorem 5.2. Let r1, . . . , rk be points of Dd and denote by H the convex hull of r1, . . . , rk. We
assume that H is contained in the interior of Dd and is sufficiently small in diameter. For z ∈ Zd

take M(z) = max1≤i≤k{−brizc}. Then there exists an algorithm to create a finite directed graph
(V, E) with vertices V ⊂ Zd and edges E ∈ V × V which satisfy

(1) each d-dimensional standard unit vector (0, . . . , 0,±1, 0, . . . , 0) ∈ V ,
(2) for each z = (z1, . . . , zd) ∈ V and

j ∈ [−M(−z),M(z)] ∩ Z
we have (z2, . . . , zd, j) ∈ V and a directed edge (z1, . . . , zd) → (z2, . . . , zd, j) in E.

(3) H ∩ D0
d = H \⋃

π P (π), where π are taken over all nonzero primitive cycles of (V, E).

Proof. For z ∈ Zd the set I(z) = {sz | s ∈ H} is an interval in R since the linear image of a convex
set must be convex. It is easily seen that its end points must be of the form riz for some i. Set
m(z) = min1≤i≤k{−brizc}. Then, since −M(−z) ≤ m(z) and M(z) ≥ −m(−z), we have

(5.1) −M(−z) = min{m(z),−M(−z)} ≤ −bszc, b−szc ≤ max{−m(−z),M(z)} = M(z).

Since H ⊂ int(Dd), Lemmas 4.1 and 4.3 imply the existence of a positive δ < 1 such that for each
r ∈ H, the spectral radius of the matrix R(r) is less than δ. Let V1 be the set of d-dimensional
standard unit vectors (0, . . . , 0,±1, 0, . . . , 0) and inductively define

(5.2) Vi+1 = Vi ∪ {(z2, . . . , zd, j) | z = (z1, . . . , zd) ∈ Vi and j ∈ [−M(−z),M(z)] ∩ Z}.
As I(z) is an interval, we can find r ∈ H such that (z2, . . . , zd, j)t = R(r)(z1, . . . , zd)t+(0, . . . , 0, v)t

with |v| < 1. Thus the maps (z1, . . . , zd) → (z2, . . . , zd, j) are uniformly contractive on the lattice
Zd provided H is sufficiently small in diameter. Indeed, we start with a point r ∈ H and choose
a norm such that R(r) is contractive. Then for a suffciently small neighborhood of r, the maps
(z1, . . . , zd) → (z2, . . . , zd, j) are contractive with respect to this norm. Thus there exists i with
Vi+1 = Vi. Let V = Vi and define the edges E by (2). Then it is clear that (V, E) is a finite
directed graph with (1) and (2).

We shall show (3). It is obvious that H \ ⋃
π P (π) ⊃ H ∩ D0

d. Let s ∈ H, which is an inner
point of Dd. Following the construction after Theorem 5.1, we define a set of vertices V which
corresponds to a single point s. Denote by E the set of edges defined in the following way. There
exists an edge from v1 ∈ V to v2 ∈ V if and only if v2 = τs(v1) or v2 = τ∗s (v1). The construction of
V in (5.2) implies that V ⊂ V . Thus (5.1) implies that (V, E) is a subgraph of (V,E). If s ∈ Dd\D0

d

then by Theorem 5.1 there exists a non zero primitive cycle π in the graph (V, E) and s ∈ P (π).
This proves the theorem since π is a nonzero primitive cycle of the graph (V, E) as well. ¤

Note that this theorem gives an effective algorithm to obtain H ∩ D0
d for any compact set H

lying in the interior of Dd. In fact, firstly as H is compact and contained in the interior of Dd,
there exists a finite covering of H by sufficiently small convex polyhedra each of which is contained
in the interior of Dd. Secondly, the number of primitive cycles of a finite directed graph must be
finite.

In practice, to apply this theorem, there is no need to care of the “sufficiently small” condition.
Just choose a small convex hull and try this algorithm to see whether the emerging process
terminates or not in a certain prescribed time. If it terminates, the argument works and we get
H ∩ D0

d. If not, then we try again by a smaller convex hull.
Especially the following case appears often in practice.

Corollary 5.3. If (V,E \ {0 → 0}) is a tree, then H ⊂ D0
d.

Theorem 5.2 also implies

Corollary 5.4. Let d ∈ N and M be a closed set contained in the interior of Dd. Then D0
d ∩M

can be characterized by cutting out finitely many polyhedra from Dd ∩M .
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Let us give a few remark on computational issues. The algorithm of Brunotte in [11] for CNS
slightly differs from the one in this paper. Indeed, his initial set V1 was a single point (1, 0, . . . , 0).
Unfortunately the final sets V are usually the same by this improvement which is valid for CNS. 1

Borbély [10] described an optimized implementation of the algorithm based on this smaller
initial set. He computed C0

3 for all (p0, p1, p2) with p0 ≤ 474.
To show how hard it is to decide whether a polynomial belongs to C0

d we give two examples:
For X8 +2X7 +3X6 +3X5 +3X4 +3X3 +3X2 +3X +2 the smallest set of witnesses has 241, 719
elements (cf. A. Kovács [22]), while for X3 + 317X2 + 632X + 317 it has 1, 308, 322 elements.

A natural question is whether the CNS property belongs to the NP or to the coNP class. The
above examples indicate that the CNS property cannot be decided in polynomial time.

However, if the polynomial P (X) fulfills certain conditions, it has been shown that there exist
relatively small sets of witnesses (cf. for instance Akiyama and Pethő [6] as well as Scheicher and
Thuswaldner [36]).

6. Lifting and long periods

Let π be a period of Cd or Dd which corresponds to a non-degenerate cutout polyhedron (i.e.
a cutout polyhedron with positive d-dimensional Lebesgue measure). Then we call π a non-
degenerate period. In this section we will show that we can “lift” a non-degenerate period to
higher dimensions.

Definition 6.1. Let

(6.1) π : (a1, . . . , ad); ad+1, . . . , aL

be a non-degenerate period of length L of Cd or Dd. Then we call

(6.2) l(π) : (a1, a2, . . . , ad+1); ad+2, . . . , aL

the lift of π to d + 1.

Note that π and l(π) have the same period length L. The main result of this section is the
following theorem.

Theorem 6.2 (Lifting Theorem). Let d ≥ 1 be an integer.
• Let p0 ≥ 2 and let π be a non-degenerate period for Cd. Then π is also a non-degenerate

period for Dd. More precisely, there exist p1, . . . , pd−1 ∈ Z such that (p0, . . . , pd−1) ∈
int (P ′(π)) and (

1
p0

,
pd−1

p0
, · · · ,

p1

p0

)
∈ int (P(π)).

• Let π be a non-degenerate period of Dd. Then its lift λ := l(π) is a non-degenerate period
of Cd+1 for each sufficiently large p0. More precisely, for all (r1, . . . , rd) ∈ int (P(π)) there
exists ε > 0 such that for all (p0, . . . , pd) ∈ Zd+1 with

max
1≤k≤d

∣∣∣∣
pd+1−k

p0
− rk

∣∣∣∣ < ε

we have (p0, . . . , pd) ∈ int (P ′(λ)).

Proof. Let π be a non-degenerate period of Cd of shape (6.1). Then for sufficiently large p0 there
exists P (X) = Xd + pd−1X

d−1 + · · ·+ p0 ∈ Z[X] such that (p0, . . . , pd−1) is an inner point of the
cutout polyhedron defined by π. This implies that

0 < aj+1 + pd−1aj+2 + · · ·+ p1aj+d + p0aj+d+1 < p0 or equivalently

0 <
1
p0

aj+1 +
pd−1

p0
aj+2 + · · ·+ p1

p0
aj+d + aj+d+1 < 1

1We could not find an example that the final sets are different.
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holds for all 0 ≤ j ≤ L− 1. But by the definition of τr this implies that τr has the period π for

r =
(

1
p0

,
pd−1

p0
, · · · ,

p1

p0
,

)
.

Since the inequalities are strict we even see that the corresponding cutout polyhedron is non-
degenerate. This proves the first assertion.

In order to prove the second assertion assume that π is a non-degenerate period of Dd. Then
there exists an r = (r1, . . . , rd) such that

0 < r1aj+1 + r2aj+2 + · · ·+ rdaj+d + aj+d+1 < 1

holds for 0 ≤ j ≤ L− 1. If p0 is large enough we can find, by Dirichlet’s approximation theorem,
rational approximations pd+1−k/p0 to rk (1 ≤ k ≤ d) such that

0 <
pd

p0
aj+1 +

pd−1

p0
aj+2 + · · ·+ p1

p0
aj+d + aj+d+1 < 1

hold for 0 ≤ j ≤ L − 1. For large p0 we can even add aj/p0 without violating the inequalities.
This means that

0 <
1
p0

aj +
pd

p0
aj+1 + · · ·+ p1

p0
aj+d + aj+d+1 < 1 or equivalently

0 < aj + pdaj+1 + · · ·+ p1aj+d + p0aj+d+1 < p0

holds for (1 ≤ j ≤ L). By the definition of τP we conclude from these chains of inequalities that
τP has the period l(π). Since all inequalities are strict we even see that the corresponding cutout
polyhedron is non-degenerate and we are ready. ¤

This will permit us to “lift” results, which we can show in low dimension to higher dimensions
via the chain

D2 −→ C3 −→ D3 −→ C4 −→ · · · −→ Cd −→ Dd −→ Cd+1 −→ · · · .

Despite it is very easy this will be helpful. We will use it now in order to show that in Cd and
Dd there exist arbitrarily long periods giving rise to non-degenerate polyhedra (non-degenerate
periods, for short).

Consider the following family of edges.

αk : (−k − 1,−n + k) → (−n + k, k + 1) (0 ≤ k ≤ n− 1),
βk : (−n + k, k + 1) → (k + 1, n + 1− k) (0 ≤ k ≤ n− 1),
γ0 : (1, n + 1) → (n + 1, 1),
γk : (k + 1, n + 1− k) → (n + 1− k,−k) (1 ≤ k ≤ n− 1),
γn : (n + 1, 1) → (1,−n),
δk : (n + 1− k,−k) → (−k,−n− 1 + k) (1 ≤ k ≤ n).

With these edges we form the cycle

ζn : α0β0γ0γnδnαn−1βn−1γn−1δn−1αn−2 . . . α1β1γ1δ1.

Note that δ1 ends up in (−1,−n). In this node α0 starts. Thus ζn is indeed a cycle. We wonder
whether there exists r := (xn, yn) ∈ D2 such that τr has ζn as a non-degenerate period. This is
done in the following result.

Theorem 6.3. Fix n ∈ N, n > 3, and set r = (xn, yn) ∈ R2 with

xn := 1− 1
2n2

+ zn and yn := − 2n + 1
2n(n + 1)

+ un,

where |zn|, |un| < 1/n4. Then ζn is a non-degenerate period of τr.

Remark 6.4. Since we can select n arbitrarily large and the length of the period ζn is 4n + 1 the
previous theorem implies that there exist non-degenerate periods of arbitrarily large length for
D2. Note that each of these periods cuts out a polyhedron of the set D0

2. Roughly speaking, the
cycle ζn is the n-th polyhedral cutout on the left hand side of the picture of our approximation of
D0

2 (cf. Figure 1).
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Proof. By the definition of τr we only have to show that for each edge (ε1, ε2) → (ε2, ε3) in ζn the
inequalities

0 < xnε1 + ynε2 + ε3 < 1
are fulfilled. We start with the edges αk (0 ≤ k ≤ n− 1). We have to show that

0 < xn(−k − 1) + yn(−n + k) + k + 1 < 1.

In this case we can even prove that

(6.3)
3
2n

− 1
2n2

− 2
n3

< xn(−k − 1) + yn(−n + k) + k + 1 < 1− 1
2n

+
1
n2

+
2
n3

.

Indeed, inserting the values of xn and yn in (6.3) we see that these inequalities read
3
2n

− 1
2n2

− 2
n3

< 1− k

2n
− k + 1

2(n + 1)
+

1 + k

2n2
− zn(k + 1) + un(k − n) < 1− 1

2n
+

1
n2

+
2
n3

.

If k is in the permitted range they are easily seen to be true. For βk (0 ≤ k ≤ n− 1) we have to
show

0 < xn(−n + k) + yn(k + 1) + n + 1− k < 1.

Here we even prove that
1
2n

− 2
n3

< xn(−n + k) + yn(k + 1) + n + 1− k < 1− 1
2n

+
1

2n2
+

2
n3

⇔
1
2n

− 2
n3

< 1− k

2n
− k + 1

2(n + 1)
− k

2n2
+ zn(k − n) + un(k + 1) < 1− 1

2n
+

1
2n2

+
2
n3

.

The latter chain of inequalities being true if k is in the indicated range. For γ0 we have

0 < xn + yn(n + 1) + 1 < 1 ⇔ 0 < 1− 1
2n

− 1
2n2

+ zn + un(n + 1) < 1,

which is valid. For γk (1 ≤ k ≤ n− 1) we have to show that 0 < xn(k +1)+ yn(n+1−k)−k < 1.
The range of k assures that even
1
2n

− 3
2n2

− 2
n3

< xn(k + 1) + yn(n + 1− k)− k < 1− 5
2n

+
1
n2

+
3
n3

⇔
1
2n

− 3
2n2

− 2
n3

<
k − 1
2n

+
k

2(n + 1)
− k + 1

2n2
+ zn(k + 1) + un(n + 1− k) < 1− 5

2n
+

1
n2

+
3
n3

.

holds. γn yields

0 < xn(n + 1) + yn − n < 1 ⇔ 0 < 1− 1
2n

− 1
n + 1

− 1
2n2

− 1
2n(n + 1)

+ zn(n + 1) + un < 1

and finally, δk (1 ≤ k ≤ n) is also fine because
1
2n

+
1

2n2
− 2

n3
< xn(n + 1− k)− ynk − n− 1 + k < 1− 1

2n
+

1
n2

+
2
n3

⇔
1
2n

+
1

2n2
− 2

n3
<

n + 1− k

2n2
+

k

n
− k

2n(n + 1)
+ zn(n + 1− k)− kun < 1− 1

2n
+

1
n2

+
2
n3

is true. ¤
Remark 6.5. If we draw the points of the periods ζn in the plane, we get a nice “rhomboid” shape.
An example is drawn in Figure 3.

The existence of long periods for D2 yields without any additional work an explicit family of
arbitrarily long non-degenerate periods for each Dd with d ≥ 2.

Theorem 6.6. Let d ≥ 2 be an integer, fix n ∈ N, n > 3. Then there exist some r ∈ Rd such that
ld−2(ζn) is a non-degenerate period of τr. Since we can select n arbitrarily large and the length
of the period ld−2(ζn) is 4n + 1 this implies that there exist non-degenerate periods of arbitrarily
large length for Dd and Cd+1.

Proof. This is a direct application of the Lifting Theorem. ¤
We conclude this section with the following easy result.
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Figure 3. The points of the period ζ6

Corollary 6.7. Fix n ∈ N, n > 3, and set d ≥ 2 and r = (0, . . . , 0, xn, yn) ∈ Rd with xn, yn as in
Theorem 6.3. Then ld−2(ζn) is a period of τr.

Proof. Since only the last two coordinates of r are nonzero this can be shown by copying the proof
of Theorem 6.3 verbatim. ¤

Remark 6.8. Note that the Lifting Theorem was essential in Theorem 6.6 in order to guarantee
that the constructed periods are non-degenerate.

7. Critical points

At the end of Section 4 we observed that C0
d as well as D0

d can be described by cutting out
countably many polyhedra from a known set. We give the following definition.

Definition 7.1. Let x ∈ Dd.
• If there exists an open neighborhood of x which contains only finitely many cutout poly-

hedra then we call x a regular point.
• If each open neighborhood of x has nonempty intersection with infinitely many cutout

polyhedra then we call x a weak critical point for Dd.
• If for each open neighborhood U of x the set U \ D0

d can not be covered by finitely many
cutout polyhedra then x is called a critical point.

An analogous definition can not be given for Cd since Cd is a discrete set. Thus we confine
ourselves to Dd in the following investigations.

Obviously, each critical point is a weak critical point.
Suppose that x is a regular point. Then there exists a neighborhood of x containing only

finitely many cutout polyhedra. Thus the set D0
d is characterized in this neighborhood by cutting

out these finitely many polyhedra. This is a case which we expect to be easy.
Suppose that x a weak critical point. Then we can select among the infinitely many polyhedra

near x a finite subcollection, which allows us to determine the shape of D0
d near x.

The worst case occurs if x is a critical point. If we can find such a point we have proved that D0
d

can not be obtained by cutting out finitely many polyhedra from Dd. Even for the characterization
of D0

d in a neighborhood of x we need to consider infinite families of cutout polyhedra.
Sloppily spoken, near a weak critical point there are many cutout polyhedra. Near a critical

point there are many non-overlapping cutout polyhedra.
The aim of the present section is to prove the existence of critical points for each d ≥ 2. This

shows that there is no way to characterize either of the sets D0
d by finitely many cutouts if d ≥ 2.

From Section 4 the following result follows immediately.

Lemma 7.2. Let x be a weak critical point for Dd. Then x ∈ ∂Ed(1).
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Proof. Let x be an inner point of Ed(1). Then there exists an r < 1 such that x is contained
in the interior of Ed(r). Thus by Corollary 5.4 at most finitely many cutout polyhedra can have
non-empty intersection with a sufficiently small neighborhood U of x. This shows the result. ¤

We will now show the existence of a critical point for Dd with d ≥ 2. This implies that the
family of cutout polyhedra is infinite for the set D0

d if d ≥ 2. An application of the Lifting theorem
shows that the same holds true for the sets C0

d if d ≥ 3. Recall that C0
2 is known explicitly. It

emerges from C2 by cutting out finitely many polyhedra.

Proposition 7.3. The point Kd := (0, . . . , 0, 1, 0) ∈ Rd is a weak critical point of Dd.

Proof. This is just another formulation of Corollary 6.7. Just note that (0, . . . , 0, xn, yn) converges
to Kd if n →∞. ¤

In order to prove the existence of a critical point we have to show that the cutout polyhedra
corresponding to the periods ζn can not be covered by finitely many cutout polyhedra. To this
matter we need the following lemma.

Lemma 7.4. Let {xn}n≥1 and {yn}n≥1 be sequences with xn < 1, yn < 0, lim xn = 1, lim yn = 0
and 1− xn = o(yn). Let {am}m≥1 be a sequence of integers such that |ai| < K for some constant
K. Then there exists N ∈ N such that

(7.1) 0 ≤ ai−1xn + aiyn + ai+1 < 1

can not hold for all i if n ≥ N unless ai = 0 for all i large enough. Thus nonzero periods whose
elements are bounded by K can not occur in Dd for τ(0...,0,xn,yn) if n is large enough.

Proof. We can rewrite (7.1) as

0 ≤ ai−1(xn − 1) + aiyn + ai−1 + ai+1 < 1.

For convenience set di := ai−1(xn − 1) + aiyn (i ∈ N). This yields that

(7.2) ai−1 + ai+1 =

{
0, for di ≥ 0,

1, for di < 0

for large n. Also if we choose n large enough, by 1 − xn = o(yn) the case di = 0 is excluded if
(ai−1, ai) 6= (0, 0) and

sign(di) =

{
−sign(ai), for ai 6= 0,

−sign(ai−1), for ai = 0

holds. W.l.o.g. we have to show that (a1, a2) 6= (0, 0) implies that ai = 0 for all i large enough.
By (7.1) it even suffices to show that there is some i ∈ N such that ai = ai+1 = 0. To this matter
we have to distinguish several cases.

I/1 Let a1 > 1 and a2 > 0.

a1 > 1, a2 > 0 ⇒ d2 < 0 and, by (7.2) it follows that a3 = 1− a1 < 0.

Going on this way yields

d3 > 0 and a4 = −a2 < 0 =⇒ d4 > 0, a5 = −a3 = a1 − 1 > 0
=⇒ d5 < 0, a6 = 1− a4 = a2 + 1 > 0.

Iterating this we easily see that for each s ≤ a1 − 1 we have

a4s+1 = a1 − s and a4s+2 = a2 + s.

Thus we can confine ourselves to a1 = 1.
I/2 Let a1 = 1 and a2 > 2 (a2 = 2 is treated later). We have, using (7.2)

a1 = 1, a2 > 2 =⇒ d2 < 0, a3 = 0 =⇒
d3 < 0, a4 = 1− a2 < 0 =⇒ d4 > 0, a5 = −a3 = 0 =⇒

d5 > 0, a6 = −a4 = a2 − 1 > 1 =⇒ d6 < 0, a7 = 1.(7.3)
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By (7.3) there exist a6 > 1, a7 > 0 with a6 + a7 = a2. This means that we are in case I/1
again and after a few iterations we arrive at

(a`, a`+1) = (1, a`+1)

with a`+1 = a2 − 1. Iterating this procedure we arrive at I/2 after finitely many steps.
Thus the cases I/1 and I/2 are reduced to the following case.

I/3 a1=1 and a2 = 2. Starting with this constellation we see that

a1 = 1, a2 = 2 =⇒ d2 < 0, a3 = 0 =⇒
d3 < 0, a4 = 1− a2 = −1 =⇒ d4 > 0, a5 = 0 =⇒

d5 > 0, a6 = 1 =⇒ d6 < 0, a7 = 1 =⇒
d7 < 0, a8 = 1− a6 = 0 =⇒ d8 < 0, a9 = 1− a7 = 0.

Thus we end up in a zero period.
II Let now a1 < 0 and a2 ≤ 0. This implies that

d2 > 0, a3 = −a1 > 0 =⇒ d3 < 0, a4 = 1− a2 > 0.

Thus we reduced this case to case I and the sequence terminates with 0.
III Let a1 ≥ 0 and a2 < 0. This implies that

d2 > 0, a3 = −a1 ≤ 0

and we are in case II.
IV a1 < 0 and a2 > 0. This yields d2 < 0 and a3 = 1− a1 > 0 and we are in case I.
V a1 = 0 and a2 > 0. This yields a3 = 1 and we are in case I.

VI a1 > 0 and a2 = 0. This yields a3 ≤ 0. Thus either a2 = a3 = 0 and we are ready or
a2 = 0 and a3 < 0 and we are in case III.

¤

With help of this lemma we are in a position to give the following result.

Theorem 7.5. Let d ≥ 2. Then Kd := (0, . . . , 1, 0) ∈ Rd is a critical point of Dd.

Proof. Let U ⊂ Dd be an arbitrary neighborhood of Kd in Dd. We have to show that U \ D0
d can

not be covered with finitely many sets of the form P(π), where π is a nonzero period.
From Corollary 6.7 we easily see that for each n ∈ N the point

Qn :=
(

0, . . . , 0, 1− 1
2n2

,− 2n + 1
2n(n + 1)

)
∈ Rd

is not contained in D0
d. Moreover, since Qn → Kd for n → ∞ there exists some n ∈ N such that

Qn ∈ U for all n ≥ N . Summing up we have

(7.4) Qn ∈ U \ D0
d for all n ≥ N.

Suppose that we can cover U \ D0
d by finitely many cutout polyhedra. Let π1, . . . , πM be the

corresponding periods. Then

πi : (ai,1, . . . , ai,d); ai,d+1, . . . , ai,Li (1 ≤ i ≤ M).

Let
K > max

1≤i≤M
max

1≤j≤Li

|ai,j |.

Since the sequences
{
1− 1

2n2

}
n≥1

and
{
− 2n+1

2n(n+1)

}
n≥1

meet the conditions of Lemma 7.4 we

conclude that there exists some N ′ ∈ N such that

(7.5) Qn 6∈
⋃

1≤i≤M

P(πi) for all n ≥ N ′.

If we take n ≥ max(N, N ′), relations (7.4) and (7.5) can not hold simultaneously, which gives the
desired contradiction. ¤
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Remark 7.6. By similar reasoning one can also show that for each d ≥ 2 the point

K′
d := (0, . . . , 0, 1, 1)

is a critical point of Dd.

This yields that the sets D0
d have a complicated structure near Kd and K′

d.

Corollary 7.7. For d ≥ 2 the family of cutout polyhedra which has to be cut out from Dd in order
to obtain D0

d must be infinite.
For d ≥ 3 the family of cutout polyhedra which has to be cut out from Cd in order to obtain C0

d

must be infinite.

Summing up we can say that characterizing the set D0
d can be done by cutting out finitely

many polyhedra everywhere apart from neighborhoods of critical points. Thus the solution of the
following problem would be a big step towards a characterization of D0

d.

Problem 7.8. Characterize the critical points of Dd. Can one show that for a given d there exist
only finitely many critical points?

SRS seem to be a good foundation for a unified treatment of deep problems in numeration
systems. Based on the general results presented in this note we are therefore aiming at more
explicit results for dimension 2 in a forthcoming paper.
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K. Győry and S. Kanemitsu, Kluwer (1999), 7–17.

[2] S. Akiyama, Cubic Pisot units with finite beta expansions, “Algebraic Number Theory and Diophantine Anal-
ysis”, ed. F. Halter-Koch and R. F. Tichy, de Gruyter (2000), 11–26.

[3] S. Akiyama, On the boundary of self affine tilings generated by Pisot numbers, Journal of Math. Soc. Japan,
54, no. 2 (2002), 283-308.
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[24] B. Kovács, Canonical number systems in algebraic number fields, Acta Math. Acad. Sci. Hungar., 37 (1981),
405-407.
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