
Generalizing Focus+Context Visualization

Helwig Hauser

VRVis Research Center in Vienna, Austria, http://www.VRVis.at/,
Hauser@VRVis.at

Focus+context visualization is well-known from information visualization: cer-
tain data subsets of special interest are shown in more detail (locally enlarged)
whereas the rest of the data is provided as context (in reduced space) to sup-
port user orientation and navigation.

The key point of this work is a generalized definition of focus+context vi-
sualization which extends its applicability also to scientific visualization. We
show how different graphics resources such as space, opacity, color, etc., can be
used to visually discriminate between data subsets in focus and their respec-
tive context. To furthermore demonstrate its general use, we discuss several
quite different examples of focus+context visualization with respect to our
generalized definition. Finally, we also discuss the very important interaction
aspect of focus+context visualization.

1 Introduction

For a long time already, modern society is greatly influenced by computers.
Mainly, computers are used to process data of various kind. Additionally, com-
puters are also used to support the acquisition of data, for example, through
measurements or computational simulation. Due to a steadily increasing per-
formance of computers (Moore’s law), year by year more data is processed.
Since users do not extend their capabilities in data-processing at a comparable
rate, there is an increasing need for efficient tools to support the processing
of large amounts of data.

One very useful opportunity for accessing large amounts of data is visual-
ization. Data is communicated to the user in a visual form to ease processing.
Instead of dealing with loads of numbers, the user accesses the data through
pictures and a graphical user interface. This approach is especially useful when
the data has at least some spatial form inherently associated with it. In many
scientific applications, for example, data is tightly related to concrete parts
of our real world, e.g., a 3D computer tomography scan of a human body in
a medical application or the 3D simulation of air flow around the computer
model of a new aircraft.



2 Helwig Hauser

The main advantage of visualization is that it uses the great bandwidth
of the human visual system for visualization. However, also for visualization
the amount of data to be shown at once is limited. For very large data sets,
details cannot be shown for all of the data at the same time. In this case, the
user usually is offered the opportunity to either get an overview of the data
(no details), or zoom into specific parts of the data and get all of the details
there.

While scientific visualization (SciVis, the visualization of scientific data)
has been researched for dozens of years already, more recently also the visu-
alization of non-scientific, abstract data (InfoVis, information visualization)
such as bank account data or census data has become popular. In InfoVis,
an additional step is required in the visualization process, i.e., the mapping
of non-spatial data to a visual form. As the user has to learn this additional
mapping to effectively use the visualization (and to successfully build up a
mental map of the data–form relation), more care is required to support the
user with orientation in the visualization. Careless zooming across multiple
levels of details can easily cause an effect like being lost in too many details.
Thus, advanced solutions have been developed in this field to supply users
with both overview and details of the data at the same time.

2 Focus+Context Visualization

In information visualization, an approach called focus+context visualization
(F+C visualization) has been developed which realizes the combination of
both a general overview as well as a detailed depiction within one view of
the data at the same point in time. Traditionally, focus+context visualization
refers to an uneven distortion of visualization space such that relatively more
space is provided for a certain subset of the data (data in focus). At the same
time the rest of the visualization is compressed to still show the rest of the
data as a context for improved user orientation.

The idea of using different magnification factors for different parts of the
visualization (in one image) to display information in a F+C style already
dates back to the ’70s of the 20th century [9, 22]. Furnas’ work on the fisheye
view [10] in 1981 often is accepted as the historical start into computer-based
F+C visualization. In this work, Furnas describes how information is selected
for display depending on an a-priori importance and the distance of each data
item to the current focus of the visualization. Also in the early 1980s, Spence
and Apperley presented the bifocal display as a one-dimensional distortion
technique [43] to provide a shrinked context on both the left and the right
side of an undistorted focal region in the middle of the visualization.

During the 1980s, both approaches have been generalized and extended [11,
32]. In 1992, Sarkar and Brown presented the graphical fisheye view [41], based
on Furnas’ work, but more focused on the graphical appearance of the F+C vi-
sualization (comparable to a real fisheye lens). One year later, Sarkar et al.
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discussed two techniques (orthogonal and polygonal stretching) for F+C vi-
sualization based on the concept of a stretchable rubber sheet [42]. In 1994,
Leung and Apperley already presented a review of distortion-oriented F+C vi-
sualization, including additional approaches such as the perspective wall [36]
(see also later), and providing a respective taxonomy [33]. They describe tech-
niques of F+C visualization by the characteristics of the magnification func-
tion (being the derivative of the tranformation function from the undistorted
view to the F+C view). Doing so, three classes of techniques are differenti-
ated: (1) approaches with a continuous magnification function (such as the
graphical fisheye [41]), (2) techniques with piece-wise constant magnification
factors (the bifocal display [43], for example), and (3) others (the perspective
wall [36], for example).

The perspective wall, presented by Mackinlay et al. in 1991 [36], is based
on the concept of “bending backwards” parts of the display on both the left
and the right side of the focus region in the center of the screen (similar to
the bifocal display [43]). Perspective projection is used to achieve a variation
in magnification factors within this kind of F+C visualization. In 1993, this
approach was extended to the so-called document lens [40] – also parts above
and below the focal region are used for context visualization.

In the domain of distortion techniques with continuous magnification func-
tions, further extensions have been presented after the first half of the 1990s.
In 1995, the three-dimensional pliable surface was presented by Carpendale
et al. [3], also using perspective projection to achieve different magnification
factors in different parts of the display. Gaussian profiles are used to generate
magnification (and thus yield to a continuous magnification) and multiple foci
are possbile in one view. In 1996, Keahey and Robertson presented non-linear
magnification fields as a technique independent from perspective projection
and with direct control over the magnification function on every point of a
grid over the display [23, 24]. The transformation function is computed in
an iterative process, locally optimizing on the difference between the discrete
derivative of the transformation field and the input (magnification field).

In 1995, the mapping of hyperbolic space to the plane was used by Lamp-
ing et al. [29–31] to achieve F+C visualization, enabling the visualization of
infinite space on a limited screen space (at least in principle). In a similar fash-
ion, Kreuseler et al. used the mapping from spherical space to the plane for
F+C visualization [28], allowing to move the focal center around the sphere.

The large amount of work on distortion techniques for F+C visualization
documents the relevance of this approach, especially in the domain of infor-
mation visualization. But instead of discussing more details about distortion
techniques for F+C visualization or other approaches in this field, we restrict
this overview to the above mentioned examples and proceed towards our gen-
eralization of F+C visualization. First, however, we briefly discuss how focus
is separated from context, an inherently necessary part of every focus+context
visualization.
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3 Separating Focus from Context

When dealing with focus+context visualization, it is inherently necessary to
have a notion of which parts of the data are (at least at one point in time)
considered to be “in focus” and what others are not (context part of the data).
In the course of this work, we use a so-called degree-of-interest function (DOI
function), doi(), which describes for every item of the data whether (or not)
it belongs to the focus (similar to Furnas’ definition [10], but normalized to
the unit interval [0, 1]):

doibin(data[i]) =

{

1 if data[i] is part of the focus
0 if data[i] is part of the context

In many application scenarios, a binary discrimination between focus and con-
text (as formulated above) is appropriate, i.e., to assume a sharp boundary
between the data items in focus and all the others. In many other cases, how-
ever, it is more appropriate to allow a smooth change of doi()-values between
the data items in focus and their context (resulting in a smooth degree of in-

terest [6]). In other words, the question of whether a data item belongs to the
focus (or not) also can be answered by the use of a fuzzy attribute doi():

doi(data[i]) =











1 if data[i] is part of the focus
if data[i] is part of the smooth

doi ∈ ]0, 1[
boundary between focus and context

0 if data[i] is part of the context

(1)

Accordingly, a fractional value of doi is interpreted as a percentage of be-
ing in focus (or interest). A fractional doi()-value can be the result of a
multi-valued definition with multiple (still discrete) levels of interest, e.g.,
doi ∈ {0, 25%, 50%, 75%, 1}, a non-sharp definition of what is interesting (e.g.,
through a definition which is based on continuous spatial distances), or a prob-
abilistic definition (e.g., through a definition incorporating a certain amount
of uncertainty).

Usually, the specification of the doi()-function is tightly coupled with the
user interface. Different approaches are used to let the user specify which parts
of the data (at one point in time) are of special interest (explicit vs. implicit
specification, for example). In section 5 we discuss the interaction aspect of
F+C visualization in more detail.

In traditional F+C visualization (space-distortion techniques), the degree
of interest doi(data[i]) is directly related to the local magnification used to
depict a data item data[i] (this 1:1–relation only holds to a certain extent of
accuracy – in general it is not possible to translate every DOI/magnification
function into a corresponding transformation function [23,33]): the larger the
doi()-value is, the more screen space is used for visualization, at least locally.
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4 Generalized Focus–Context Discrimination

Although the vast majority of research work on F+C visualization has been
devoted to space-distortion techniques, the idea of visually discriminating the
parts of the data in focus from all the rest, i.e., the context, is more general. In
addition to using more space for showing the focus in more detail, other visual
dimensions can be used in a similar way. In volume rendering, for example,
usually more opacity is used for parts of the data in focus [34], whereas a
greater amount of transparency is used for context visualization. Additionally,
also color can be effectively used to visually discriminate different parts of the
data. In a system called WEAVE [12], for example, those parts of the data
which positively respond to a certain user query (i.e., the current focus) are
shown in color, whereas the rest of the data (the context) is shown in gray-
scale.

Similarly, other visual dimensions, such as image frequencies, rendering
style, etc., can be used to achieve focus–context discrimination (see below for
examples). We therefore propose to generalized the definition of focus+context
visualization in the following way: focus+context visualization is the uneven

use of graphics resources (space, opacity, color, etc.) for visualization with the
purpose to visually discriminate data-parts in focus from their context, i.e.,
the rest of the data. In table 1, we give several examples of F+C visualiza-
tion which are quite different from each other but which all match the above
definition and thereby demonstrate its general character. The examples differ
from each other with respect to which graphics resource is (unevenly) used
to achieve F+C visualization. Below we discuss some of these examples in
more detail (those marked with an asterix in table 1). In table 2 we provide
a side-by-side comparison of five sample techniques (one sample image each)
with pointers to other parts of this document with more detail as well as also
to other pieces of related literature.

4.1 More Opacity for Visualization in Focus

One alternative style of F+C visualization (alternative to space-distortion
techniques) is identified in a domain where usually other objectives, slightly
different from focus–context discrimination, actually govern the development
of new techniques. In volume rendering, all from the beginning on [34], a
so-called opacity transfer function (OTF) α() is used to deal with the fact
that usually not all of the 3D data can be shown simultaneously at full
intensity – OTF α() is used to map the data domain to the unit interval
(1 ↔ opaque, 0 ↔ completely transparent). Using an OTF, different values of
opacity/transparency are assigned to different parts of the data. This causes
that some parts of the data become more prominently visible in the rendered
image while others are not (or only hardly) visible.

Originally, the use of an opacity transfer function was not argued with
the need to discriminate parts of the data “in focus” from their “context”.
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graphics
resource approaches sample technique(s)

space more space (magnification) graphical fisheye view [41], . . .
for data in focus F+C process visualization [37]*

opacity focus rather opaque, direct volume rendering [34], . . .
context rather transparent RTVR [38]*

color colored focus in gray context WEAVE [12], SimVis [5,6,8]*
focus: saturated/light colors Geospace [35], RTVR [38]*

frequency sharp focus, blurred context semantic depth of field [25,26]*

style context in reduced style two-level volume rendering [17,18]*
(non-photorealistic rendering) NPR-contours [4]*

*. . . techniques which are described in more detail in section 4

Table 1. Realizing (generalized) F+C visualization by the uneven use of graphics
resources (space, opacity, color, etc.) to discriminate parts of the data in focus from
the rest (context) – more details in section 4.

sample
image

graphics opacity style color frequency spaceresource

section 4.1 4.2 4.3 4.4 4.5

related [38] [4,17,18] [5,6,8] [25,26] [37]paper(s)

Table 2. Sample images of five different F+C visualization techniques (from left to
right): RTVR-based volume rendering, two-level volume rendering, F+C visualiza-
tion of simulation data, semantic depth of field, F+C process visualization.

However, the goal to visually bring out certain parts of the data in the visual-
ization while reducing the visual appearance of all the rest very well matches
the principal idea of F+C visualization. On the basis of a degree-of-interest
function, an OTF can be specified by

α(data[i]) = a(doi(data[i]))

with a() being the identity map (a(x)=x), a simple windowing function (see
figure 1), or any other (potentially simple) monotonic map from [0, 1] to [0, 1].
When doi(), for example, is defined on the basis of a scaled distance from a
pre-defined iso-value – doi(data[i]) = max {1 − s | data[i]−viso | , 0} –, then
one of Levoy’s OTF is regenerated with a() being the identity map (or a
simple window).

From many years of work on the question of how to specify an opti-
mal opacity transfer function [39] we know that one simple data-dependent
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min max

a

doi

α

Fig. 1. A simple “window” often is sufficient to
map doi-values to α-values: doi-values up to a
certain minimum are mapped to a minimal value
of opacity (usually 0), whereas doi-values above
a certain maximum are mapped to 1 (completely
opaque). In between, a linear map from doi-
values to α-values is used.

function doi() (or α()) often is not sufficient to optimally discriminate fo-
cus from context in a visualization of 3D data, e.g., 3D medical data or 3D
data from computational simulation. Instead, often sophisticated segmenta-
tion algorithms are used to do a proper focus–context discrimination before
the actual visualization. The result of a segmentation algorithm usually is
an n-valued object map object(), telling for each and every data item data[i]
which object it belongs to.

In two-level volume rendering (2lVR) [13, 17, 18], such an object map is
used to improve the F+C visualization of 3D data: instead of directly deriving
doi() from the data, the degree of interest is defined on the basis of object(),
i.e., for all the objects in the data (and not the singular data items) it is de-
termined how interesting they are. This is done, because in many applications
the 3D data anyhow is assumed to be composed of objects (in medical appli-
cations, for example, a dataset is assumed to be composed of bones, tissue,
etc.). Therefore, the user automatically tends to formulate the focus–context
discrimination in terms of the data objects (like “I’d like to see the bones and
the blood vessels in the context of the skin.”). For rendering, two values of
opacity are used in two-level volume rendering: in addition to the object()-
based (global) opacity αglobal = aglobal(doi(object)), which yields the overall
opacity for an object (depending on its degree of interest), a local (object-wise
specified) OTF αlocal(data[i], object(data[i])) is used to individually steer the
visual appearance of every object.

For example, assuming αlocal(., 1) to be a relatively sharp Levoy-OTF
(comparably large s) and aglobal to be the identity map, object 1 would be
rendered like an iso-surface with its importance doi(1) directly relating to its
opacity. Through this separation of αglobal and αlocal the task of emphasizing
certain parts of the data (semantical question) is separated from the ques-
tion of how to render the different parts of the data (syntactical question).
Accordingly, the parameterization of two-level volume rendering (adjustment
of opacities) is much more intuitive (when compared to the use of a standard
OTF only) and thus it is possible to achieve better results in shorter time.
See figure 2 for a sample visualization of segmented 3D chest data with the
focus on the lung-object.
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Fig. 2. A segmented CT-
dataset of a chest, visu-
alized using two-level vol-
ume rendering. Different
values of overall opac-
ity have been used for
lung (completely opaque),
bones (semi-transparent),
and skin (very transpar-
ent).

In addition to opacity variations, two-level volume rendering also offers
alterative ways to achieve a visual focus–context discrimination, for example,
by varying the rendering style. But before we futhermore discuss 2lVR, an-
other example for opacity-based F+C visualization is briefly described, which
comes from the field of information visualization. Parallel coordinates [19–21]
are a well-established technique for the visualization of high-dimensional data.
Every n-dimensional data item is plotted as a polyline across n parallel axes
in screen space such that a data item’s polyline intersects the axes exactly at
those points which relate to the data item’s n attributes (see figure 3 for a
sample image).

When many data items have to be shown simultaneously (tens of thou-
sands or more), problems with overdraw easily occur: many pixels are cov-
ered by several (or even many) polylines. The resulting effect is that the
visualization looses effectivness due to visual clutter – a classical scenario
where F+C visualization can help. Using a DOI-based opacity to draw semi-
transparent polylines over each other [15], an improved display is gained which
allows for interactive analysis of the n-dimensional data (see figure 4). Note
that the ability to interactively focus in such a F+C application is essential
here to effectively exploit the visual superiority of this kind of visualization.

4.2 Reduced Style for Context Visualization

Another option of visually distinguishing between objects in focus and their
context is to use different rendering styles. In two-level volume rendering,
for example, it is possible to use different rendering techniques for differ-



Generalizing Focus+Context Visualization 9

Fig. 3. 9-dimensional data from computational flow simulation (values from 5400
cells of a T-junction grid), visualized with parallel coordinates.

Fig. 4. DOI-based opacity used to visually separate some parts of the data “in
focus” (characterized through rather large values of “T.K.Energy”) from all the rest
(context).

rendering style visualization properties

α-compositing conveys appearance of semi-transparent 3D medium (F),
opacity difficult to control

shaded surface display well conveys 3D form (F), good transparency control (C)

max. intensity proj. good for complex forms (F), limited 3D appearance,
good transparency control (C)

x-ray rendering good for overview (C), complex opacity distribution

contour rendering reduced appearance (C), little problems with occlusion

F . . . good for focus visualization,
C . . . good for context visualization

Table 3. Visualization properties of different rendering styles for 3D visualization
together with a rough assessment of how they can be used for F+C visualization.
Depending on whether the focus is inside the context (or outside), or if the context is
of complex shape (or a rather coherent object), different combinations of rendering
styles yield good results for F+C visualization (details in section 4.2).

ent objects in the data. On the global level, the different representations of
the data objects are combined using standard compositing (α-blending) to
achieve the final image. In addition to standard volume rendering, shaded
surface rendering, maximum intensity projection (MIP), x-ray rendering, and
non-photorealistic contour rendering can be used to depict an object. In ta-
ble 3 some visualization properties are listed for different rendering styles in
3D visualization. A good opacity control, for example, favors the visualization
as part of the context, because occlusion is easier controlled. The ability to vi-
sualize 3D form well, as another example, favors the visualization of data parts
in focus. In the following we discuss several useful combinations of different
rendering styles for F+C visualization.
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Fig. 5. MIP is useful for context visualization (skin on left side) because of its easy-
to-trim opacity. Contour rendering works very well for context visualization (skin
on the right) because of its reduced appearance (little problems with occlusion).

Shaded surface display very well acts as visualization of objects in focus,
especially if the object(s) in focus are inside the context and, consequently, an
opaque surface is used for visualization. This way, usually a strong and sharp
appearance of the objects in focus is possible with a good communication of
3D shape. For context visualization, in such a case, the use of contour render-
ing and/or MIP is very interesting. Contour rendering works fine, because of
its reduced appearance (lots of object parts are left away whereas only their
contours are shown) and the fact that usually the middle parts of the visual-
ization (where the objects in focus are shown) is rarly occluded (see figure 5,
right image). Additionally, also MIP usually is useful for context visualization
because of its easy-to-control opacity – only one data value per viewing ray
is chosen for display, all object representatives share the same opacity (see
figure 5, left image).

In case of context which is inside the objects in focus, like the bones
acting as context to blood vessels (as the objects of interest in angiography),
for example, shaded surfaces are doing a good job of focus visualization. The
surfaces, however, need to be rendered semi-transparent (at least to some
extent) to allow the user to peer inside and get visual access to the otherwise
occluded context. MIP again is useful for the depiction of the context objects
(good transparency control) – see figure 6 (left image) for a sample rendering
of such a situation. Similarily, an x-ray simulation sometimes is useful for
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Fig. 6. F+C visualization of CT data of a human hand (left side): the objects of
interest (blood vessels) are drawn as semi-transparent surfaces, whereas the bones
are rendered using MIP. Contour rendering has been used to depict the skin. An
x-ray simulation has been used to depit the dentine of the tooth on the right side
(semi-transparent surface rendering of the adamantine and contour rendering of
surrounding material).

Fig. 7. Two examples of using MIP for complex objects in focus: the system of blood
vessels in the CT hand data (left side) and a chaotic attractor within its basin of
attraction on the right side (parts of the basin are shown as shaded surface whereas
the rest of the basin is shown using contour rendering to minimize occlusion).

context visualization within objects of interest (see figure 6, right image, for
an example).

In addition to context rendering, MIP is also useful for depicting objects
in focus, especially is they are of complex shape (like an entire system of
blood vessels or a chaotic attractor in a dynamical system [1]). In figure 7 two
examples of such a visualization are given. On the left side MIP is used to
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show the blood vessels within the CT hand data. On the right side a complex
attractor with fractal shape is visualized using MIP. The context (the basin
of attraction, in this case) is shown in two ways: whereas the lower parts
are shown as a shaded surface, the upper parts are provided using contour
rendering only (to reduce problems with occlusion).

4.3 Eye-catching Colors for Focus Visualization

In addition to opacity and style as discussed in the previous two sections,
also color is effectively used to focus within a visualization. From perseptual
research on preattentive vision [44, 45] we know, for example, that human
observers can very quickly “find” colored parts in a visualization of otherwise
gray-scale representations – the “search” succeeds even before the observer
actually starts searching in an active manner, i.e., in a time usually shorter
than 200ms from stimulus. Accordingly, coloring some parts of a visualization
(which are in focus) and showing all the rest in a gray-scale way, also works
fine as a F+C visualization technique.

Gresh et al. presented a system called WEAVE [12] which uses this style
of F+C visualization for the display of complex simulation data of a beating
human heart. Different views of different types of visualization (a scatterplot, a
3D view, etc.) are used to depict and analyse the multi-dimensional simulation
data. To assess the large amount of data, the user is able to select certain
data subsets of special interest. These parts of the data are then drawn in
color whereas all the rest is displayed in gray-scale style. First of all, the
colored parts of the visualization immediately stand out of every view where
this kind of focus–context discrimination is used. Secondly, the coloring is
done consistently across all the views, so visual linking is established between
the views. The same color always indicates the same selection of the data
(focus), just visualized differently according to the different views (thereby
different characteristics/dimensions of the same data are visualized in the
different views). In information visualization this approach is called linking

and brushing (L&B) – “brushing”, because the process of selecting a data
subset of interest usually is done directly on one of the linked views, similar
as in a drawing program.

In a system called SimVis [5–8], we use this approach to visualize data
from computational simulation of processes in the automotive industry. An
extended brushing technique called smooth brushing [6] allows for a gradual
transition of the doi-function from the subset of interest (focus, doi = 1) to
the rest (context, doi = 0). For visualization, a gradual reduction of color
saturation is used to reflect the continuously diminuishing degree of interest.
See figure 8 for a sample result of this kind of visualization, where a data
subset of high pressure and high velocity was selected using smooth brushing
in the scatterplot on the right. On the left, a visually linked 3D view shows
where those areas of high pressure and high velocity lie in the 3D flow domain
(a model of a catalytic converter). In addition to the DOI-based variations
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Fig. 8. F+C visualization of CFD data (flow through a catalytic converter). A data
subset, represented by values of high pressure and high velocity, has been selected by
smooth brushing on the scatterplot on the right. Gradual changes of color saturation
on the left (in the 3D view) represent the smooth degree of interest.

Fig. 9. Visualization of flow through a T-junction. The visualization focuses on a
flow subset which is characterized by high temperature and high turbulent kinetic
energy. The junction-geometry is added as context (contour rendering).

Fig. 10. Flow through a diesel particle filter: a scatterplot and a histogram are used
to focus on hot flow which also exhibits large amounts of carbon-oxides (oxidation
products CO & CO2). The 3D view shows the spatial location of the oxidation front
at time 35 secs. after the simulation start (color shows velocity magnitudes).
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Fig. 11. Object high-lighting in the course of object selection: before the selec-
tion (t= t0, left image), right after the selection of the chaotic attractor (t= t0+≈
1

2
sec., middle image), and a little later after high-lighting (t = t0+ ≈ 1sec., right

image).

— bones liver kidneys —

Fig. 12. Several snapshots from a video which was taken through a session where
the user moved a 3D pointing device across a 3D dataset of a human chest in a
virtual environment. Visual object high-lighting reflects the current 3D position of
the 3D pointing device which is very useful to efficiently position the device in 3D
space during object selection.

of color saturation also the glyph size is varied according to the data item’s
degree of interest (the more interesting the bigger the glyphs used).

In figure 9 volume rendering on the basis of α-compositing [16] was used
to depict a subset of a flow through an extended T-junction (characterized
through values of high temperature and high turbolent kinetic energy, see
scatterplot on the right). In figure 10 another sample snapshot from an inter-
active visual analysis session (using SimVis) is shown [8]. A scatterplot (on the
lower left) and a histogram (in the middle) are used to focus on the oxidation
front within a diesel particle filter (characterized by lots of carbon oxides, i.e.,
oxidation products, and high temperatures). The linked 3D view shows the
spatial location of the oxidation front at a certain point in time (35 secs. after
the simulation start). In the upper left a tree view is visible which provides
direct access to the focussing information, i.e., the doi attributions of the data
as related to the current analysis step.

In a system called GeoSpace [35], user queries are answered visually
through high-lighting the data parts in focus, i.e., those data items which
positively respond to the user query. High-lighting is done, for example, by
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increasing the color lightness. Thereby the selected data subsets visually stand
out from the rest of the depiction. In two-level volume rendering, this approach
is used to provide feedback to the user during object selection in the 3D do-
main. For a short time after the selection of an object in the scene, the selected
object is shown with a different transfer function (increased color lightness,
increased opacity). Thereby a clear visual linking between an object’s name
or ID and its visual representation as part of the visualization is established
(see figure 11).

This is especially useful, when volume visualization is performed in a vir-
tual environment. In this case, especially when 3D objects have to be selected
directly through 3D user interaction (for example, by the use of a 3D point-
ing device), object high-lighting greatly supports the interactive placement of
the 3D pointing device. While moving the pointing device, the user immedi-
ately gets feedback on which object the pointer currently is pointing towards.
Thereby, the user is easily able to efficiently select the one object of special
interest without a lot of trial and error (which otherwise is quite normal for
3D direct selection). Figure 12 gives a number of snapshots of a video which
was taken during a session where the user moved a 3D pointing device around
a 3D dataset of a human chest with different segmented parts of the data.
Whenever the 3D pointing device enters another object in the scene, the re-
spective object is rendered in a high-lighted fashion according to the above
mentioned transfer function alternation.

4.4 Band-limited Context

Before we come back to the traditional way of F+C visualization (section 4.5),
we furthermore describe one additional way of visually discriminate the visu-
alization of data parts in focus from all the rest (context). Again (as compared
to the use of eye-catching colors for focus visualization, see section 4.3) it is
an argument from perceptual psychology which motivates this alternative ap-
proach: the difference between a sharp and blurred object depiction efficiently
can be used for visual focus–context discrimination [25, 26], a technique we
call semantic depth of field (SDOF). In a user study we could prove that
the perceptual identification of sharp objects among blurred others indeed is
preattentive [27], i.e., is performed by the human perceptual system within a
very short time (<≈200 ms).

In 2D, the basic idea of SDOF (semantic depth of field) is (a) to assume
a camera model with a depth-of-field effect in rendering and (b) to virtually
displace parts of the visualization along the viewing axis to achieve a blurred
or sharp depiction of irrelevant and relevant parts of the data, respectively
(see figure 13). With a lens-based camera, objects are only displayed sharply if
they are located at the focal distance from the lens. Object which are displaced
along the viewing axis are blurred according to their distance from the lens.
Therefore, the displacement in the depth direction is done according to the
degree-of-interest values which are associated to all the data elements (and
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Fig. 13. The basic idea of
SDOF for 2D visualization:
assuming a lens-based cam-
era model for rendering, the
visualization objects are vir-
tually moved back or forth
along the viewing direction to
achieve a blurred and sharp
depiction for irrelevant and
relevant data items, respec-
tively.

Fig. 14. Two examples of an SDOF visualization: streets standing out of an
SDOF map visualization on the left (other parts of the map blurred) and a scatter-
plot with SDOF effect on the right.

not as a spatial function of the data as it is in real-world photography). For
3D visualization, a similar SDOF model exists [25, 26].

Confronted with the result of such a SDOF visualization (see figure 14),
the user can immediately identify the data subsets in focus (similar to photo-
graphy where sharpness also directly correlates to the fact of being in focus).
Therefore, this kind of F+C visualization becomes especially useful when the
DOI assignement is done implicitly, e.g., through brushing of invisible dimen-
sions (with a range slider, for example) or through defining the DOI value by
how well a data item matches a certain user query [2]. In all these cases the
first task a user usually performs is to identify which data items actually have
been assigned a high DOI value (and which not). With SDOF this is easily
possible as the sharp parts of the visualization, representing the relevant data
items, stand out of the depiction automatically.

4.5 More Space for Details

After discussing four alternative ways of realizing focus–context discrimina-
tion in visualization (based on the variation of opacities, styles, colors, and
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Fig. 15. F+C process visualization: depending on where the user points, the virtual
instruments are drawn at a smaller or larger level of detail (from left to right: the
pointer is moved from left to right).

Fig. 16. 3D anchoring and collision avoidance in F+C process visualization: virtual
instruments are placed at the screen-projection of that 3D point which is related
to the data origin, for example, a sensor (3D anchoring); to avoid cluttering due
to overlapping dials a physically-based spring model is used to relocate instruments
such that they do not overlap (collision avoidance).

frequencies), we come back to the traditional way of F+C visualization, i.e.,
to the variation of magnification factors within a single image. This kind of
completes the picture of our generalization. In section 2 we already discussed
the extensive block of literature on this kind of F+C visualization. In our case,
we have applied this classic principle to process visualization [37] where this
has not been done before.

In process visualization, data which is streaming in from a larger number of
processes has to be presented to a user such that process surveillance as well as
interactive analysis is possible. In analogy to traditional process visualization,
where processes are visualized with analog instruments like gauges or other
display devices, programs for process visualization (at least partially) mimic
this kind of visualization with virtual instruments. One disadvantage of virtual
instruments is that they take up quite a lot of screen space. When multiple
streams of process data have to be shown simultaneously, not enough screen
space is available to show all the data with regularily sized instruments. In
such a situation, distortion-based F+C visualization becomes useful.

To achieve F+C visualization of process data, several levels of detail have
been designed for the different virtual instruments in use. The different levels
of detail use different amounts of screen space, ranging from a small lamp,
color-coding the process data, up to a fully fletched virtual instrument, using
a hundred times the amount of screen space as compared to the lamp. If not
all of the data can be shown at the highest level of detail simultaneously (due
to lack of screen space), different levels of detail can be combined according
to DOI values of the different data items. See figure 15 for an example, where
three streams of process data are visualized. DOI values inversely correlate to
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the distance between the respective virtual instrument and the pointer which
is interactively moved by the user (from left to right). Thereby, those virtual
instruments which are nearest to the pointer are displayed at the highest level
of detail whereas with increasing distance from the pointer lower levels of
detail are used.

In process visualization, data usually originates at concrete 3D locations
like a sensor at a certain place or a simulation output with a specific 3D po-
sition. Accordingly, the visualization of process data can be organized on the
screen such that this relation between the virtual instruments and the related
3D model becomes obvious. In a prototype implementation of F+C process
visualization, we first draw the underlying 3D model as a wire-frame render-
ing. Then, the virtual instruments are shown on top of the wire-frame model
at those screen coordinates which correlate to the screen-projection of the
corresponding 3D locations of the data sources (see figure 16).

With such a layout strategy (called 3D anchoring – the virtual instruments
are “anchored” at their respective 3D source locations), it can easily happen
that screen projections of sensor locations lie near each other such that a näıve
implementation of 3D anchoring would cause overlapping virtual instruments.
In our prototype implementation we therefore use a physically-based spring
model to resolve for non-overlapping instruments (collision avoidance). See
figure 16 for three snapshots of this prototype which were taken while the
user rotated the 3D model (the black dots, which are connected to the centers
of the instruments with black lines, mark the screen-projections of the 3D
anchors, i.e., the 2D locations where in the optimal case the virtual instrument
should be displayed).

5 Interaction

Focus+context visualization requires interaction. Most important, the user
needs to have interactive means to focus in a F+C visualization, i.e., he or she
needs to steer which parts of the data have to be shown in focus. Accordingly,
focussing also includes interactive means to navigate in the visualization, i.e.,
to change from the visualization of one part of the data (in focus) to another.
For applications of F+C visualization, different approaches to focussing are
available (see table 4 for an overview of some of them), which can be classified
with respect to several different aspects. One question is of whether focussing
is done directly on the visualization (or not). Another quesion is of whether
focussing is done explicitly, i.e., by either directly brushing the data items
of interest or naming them explicitly. Thirdly, the question of whether the
user actively performs the focussing (or the system does it for the user) also
classifies the different approaches to focussing.

Most intuitive, explicit selection of especially interesting data subsets di-

rectly on the view results in a (new) specification of the current focus. Promi-
nent examples of this kind of focussing are brushing on the one side (as used,
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focussing action selection user sample applications

brushing on the view explicit active SimVis [5–8], parallel coordinates [15]
pointing RTVR [38], process visualization [37]
selection off-view SDOF [25,26], RTVR [38]

range slider implicit SimVis [5–8], SDOF [25,26]
querying SimVis [5–8]

plot-based both passive SDOF [25,26]
alerting process visualization [37]

Table 4. Different approaches to focussing – techniques can be classified according
to whether they act directly on the view (or not), their definition is explicit (or
implicit), or whether they are triggered by the user (or not). This differentiation is
discussed in more detail in section 5.

for example, in the previously described SimVis system) and pointing on the
other side (used in F+C process visualization as well as in 3D visualiza-
tion using RTVR). Similarily, the user can explicitly focus by selecting ob-
jects through an off-view list of objects (as used in volume visualization using
RTVR, for example, and the SDOF-visualized map viewer where layers can
be selected off-view).

More complex, and a little less intuitive, implicit selection also serves for
focussing. In the simpler case, selections on invisible axes can be used to de-
scribe what currently is most interesting (as also used in SimVis, for example).
Alternatively, also complex queries can be used to achieve implicit focussing.
Again SimVis is an example: a so-called feature definition language has been
developed for the purpose of formally describing what actually is of greatest
interest to the user [5].

In addition to methods where the user actively steers which parts of the
data are to be visualized in focus, there are other cases, where the system
has this role. In a tutoring system, for example, a predefined plot describes
which parts of the visualization are in focus at which point in time. This
kind of focussing was used in a chess tutoring system with the purpose of
showing historic competitions to moderately experienced users (see figure 17).
In F+C process visualization it is possible to let the system assign DOI values
according to whether (or not) the values of a certain sensor lie inside (or
outside) a certain safety interval. In case of an alert (value out of range)
the user immediately is confronted with a F+C display where most visual
emphasis is put on the values in question.

6 Summary and Conclusions

Taking a step back, we can try to round up the matters discussed up to now
and to summarize the most imporant points addressed. In the beginning we
started out with a discussion of the well-established approach of focus+context
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Fig. 17. SDOF-visualized chess tutoring system: through selective sharpness the
system shows which pieces threaten (left image) or cover (right image) the white
horse on E3.

visualization (F+C visualization) as known from information visualization. It
is usually associated with the process of providing more space in a visualization
for the detailed depiction of some selected parts of the data (those in focus)
while still showing the rest of the data in reduced size to provide context
information for better orientation and navigation.

This idea of integrating data subsets in focus with their respective context
within one visualization also can be found in other fields, especially in scien-
tific visualization. There, however, usually other means than space distortion
are used to achieve F+C visualization. In scientific visualization the spatial
arrangement of a visualization is tightly coupled with the spatial arrangement
of the data origin, e.g., the 3D layout of patients in medical applications or the
3D setup of a flow simulation, and therefore usually resists uneven distortions.
In volume visualization, for example, the use of opacity is varied to achieve
F+C visualization of 3D data. In the 3D visualization of segmented data (two-
level volume rendering, 2lVR), different styles are used to graphically distin-
guish between objects in focus and their context. Non-photorealistic contour
rendering, for example, is very useful for context visualization. In the visu-
alization of data from computational simulation (WEAVE, SimVis), the use
of eye-catching colors (within a gray-scale context) also very well serves for
F+C visualization. Similarily, the differentiation between a sharp and blurred
depiction can yield to F+C visualization (SDOF). All this variety of possible
realizations of focus+context visualization yields to a more general defini-
tion of F+C visualization: focus+context visualization is the uneven use of

graphics resources, such as space, opacity, color, frequencies, and style, for

visualization with the purpose to visually discriminate those parts of the data
in focus from all the rest.

A discussion of several concrete examples of different types of F+C visu-
alization shows that often several graphics resources are used to do the focus–
context discrimination. In F+C volume visualization by the use of RTVR and
2lVR, for example, in some cases all three of opacity, rendering styles, and
coloring are varied to achieve F+C visualization (see figure 5, left side, for
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a sample image). In F+C visualization of 3D data from computational flow
visualization (SimVis), coloring, opacity, and glyph size are adjusted accord-
ing to the DOI values of the data to achieve the desired visual discrimination
(see figure 8, left side, for a sample image). Looking through the glasses of our
generalized definition of focus+context visualization at the very broad field of
applications shows how useful this approach of graphically integrating data
subsets in focus and their respective context within a visualization actually is
and how general its applicability is.

In addition to the discussion about different ways to graphically discrim-
inate focus from context, also the interactive aspect of F+C visualization is
discussed. Once, focus+context visualization is established, it immediately
becomes essential to provide sufficient interactive means for focussing, i.e., to
select which parts of the data actually are to be drawn in focus or to navigate
through a F+C display. Different options of how to categorize focussing with
respect to how it is done (on the view vs. off-view focussing; explicit vs. im-
plicit selection; active/passive user) help to give an overview about available
strategies. Another way of looking at focussing, however, is to differentiate
user goals: whereas in one case the user wants to see more (details) of certain
data subsets (→ space distortion, style variations), in other cases the user just
wants to visually emphasize the graphical depiction of certain parts (→ opac-
ity, color variations). In again other cases, the visualization goal is to visually
attract the user towards a certain subset of the visualization (→ SDOF, col-
oring, space distortion). Sometimes, these goals do overlap in an application
or are followed upon each other during analysis (first the user needs to be
attracted, for example, to a sensor out of range, then the user wants to inves-
tigate this sensor data in more detail).

Despite the main result that focus+context visualization indeed is in gen-
eral applicable and useful (almost regardless of the application field), another
conclusion of this work is that scientific visualization and information visual-
ization do not lie far apart from each other, but can mutually support each
other. There are very good ideas on both sides and visualization systems which
integrate approaches from both fields can gain superb advantages over pure
SciVis- or InfoVis-solutions [14].
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