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Generalizability is a major concern to those who do, and use, research. Statistical,
sampling-based generalizability is well known, but methodologists have long been

aware of conceptions of generalizability beyond the statistical. The purpose of this essay is
to clarify the concept of generalizability by critically examining its nature, illustrating its use
and misuse, and presenting a framework for classifying its different forms. The framework
organizes the different forms into four types, which are defined by the distinction between
empirical and theoretical kinds of statements. On the one hand, the framework affirms the
bounds within which statistical, sampling-based generalizability is legitimate. On the other
hand, the framework indicates ways in which researchers in information systems and other
fields may properly lay claim to generalizability, and thereby broader relevance, even when
their inquiry falls outside the bounds of sampling-based research.
(Research Methodology; Positivist Research; Interpretive Research; Quantitative Research; Qualitative
Research; Case Studies; Research Design; Generalizability )

1. Introduction
Generalizability is a major concern to those who do,
and use, research. Among other things, it refers to
the validity of a theory in a setting different from the
one where it was empirically tested and confirmed. A
theory that lacks such generalizability also lacks use-
fulness. Because the field of information systems (IS)
is not just a science but also a profession (and there-
fore has professional constituents such as IS execu-
tives, managers, and consultants), the generalizability
of an IS theory to different settings is important not
only for purposes of basic research, but also for pur-
poses of managing and solving problems that corpo-
rations and other organizations experience in society.
Statistical, sampling-based generalizability is a valid
concept within its bounds, but its uncritical applica-
tion as the norm for all generalizability can lead to an
improper assessment of the generalizability of many
research studies. The purpose of this essay is to clarify
the concept of generalizability by critically examining

its nature, illustrating its use and misuse, and offering
a framework for classifying its different forms.

The Oxford English Dictionary (1989) defines gen-
eralize as “to form general notions by abstraction
from particular instances,” generalizable as “capable
of being generalized,” and generalizability as “the
fact or quality of being generalizable.” Conceptual-
ized in this way, generalizability need not have a
quantitative or statistical dimension. However, many
IS researchers, both quantitative and qualitative, have
restricted themselves to just one particular notion
of generalizability—namely, a statistical, sampling-
based notion. Furthermore, they have imposed this
particular notion even outside the bounds of statis-
tical, sampling-based research. It is as if statistical,
sampling-based generalizability has been overgen-
eralized, as it were, to nonstatistical, nonsampling
forms of research. Qualitative IS researchers have for-
gone claims to generalizability when, in fact, they
have not yet broached conceptions of generalizabil-
ity appropriate to their own research. Ultimately, this
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notion of generalizability eliminates access to the
insights that many information systems researchers
offer in their research findings.

Our purpose in this methodological essay is to
explicate different types of generalizability. One of our
intended contributions is to make the different types
of generalizability distinct and visible to researchers,
thereby encouraging them to provide explicit treat-
ment of the type(s) of generalizability (not just statis-
tical) that they should identify as appropriate to their
particular studies. Another intended contribution is to
provide guidance to reviewers, editors, and authors in
their efforts to apply generalizability arguments that
are appropriate to the authors’ (not just the review-
ers’ or editors’) research philosophy and purpose. The
framework that we present for distinguishing four
types of generalizability introduces concepts that do
not displace, but supplement, the well-known and
widely accepted concepts associated with statistical,
sampling-based research. Finally, a clarification of the
different meanings and forms of generalizability can
help to clarify how one might apply IS research find-
ings to actual organizational settings apart from those
where the research took place, and thereby promote
the relevance of the research to professional practice.

In the second and next section of this essay, we
describe the misapplication (or perhaps, the overap-
plication) of the concept of statistical, sampling-based
generalizability in IS research. After that, we offer a
critique of statistical, sampling-based generalizability.
In the essay’s fourth section, we examine alternatives
to the statistical perspective on generalizability. Fol-
lowing that, we present the framework of four types
of generalizability, and we also provide a discussion
and illustration of it.

2. Misapplication of the Concept
of Statistical Generalizability
in IS Research

Methodologists have long been aware of conceptions
of generalizability beyond the statistical. One such
methodologist is Yin, whose case study methodol-
ogy (1984, 1994) has received recognition from many
IS researchers. Yin (Figure 1) describes the process

Figure 1 Yin’s Conception of Generalization
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Note. This illustration is a quotation of Figure 2.2 in Yin 1994, p. 31.

of generalizing from a sample to population char-
acteristics or from experimental subjects to experi-
mental findings as a form of what he calls Level-1
inference. He distinguishes this level from the sub-
sequent and separate research activity of generaliz-
ing from the population characteristics to theory or
from the experimental findings to theory; this activ-
ity is a form of generalization that he calls Level-2
inference. (He also refers to Level-2 inference as ana-
lytical generalization.) Yin explains that generaliz-
ing from case study findings to theory is a form of
Level-2 inference. In this view, statistical generaliz-
ability is a measure of the quality of only one form
of Level-1 inference. As such, statistical generalizabil-
ity is inappropriate as a measure of the quality of
case studies because they involve not only a different
form of inference (inference from case study findings
to theory rather than from a sample to population
characteristics), but also inference at a different level
(Level 2 rather than Level 1). However, despite the
availability of Yin’s and other conceptions of gen-
eralizability (which we will examine later), the sta-
tistical, sampling-based conception of generalizability
remains widely and inappropriately used in nonsta-
tistical, nonsampling research associated with top IS
journals and conferences. As the research examples
in Table 1 make evident, the authors of the research
examples have transferred, from statistical research to

222 Information Systems Research/Vol. 14, No. 3, September 2003



LEE AND BASKERVILLE
Generalizing Generalizability in Information Systems Research

Table 1 Published Research that Applies the Statistical, Sampling-Based Conception of Generalizability to Nonstatistical, Nonsampling
Research: Examples from Case Research

“There are, of course, many methodological limitations of this study. As a small sample-size, single case study, generalizability cannot be
assessed � � � .” Majchrzak, A., R. Rice, A. Malhotra, N. King, B. Sulin. 2000. Technology adaptation: The case of a computer-supported
interorganizational virtual team. MIS Quart. 24(4) 569–600. (Winner of the award for MIS Quart. Best Paper of the Year 2000.)

“To what extent can the findings from this study generalize to other organizations and their practice of SM? � � �This study has some
limitations. � � �While the case study design provided us with rich data from multiple sources (i.e., interviews, questionnaires, electronic logs,
observations), the qualitative nature of the study does not lend itself to rigorous statistical analysis and causal inference. Finally, the sample
was relatively small, involving five organizations and eight cases.” Tyran, C., A. Dennis, D. Vogel. 1992. The application of electronic meeting
technology to support. MIS Quart. 16(3) 313–334.

“First and foremost, it should be reaffirmed that the single case research strategy employed here only allows generalizability to a research
model, which in turn needs to be tested under a multiple case study design or by other field methods.” Brown, C. 1997. Examining the emergence
of hybrid IS governance solutions: Evidence from a single case site. Inform. Systems Res. 8(1) 69–94.

“We must not generalize from a single case study in one organization.” Vandenbosch, B., M. Ginzberg. 1996. Lotus notes and collaboration: Plus
ça change � � � .” J. Management Inform. Systems 13(3) 65–81.

“While a single-site case study limits the ability to generalize, there is support for the result that a well-executed information system based on
ABC principles can improve management decision making and organizational performance.” Stuchfield, N., B. Weber. 1992. Modeling the profita-
bility of customer relationships: Development and impact of Barclays de Zoete Wedd’s BEATRICE. J. Management Inform. Systems 9(2) 53–76.

“The findings of this paper may also be limited because the paper is based on only one case study. Even though this case study was
conducted longitudinally and six major IS decisions made over a 17-year period were examined, it is very difficult to generalize this study’s
results to other organizations.” Newman, M., R. Sabherwal. 1996. Determinants of commitment to information systems development: A
longitudinal investigation. MIS Quart. 20(1) 23–54.

“From the point of view of theory development, while case studies provide useful anecdotal information, the generalizability from one specific
instance to another is often limited.” Albers, M., R. Agarwal, M. Tanniru. 1994. The practice of business process reengineering: Radical planning
and incremental Implementation in an IS organization. SIGCPR ’94. Proc. 1994 Comput. Personnel Res. Conf. Reinventing IS: Managing
Inform. Tech. Changing Organ., ACM Press, Arlington, VA, 87–96.

“From the evidence of the two cases, it was not possible to identify any generalisable strategies for overcoming constraints but the particular
solutions developed appeared to reflect the developers’ local conditions and their knowledge, intuition, and experience. This would suggest that
rather than giving a set of generalized guidelines for improving user involvement (as is common in the literature), the emphasis might be better
placed on supporting developers’ ingenuity and improvisation and on developing their social skills to enable them to overcome the constraints
on involvement.” Nandhakumar, J., M. Jones. 1997. Designing in the dark: The changing user-developer relationship in information systems
development. K. Kumar, J. DeGross, eds. Proc. 18th Internat. Conf. Inform. Systems, 75–87. (Winner of the 1997 ICIS Best Paper Award.)

“Because they are drawn from a study of two organizations, these results should not be generalized to other contexts. Each context is different,
so we should expect different contextual elements to interact with technical initiatives to produce different consequences. The findings should not
even be extended to other settings where GIS, or even Arc/Info, is implemented. What is true for GIS in the two local county governments studied
may be untrue for GIS in other governmental units or in private enterprises.” Robey, D., S. Sahay. 1996. Transforming work through information
technology: A comparative case study of geographic information systems in county government. Inform. Systems Res. 7(1) 93–110.

“In particular, in-depth analysis of extensive data from only one organization reduces generalizability, but increases correspondence to reality.”
Hidding, G. 1998. Adoption of IS development methods across cultural boundaries. R. Hirschheim, M. Newman, J. DeGross, eds. Proc. 19th
Internat. Conf. Inform. Systems, 308–312.

“The study has a number limitations that need to be considered in making any conclusions. First, the single case site limits the generalizability of
results. The purpose of the study was not to provide generalizability of empirical results to other firms, rather the purpose was to ‘expand and
generalize theories’ ” (Yin 1984). Jarvenpaa, S. L., D. Leidner. 1997. An information company in Mexico: Extending the resource-based view of the
firm. K. Kumar, J. DeGross, eds. Proc. 18th Internat. Conf. Inform. Systems, 75–87.

“Conducting additional case studies will provide instances of the various learning/outcome combinations, and we encourage such research. On the
other hand, case studies alone will not result in validity or generalizability. Toward that end, a more fruitful approach might be to compare the
development processes for similar systems in different organizations, or two or more systems being developed in a single organization.” Stein, E.,
B. Vandenbosch. 1996. Organizational learning during advanced system development: Opportunities and obstacles. J. Management Inform.
Systems 13(2) 115–136.
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qualitative research, both the notion of sampling and
the associated notion that a small sample size (e.g.,
only one organization) limits generalizability.

One possible explanation for these remarks is that
the reviewers, editors, and program chairs for these
authors have placed pressure on them to conform
to the statistical, sampling-based conception of gen-
eralizability as the norm. Another possible explana-
tion is that generalizations are sometimes mistakenly
expected to be proven statements, rather than taken as
well-founded but as-yet untested hypotheses. What-
ever the explanation, the result is that authors them-
selves (and their reviewers) have misapplied or
overapplied the concept of statistical generalizabil-
ity rather than taken advantage of other concep-
tions of generalizability appropriate to the authors’
inquiry. By extending generalizability, authors may
better draw specific attention to the relevance of their
findings. Before we review additional conceptions of
generalizability, we offer a critique of statistical gen-
eralizability.

3. A Critique of Statistical,
Sampling-Based
Generalizability

Statistical, sampling-based generalizability is a valid
concept, but its uncritical application as the norm for
all generalizability can lead to an improper assess-
ment of the generalizability of a research study. To cri-
tique statistical generalizability, we will first examine
inductive reasoning, of which statistical generalizing
is a form. The examination will focus on Hume’s tru-
ism, which calls attention to an irremediable problem
in induction. Second, we will examine what Hume’s
truism means for statistical generalizability.

Hume’s Contribution to the
Understanding of Induction
Induction refers to a process of reasoning and can
be a synonym for generalizing. It refers to a reason-
ing process that begins with statements of particulars
and ends in a general statement. Reasoning from data
points in a sample to an estimate of a population char-
acteristic is an instance of induction. Campbell and
Stanley call attention to “some painful problems in

the science of induction” (1963, p. 17, original empha-
sis retained):

The problems are painful because of a recurrent reluc-
tance to accept Hume’s truism that induction or gen-
eralization is never fully justified logically. Whereas the
problems of internal validity are solvable within the
limits of the logic of probability of statistics, the prob-
lems of external validity are not logically solvable
in any neat, conclusive way. Generalization always
turns out to involve extrapolation into a realm not
represented in one’s sample. Such extrapolation is
made by assuming one knows the relevant laws. Thus,
if one has an internally valid Design 4,1 one has
demonstrated the effect only for those specific con-
ditions which the experimental and control group
have in common, i.e., only for pretested groups of a
specific age, intelligence, socioeconomic status, geo-
graphic region, historical moment, orientation of the
stars, orientation of the magnetic field, barometric
pressure, gamma radiation, etc.

Logically, we cannot generalize beyond these limits;
i.e., we cannot generalize at all. But we do attempt
generalization by guessing at laws and checking out
some of these generalizations in other equally specific
but different conditions. In the course of the history of
a science we learn about the “justification” of general-
izing by the cumulation of our experience in general-
izing, but this is not a logical generalization deducible
from the details of the original experiment. Faced by
this, we do, in generalizing, make guesses as to yet
unproven laws, including some not yet explored � � � �

Hume, an 18th century Scottish philosopher, “is
almost universally credited with discovering the
problem of induction” Rosenberg 1993, p. 75). Wood
(2000) offers a detailed explanation of Hume’s prob-
lem of induction. The problem of induction is about
how to establish induction itself as a valid method for
empirical inquiry.

Induction can be expressed in the form of Argu-
ment 1.1 in Figure 2. The status of induction as a
valid method of empirical inquiry is open to question
because the second statement does not logically fol-
low from the first. Wood refers to this as Problem 1.
Wood continues: “To make Argument [1.1] valid, we

1 Campbell and Stanley describe “Design 4” as follows (1963, p. 13):

R O1 X O2

R O3 O4
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Figure 2 First Attempt to Justify Induction

Argument 1.1
• In past experience, all F s have been Gs.
• Therefore, the next F will be a G or all future F s will be Gs.

Argument 1.2
• If in past experience, all F s have been Gs, then the next F will

be a G or all future F s will be Gs.
• In past experience, all F s have been Gs.
• Therefore, the next F will be a G or all future F s will be Gs.

Note. Based on Wood (2000).

need an additional premise, such as [the] Uniformity
of Nature assumption or: ‘The future will be like the
past’,” where the result is Argument 1.2.

Argument 1.2 employs a form of the uniformity
of nature assumption as the first statement in an
argument that takes the form of a syllogism, which
consists of a major premise, minor premise, and
conclusion. The major premise is the first statement in
the syllogism. The second statement, “In past experi-
ence, all F s have been Gs,” plays the role of the minor
premise. Applying the major premise to the minor
premise leads deductively to the conclusion, “There-
fore, the next F will be a G or all future F s will be
Gs.” Note that the conclusion in Argument 1.2 is the
same as the second statement in Argument 1.1. There-
fore, if Argument 1.2 were valid, it would provide a
proper way of establishing the validity of induction.

Whereas Argument 1.2 performs its deductive rea-
soning correctly, the conclusion in any syllogism can
be valid only if its major premise is valid. Wood refers
to the following as Problem 2: In Argument 1.2, how
would we know that the major premise—the unifor-
mity of nature proposition—itself is valid? We would
therefore need to take a step back in order to establish
the validity of the uniformity of nature premise.

Wood explains that there are two ways by which
we could attempt to establish the validity of the uni-
formity of nature proposition, which is denoted as
Theory 1 in Figure 3. One way is by recourse to
Argument 2.1, but its mode of reasoning is induc-
tion exactly as Argument 1.1’s mode of reasoning
was induction; therefore, the same Problem 1 that
arose for Argument 1.1 would also arise for Argu-
ment 2.1. To remedy this instance of Problem 1, we
would again need an additional premise, where the
result is Argument 2.2.

Figure 3 Second Attempt to Justify Induction

Argument 2.1
• In past experience, all tests have confirmed Theory 1.
• Therefore, the next test will confirm Theory 1 or all future

tests will confirm Theory 1.
Argument 2.2

• If in past experience all tests have confirmed Theory 1, then
the next test will confirm Theory 1 or all future tests will confirm
Theory 1.

• In past experience, all tests have confirmed Theory 1.
• Therefore, the next test will confirm Theory 1 or all future

tests will confirm Theory 1.

Note. Based on Wood (2000).

As it turns out, Argument 2.2 employs the unifor-
mity of nature proposition as its major premise, just
as Argument 1.2 did. Because Argument 2.2 takes the
form of a syllogism, its conclusion can be valid only if
its major premise is valid. The result is that Problem 2
would recur: How would we know that the major
premise in Argument 2.2 is valid? We would need to
take a step back in order to establish the validity of
the major premise in Argument 2.2, just as we previ-
ously took a step back in order to establish the valid-
ity of the major premise in Argument 1.2. The result
is that we would find ourselves in an infinite regress
taking the form of Figures 4, 5, and so on, where
the stream of reasoning would have no conclusion.
Rosenberg offers a succinct description of Hume’s tru-
ism (1993, p. 75):

Hume recognized that inductive conclusions could
only be derived deductively from premises (such as
the uniformity of nature) that themselves required
inductive warrant, or from arguments that were
inductive in the first place. The deductive arguments
[e.g., Arguments 1.2 and 2.2] are no more convincing
than their most controversial premises and so gen-
erate a regress, while the inductive ones [e.g., Argu-
ments 1.1 and 2.1] beg the question. Accordingly,
claims that transcend available data, in particular pre-
dictions and general laws, remain unwarranted.

The enormous significance of Hume’s truism leads
Campbell and Stanley (1963) to take the positions
that “induction or generalization is never fully justi-
fied logically” and that “we cannot generalize at all”
(emphasis in the original, cited above). However, they
recognize that a “recurrent reluctance” among sci-
entific researchers to accept Hume’s truism remains
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in force. Table 1 (above) demonstrates that, among
IS researchers, this reluctance remains in force today.
Specifically, they concede that a small sample size or
small number of cases will offer only limited or no
support to the generalization. The gathering of addi-
tional evidence can indeed be beneficial to the reliabil-
ity of a scientific study. However, as we will describe
in the next section, this is distinct from any increase in
the generalizability of a sample to its population. The
remainder of this section will apply Hume’s truism to
statistical generalizability in order to show what sta-
tistical generalizability does, and does not, properly
involve.

The Ramifications of Hume’s Truism
for Statistical Generalizability
Hume’s problem of induction can help to clarify the
fundamental limitations of statistical, sampling-based
generalization and the accompanying issue of how
sample size is, and is not, related to generalizability.
An increase in the size of a random sample means
that sample-based estimates will increase in reliability.
However, this does not mean that those estimates will
become better generalizable to any population char-
acteristics. For example, repeated sampling from the
same population will result in sample estimates (e.g.,
the average for each sample) whose numerical values
are closer to each other or more convergent than for
smaller-sized samples. Where a sample point refers
to a datum in the sample, and where an increase in
the size of the sample means that it contains more
such data, one can say that an increase in sample size
will also lead to greater generalizability of the sample
points to a sample estimate because of the greater con-
vergence expected from the larger sample size. Note,
however, that this is distinct from the generalizabil-
ity of the sample estimate to the corresponding population
characteristic. The latter generalizability, according to
Hume’s truism, cannot be improved (or, for that mat-
ter, even established) by increasing the sample size.
The following discussion will elucidate these points.

Consider the null hypothesis, H0, that the average
of the perceived usefulness, U , which a population
of managers associates with a particular technology
(where U is measured on a scale from 1 to 5), is 3.2 In

2 The null and alternative hypotheses are H0, �U = 3 and H1, �U �= 3.

other words, a researcher does not know the numeri-
cal value of the average of U for the population, but
hypothesizes it to be 3. The researcher then tests the
hypothesis, H0, by taking a random sample of man-
agers from the population, where the researcher uses
the average of U for the sample as an estimate of the
average of U for the population. Taking the sample
randomly from the population is important for help-
ing to ensure that the sample turns out to be repre-
sentative of the population. The basic idea is that an
average of U close to 3 for a random sample would
be evidence consistent with the hypothesis that the
average of U for the population is 3, while a sam-
ple average quite different from 3 would be evidence
calling for the researcher to reject this hypothesis.

If the legitimacy of inductive reasoning is unques-
tioned, then the researcher could reason that the sam-
ple average is generalizable to the population average
and that an increase in the size of a sample yield-
ing an average of 3 would provide even stronger evi-
dence for the generalization that the average of the
population is 3. However, if the legitimacy of induc-
tive reasoning is questioned and Hume’s argument
is applied, there would be no sound basis for mak-
ing any statement about the value of the population
average. Using Wood’s terminology, we may express
this as follows: Just because all F s in past samples
have averaged out to 3 does not mean that all or any
F s remaining to be observed in the population will
average out to 3 or, for that matter, even anything
close to 3. Therefore, an increase in sample size will
not increase the generalizability of the average of U

in the sample to the average of U in the population.
In fact, Hume’s elucidation of the problem of induc-
tion would prohibit a researcher from claiming that a
sample of any size provides support for the general-
izability of any sample estimate to the corresponding
population characteristic.

An increase in sample size is beneficial, but the ben-
efits take the form of improved reliability of the sam-
pling procedure, rather than improved generalizability
of a sample to its population. Reliability refers to the
extent to which the same or a different researcher
can, at least in principle, reapply the same procedure
when making another observation or measurement
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Figure 4 Statistical Significance as a Conditional Probability

statistical significance = 

= P (decision error | H0 ) 

level of confidence = 1 – 

Increasing the sample size will improve the numerical 

value of what is synonymously known as and P
( decision error | H0 ).

This is an assumption: 

“on the condition that,”

“assuming that,” 

“given that,” or “in the 

event that” H0 is true.

In our example, H0 is

the hypothesis that the 

average of the 

population is 3. 

(e.g., observing the average of another random sam-
ple of the same size taken from the same popula-
tion) and expect it to lead to the same result as before
(where the result is either to reject or not to reject the
null hypothesis). An increase in the sample size will
lead to an increase in reliability, as we explain in the
following.

A 95% confidence level and a level of statistical sig-
nificance at 0.05 are equivalent ways by which statis-
ticians denote the following idea about reliability: In
the event that the null hypothesis is true (e.g., the
hypothesis that the average of U for the population
is 3), the researcher may expect, for every 100 random
samples of the same size that could be taken from the
population, 95 of them to be sufficiently representa-
tive of the population (e.g., samples whose values for
the average of U are close to 3) so as to lead to the cor-
rect decision of not rejecting the null hypothesis. For
the 100 random samples in this example, an increase
in the size of each sample would have the benefit of
increasing—from 95 to, say, 98—the expected num-
ber of samples that lead to the correct decision of
not rejecting the null hypothesis. In other words, an
increase in the sample size will increase the reliabil-
ity of the sampling procedure. An equivalent way of
stating this is that, for a sample (one of the 100 in
our example) that leads to the correct decision of not
rejecting the null hypothesis, an increase in sample
size would result in a larger number of other sam-
ples to which this sample could itself be generalized.
Therefore, a larger sample size does increase general-
izability, but it is the generalizability of a sample to
other samples, not to the population.

We note that any increase in the generalizability of
one sample to other samples would make no differ-
ence to the status of the null hypothesis as true or
false. Its being true or false would still remain the
same (and, to the researcher, unknown). Indeed, the
confidence level, p-value, or statistical significance can
be computed only for the portion or subset of the uni-
verse where the null hypothesis is assumed to be true,
as Figure 4 indicates in the form of the condition in
a conditional probability. An increase in the sample
size would make a difference to the level of statistical
significance or P (decision error �H0), but would make
no difference to the certainty with which H0 is known
to be true, P	H0).

This line of reasoning holds that an increase in the
size of a random sample will, if repeated samples are
taken, result in sample estimates (e.g., the average for
each sample) whose numerical values are more con-
vergent than in the situation where the sample size
is not increased. Thus, the increase in sample size
improves the generalizability of sample points to a
sample estimate. However, this is distinct from the
sample estimate’s generalizability to the population
characteristic of which it is an estimate. An increase
in sample size makes no difference to the latter gen-
eralizability.

Summary of the Critique of Statistical
Generalizability
The main ramification of Hume’s truism for statis-
tical, sampling-based generalizability is that it pro-
hibits the conclusion that an increase in the size of
a sample leads to an increase in the generalizability
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of any sample estimate to its corresponding popula-
tion characteristic. However, there is no prohibition of
the conclusion that an increase in sample size leads
to an increase in the generalizability of one sample
to other samples that the same sampling procedure
would produce. As a form of reliability, this concep-
tion of statistical, sampling-based generalizability is
consistent with the traditional meaning of statistical
significance (
� or the confidence level 	1 − 
�: An
increase in the confidence level exactly denotes an
increase in reliability as we have described it. In fact,
a caution that teachers traditionally express to stu-
dents taking their first statistics course is an expres-
sion of exactly this meaning; it is the caution that, for
instance, a 5% level of statistical significance or a 95%
confidence level does not mean that the null hypoth-
esis has a 95% probability of being true, but instead
means that, in the event that the null hypothesis is true,
the same sampling procedure would lead us to make
the correct decision of not rejecting the null hypothe-
sis 95% of the time, and hence the incorrect decision
of rejecting it 5% of the time. The latter decision is
also what statisticians call a “Type I” error. Hence our
application of Hume’s truism does not diminish, but
affirms, proper statistical reasoning.

The conclusion to our critique is that we affirm
the legitimacy of statistical generalizability, where we
emphasize that it refers to the generalizability of
one random sample to other random samples that
would result from applying the same sampling pro-
cedure to the same population or the generalizabil-
ity of sample points to a sample estimate. Given the
purpose of forming general notions by abstraction
from particular instances, statistical generalizability
hardly constitutes a general model for all forms of
generalizability. The singular nature of statistical gen-
eralizability therefore motivates an investigation into
additional forms that generalizability can take.

4. Alternatives to the Statistical
Perspective on Generalizability

Looking beyond statistical generalizability, one can
observe that different researchers and philosophers
have used the term generalizability to mean different
things. In this section of the essay, we will examine

different conceptions of generalizability in two differ-
ent philosophical traditions.

Positivism and interpretivism are two major philo-
sophical traditions that have received widespread
attention from scientific researchers in the IS disci-
pline (Boland 1985; Lee 1991, 1999; Lee et al. 1997;
Mumford et al. 1985; Nissen et al. 1991; Orlikowski
and Baroudi 1991; Trauth 2001; Walsham 1993). Statis-
tical, sampling-based generalizability falls under the
heading of the philosophical tradition of positivism.
An examination of the two philosophical traditions
will allow us to identify forms of generalizability in
addition to the statistical.

For the most part, positivism and interpretivism
have long been regarded as being in opposition and,
hence, as supporting different positions on general-
izability. Schutz,3 a philosopher and phenomenolo-
gist, observed in 1962 that a controversy “for more
than half a century has split not only logicians and
methodologists but also social scientists into two
schools of thought,” where the schools of thought are
today called positivism and interpretivism. He offers
a succinct formulation of the controversy (1962–1966,
p. 48):

� � �One [school of thought, positivism] holds that the
methods of the natural sciences which have brought
about such magnificent results are the only scientific
ones and that they alone, therefore, have to be applied
in their entirety to the study of human affairs � � � �

The other school of thought [interpretivism] feels
that there is a basic difference in the structure of the
social world and the world of nature. This feeling
led to the other extreme, namely, the conclusion that
the methods of the social sciences are toto coelo dif-
ferent from those of the natural sciences � � � � It has
been maintained that the social sciences are idio-
graphic, characterized by individualizing conceptual-
ization and seeking singular assertory propositions,

3 Schutz’s perspective is significant because of the influence he has
had on the practice of social scientific research: For example, his
students Berger and Luckmann presented Schutz’s phenomeno-
logical ideas to a social science audience in their book The Social
Construction of Reality (1966), his student Garfinkel established eth-
nomethodology (1967), and the critical theorist Habermas relied on
Schutz in conceptualizing his (Habermas’) own ideas on the logic
of the social sciences (Habermas 1988).
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whereas the natural sciences are nomothetic, charac-
terized by generalizing conceptualization and seeking
general apodictic propositions � � � �

At the extreme, positivism would hold that any field
of study, in order to qualify as scientific, must be
nomothetic and therefore work towards the ideal of
discovering universal or general laws; at the same
time, interpretivism would hold that the goal of uni-
versal laws is inappropriate in the study of human
affairs because individuals, groups, and other social
units are all unique, and therefore demand idio-
graphic theorizing instead.4

The controversy, already a half-century old when
Schutz observed it in 1962, has not been resolved.
Burrell and Morgan (1979) note the contrasting
ontologies and epistemologies between what they call
objectivism and subjectivism (a dualism that parallels
positivism and interpretivism), and Hirschheim and
Klein (1989) apply Burrell and Morgan’s distinctions
to the IS field. Orlikowski and Baroudi (1991) also rec-
ognize the contrast between positivism and interpre-
tivism while noting the former’s predominance in IS
research. Lee (1991) recognizes the two traditions as
well. He discusses them in his attempt to convey, to
organizational and IS researchers, Schutz’s solution of
how to forge a rapprochement between positive and
interpretive research. This is a rapprochement that
Walsham (1995a, p. 382) believes “would be strongly
opposed by some supporters of interpretivism on
the grounds that [Lee’s views] confuse and conflate
contradictory epistemological positions.” Hence, the
controversy remains alive. To the extent that pos-
itivist researchers and interpretive researchers sub-
scribe to the belief that their respective traditions use
constructs and methods that are toto coelo different
from each other’s, the two groups will not see gen-
eralizability in the same light. In order to describe

4 Luthans and Davis (1982, p. 380) quote the psychologist Gordon
Allport as having borrowed this distinction in 1937 from neo-
Kantian philosophy: “The nomothetic [sciences] � � � seek only gen-
eral laws and employ only those procedures admitted by the
exact sciences. Psychology in the main has been striving to make
of itself a complete nomothetic discipline. The idiographic sci-
ences � � �endeavor to understand some particular event in nature
or in society. A psychology of individuality would be essentially
idiographic.”

the details of the contrast between positivist and
interpretive conceptualizations of generalizability, it is
appropriate for us first to examine some selected fun-
damentals of the two philosophical traditions.

Capturing the spirit of positivism is a description
of it as the natural-science model of social science.
This description includes the following elements:
(1) Inquiry in the natural sciences, especially physics
and astronomy, provides the model that inquiry in the
social sciences needs to follow; (2) there is an objec-
tive reality or real world that exists independently
of scientific researchers; (3) there is an emphasis on
the principle that, in science, “all knowledge regard-
ing matters of fact is based on the ‘positive’ data of
experience” rather than on mere opinion, speculation,
or other unverifiable beliefs (Feigl 2002); and (4) the
process of developing a scientific theory employs
hypothetico-deductive logic, which allows a scien-
tist to craft the theory’s propositions so as to be not
only logical (i.e., consistent with one another, which
is best achieved by expressing the theory mathemat-
ically), but also empirical (i.e., faithfully portraying
the real world, which is best achieved by testing the
theory experimentally). To test the empirical validity
of a theory, hypothetico-deductive logic employs the
deductive logic of the syllogism, in contrast to induc-
tive logic. Additional data collected in observations
of additional portions of the real world would, in the
hypothetico-deductive development of a theory, enti-
tle it to a claim of greater generalizability (specifically,
generalizability to the additional portions of the real
world where the theory has actually undergone suc-
cessful empirical testing).

An emphasis on generalizability is a key feature of
the philosophical tradition of positivism. Positivism’s
“sole aim is to discover invariable universal laws
governing phenomena” and it “seeks to determine
the universal laws governing every observed phe-
nomenon” (Kolakowski 1968, pp. 58–59); here, “uni-
versal” is a synonym for “general” or “generalizable.”
Also, “the natural sciences are nomothetic, charac-
terized by generalizing conceptualization” (Schutz,
quoted above). Combined with the positivist require-
ment that the social sciences must model themselves
on the natural sciences, the positivist account of sci-
ence as nomothetic would require inquiry in the social
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sciences to strive for, as one of its goals, generalizabil-
ity in the form of universal laws of human affairs.

In contrast, the philosophical tradition of inter-
pretivism places no particular emphasis on gen-
eralizability or the striving for universal laws. In
interpretivism, a theory’s pertaining only to the set-
ting where it was developed would not detract from
its validity or scientific status. At the same time,
interpretivism would not prohibit the researcher from
extending his or her theory to additional settings.

A key feature of interpretivism that differenti-
ates it from positivism, and hence also differenti-
ates its approach to generalizability from positivism’s
approach, is that interpretivism acknowledges the
existence of a phenomenon that is not present in the
subject matter studied by the natural sciences. People,
who are integral to the subject matter that a social sci-
entist observes, develop and use their own subjective
understandings of themselves, their setting, and their
history. Therefore, already present in the subject mat-
ter of the social sciences are the meanings that people
create and that they attach to the world around them.
In this sense, subjective meaning is objective reality:
The meanings that human subjects create, communi-
cate, and hold are part and parcel of the real world
that a social scientist receives as the subject matter
under investigation. The presence of humanly cre-
ated, and therefore sometimes contradictory, mean-
ings and socially constructed realities in the subject
matter of the social sciences has no counterpart in the
subject matter of the natural sciences: “The world of
nature, as explored by the natural scientist, does not
‘mean’ anything to molecules, atoms, and electrons”
(Schutz 1962–1966, p. 59).

This feature of the subject matter of the social
sciences leads to the distinction between “first-level
constructs” and “second-level constructs” (Schutz
1962–1966, Van Maanen 1983).5 For example, in
ethnography, Van Maanen explains that first-level
constructs “are the ‘facts’ of an ethnographic inves-
tigation” (p. 39) where the facts include “the sit-
uationally, historically, and biographically mediated
interpretations used by members of the organization

5 Van Maanen uses the equivalent terms “first-order concepts” and
“second-order concepts.”

to account for a given descriptive property” (p. 40).
In other words, the first-level constructs refer to the
understandings held by the observed people them-
selves. In contrast, the second-level constructs refer to
the understanding held by the observing researcher.
Second-level constructs “are those notions used by the
fieldworker to explain the patterning of the first-order
data” and can include “statements about relation-
ships between certain properties observed to covary
in the setting” (p. 40). Van Maanen describes second-
level constructs as “interpretations of interpretations”
(p. 40) because they are the researcher’s constructs
of the first-level constructs. He is also explicit about
labeling the researcher’s constructs as theory: “The
second-order concepts are the ‘theories’ an analyst
uses to organize and explain these [first-level] facts”
(p. 39); “theories developed by ethnographers in the
field have an alterable and fluid character to them”
(p. 51); and “theories are tested, retested, and tested
again in the field” (p. 51).6

Schutz draws attention to the condition that the
second-level constructs—i.e., theory—need to satisfy
the requirements of science (pp. 62–63): “The con-
structs formed by the social scientist are constructs

6 Empirical statements can be viewed as objective or subjective. The
interpretive scholars Schutz (1962–1966), Geertz (1973), and Van
Maanen (1983) all agree that interpretive research involves theory—
second-level constructs—and not just the observing researcher’s
description of the observed people’s first-level constructs. The first-
level constructs (the facts) that the researcher interprets and records
in order to provide a thick description of the lives of the observed
people are, in a sense, just a passing instantiation of the people’s
culture and social structure. In contrast, the second-level con-
structs (theoretical formulations fashioned by the observing scien-
tist) are necessarily more general than the descriptive portrayal of
an instantiation; Geertz asserts categorically (p. 25), “if they are
not general, they are not theoretical.” Hence, generalizability is
an essential feature of interpretive research that endeavors to pro-
vide theory and not just description. Insofar as the interpretive
researcher begins with statements of particulars (the facts) and ends
with a general statement (the theory), this reasoning process is a
form of generalization where this is, in fact, precisely what Yin
calls analytic generalization (1994, quoted above). However, unlike
positivist generalizability whose ideal is universal laws, interpre-
tive generalizability seeks to formulate theory so that it not only
explains what the fieldworker has already observed, but also might
help the same or different researcher to anticipate, or at least not
be surprised by, additional observations subsequently made in the
same setting (Sanday 1983, p. 22).
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of the constructs formed in common-sense thinking
by the actors on the social scene � � � The scientific con-
structs formed on the second level � � �are objective
ideal typical constructs and, as such, of a different kind
from those developed on the first level of common-
sense thinking which they have to supersede � � � .”
Along the same lines, Van Maanen adds (p. 41):
“Second-order conceptions are relevant primarily to
the culture of the researcher, not the researched,”
where the culture of the researcher includes what
Schutz (p. 59) calls “the procedural rules of his [the
researcher’s] science.”

The distinction between first-level constructs and
second-level constructs calls for the social sciences to
adopt methods different from (not necessarily instead
of, but in addition to) those used in the natural sci-
ences. For a researcher who seeks to examine, for
instance, the meaning that the immediate setting has
for the natives in a village or the managers in a corpo-
ration, the researcher employs methods suited to the
observation of first-level constructs, which are meth-
ods for which there is no need and which do not exist
in the natural sciences. In short, the methodological
distinction between first-level constructs and second-
level constructs is a mirror of the distinction between
the perspective of the observed people and the per-
spective of the observing researcher.

A typical and legitimate endeavor in interpretive
research is the study of a single setting. For exam-
ple, an anthropologist can do an ethnography of the
Fox Indians in Iowa (Gearing 1970), where the sci-
entific purpose may legitimately be to learn only
about the Fox. The anthropologist would face no
scientific requirement to produce findings generaliz-
able to other indigenous peoples in North America
(although, of course, the same or a different anthro-
pologist could freely choose to do so). Geertz states
the following about both theory and generalizability
in anthropological studies about culture (Geertz 1973,
pp. 25–26): “The essential task of theory building here
is not to codify abstract regularities but to make thick
description possible; not to generalize across cases but
to generalize within them.”

Generalizing within a setting stands in contrast
to the positivist conception of generalizability, which

pertains to generalizing a theory across different set-
tings and where the ideal result would be “uni-
versal laws governing every observed phenomenon”
(Kolakowski 1968). Where the study of a single set-
ting (e.g., the setting of the Fox in their reservation
in Iowa) is an interpretive researcher’s objective, gen-
eralizing within a setting is not better or worse than,
but simply different from, generalizing across settings
for a positivist researcher.7

There can be many contexts for conceptualizing
generalizability. The methodological contrast between
positivism and interpretivism is familiar to many
IS researchers and provides one good example and
insight into the problems typical in developing
causal theory. Other examples can be developed. For
instance, McKelvey (1982) refers to one kind of science
as a “science of uniformity” (p. 12)—i.e., one seeking
universal laws. In contrast, McKelvey suggests that
there are other forms of theoretical models with sim-
ilar problems but different essential aims. For exam-
ple, taxonomic theory is developed for the purposes
of classifying entities like animals, plants, or organi-
zations. Similarly phylogenic theory regards the evo-
lution of such entities from their ancestors. McKelvey
regards this kind of science as a “science of diver-
sity.” Such theories are concerned with identifying
commonalities shared by groups of entities, while at
the same time establishing differences that distinguish
groups. Generalization is engaged by both sciences,
one regarding generalized similarities in phenomena,
the other regarding generalized differences in phe-
nomena. Taxonomic and phylogenic theories can be
developed and applied with contrasting methods con-
cordant with positivist or interpretive frameworks.
Examples include numerical taxonomic analysis (gen-
erally positivist) or historical analysis (generally inter-
pretive) (McKelvey 1982).

7 An important point is that the distinction between interpretive
research as idiographic and positivist research as nomothetic need
not be a rigid one. Consider that generalizing within a case, as
in the instance of an ethnography of the Fox, could mean con-
ceptualizing the case to be what a statistically oriented researcher
would call the universe or population, across which the interpre-
tive researcher’s theory would need to be generalizable. Where the
single setting itself is the relevant universe for the researcher, inter-
pretive generalizability and positivist generalizability need not be
opposed.
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Given the diversity of contexts in which scientists
generalize, there is a wide variety of ways of con-
ceptualizing generalizability. In the next section we
offer a generalizability framework capable of reaching
across diverse and contrasting scientific traditions.

5. A Framework of Four Types
of Generalizability

The many ideas about generalizability that we have
mentioned suggest a need to bring some order to
the diversity of these ideas. A framework could help
to organize, identify, and classify different types of
generalizability. Such a framework could also offer
a clarification to researchers and their critics as to
the type(s) of generalizability appropriate and inap-
propriate to a specific research effort, and for which
a researcher should and should not strive. Further-
more, with the statistical, sampling-based notion of
generalizability explicitly located in a specific part of a
framework, researchers could then readily see statisti-
cal generalizability as only a subset of generalizability
and as only one among other important notions of
generalizability.

One building block in our framework is a dis-
tinction implicit in the different notions of gen-
eralizability we have examined so far. It is the
distinction between empirical statements and theoret-
ical statements. Empirical statements can refer to data,
measurements, observations, or descriptions about
empirical or real-world phenomena,8 while theoreti-
cal statements posit the existence of entities and rela-
tionships that cannot be directly observed, and hence
can only be theorized.9 Both positivist research and

8 Examples of empirical statements would be (1) the numerical val-
ues of the sample points in statistical sampling, (2) numbers (such
as sample estimates) presented as measurements of characteristics
of a population, (3) a certain variable’s numerical value for an
experimental effect that a researcher observes or predicts that she
will observe after she administers the experimental treatment, and
(4) a case researcher’s thick description of the behaviors of the peo-
ple in a particular organization.
9 In organizational studies, an example of theoretical statements
would be propositions about a particular corporation’s culture and
social structure, which are not directly observable but whose exis-
tence could be theorized from the publicly observable behaviors

interpretive research deal with statements pertaining
to the researcher’s observations, as well as statements
pertaining to the theory that the researcher uses to
explain what he or she observes.

Another building block in our framework is
another distinction also implicit in the different
notions of generalizability we have examined. It is the
distinction between what the researcher is generaliz-
ing from and what the researcher is generalizing to.
For example, Yin (1984, 1994) mentions generalizing
from a sample to a population, from experimental sub-
jects to experimental findings, and from a case study’s
findings to a theory. Generalizing, according to the
definition we cited at the beginning of this essay,
refers to generalizing from particular instances to gen-
eral notions. Positivism, being nomothetic, requires
generalizing from a theory to different settings.

By joining the two building blocks, we recognize
that generalizing can occur in four ways: From empir-
ical statements to other empirical statements, from
empirical statements to theoretical statements, from
theoretical statements to empirical statements, and
from theoretical statements to other theoretical state-
ments. Given the definition of generalize (“to form
general notions by abstraction from particular
instances”), the four different ways of generalizing
indicate that the outputs of generalizing (the “gen-
eral notions”) can be either theoretical statements or
empirical statements, and the inputs to generalizing
(the “particular instances”) can also be either theoret-
ical statements or empirical statements. The result is
the framework that appears in Figure 5.

Type EE Generalizability: Generalizing from
Data to Description
In Type EE generalizability, the researcher generalizes
from empirical statements (as inputs to generalizing)

and actions of the corporation’s employees. In physics and astron-
omy, examples of theoretical statements would be propositions
about subatomic particles and black holes, which do not lend them-
selves to direct observation but whose predicted effects can (if these
theorized entities indeed exist) be observed. For the natural and
social sciences that express theories mathematically, the theoreti-
cal statements could take the form of equations and the empirical
statements would include a dataset to which the equations could
be applied.
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Figure 5 A Generalizability Framework: Four Types of Generalizing and Generalizability
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to other empirical statements (as outputs of gener-
alizing). Type EE reasoning involves generalizability
in two ways: The generalizability of data to a mea-
surement, observation, or other description (such as
a descriptive statistic or a thick description) and the
generalizability of the resulting measurement, obser-
vation, or other description beyond the sample or
domain from which the researcher has actually col-
lected data (such as generalizing to the unsampled
portion of the population or to the people in the

corporation who were not interviewed). In either case,
we regard the product of the generalizing to be a
description.

Consider the earlier example about the perceived
usefulness, U , that a manager associates with a par-
ticular technology, where U is measured on a scale
from 1 to 5. Empirical statements describing the data
or sample points (i.e., the individual values of U

for n different managers in a random sample) could
be “u1 = 3�10�” “u2 = 5�23�” � � � �“un = 4�91�” These
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empirical statements would serve as inputs to the pro-
cess of generalizing, from which the output would
be other empirical statements, such as “the sample
mean of 2.80 serves as an estimate or measurement of
the population mean.” The matter of generalizability
arises in two ways in this example. First, how gener-
alizable are the sample points to the sample estimate?
Second, how generalizable is the sample estimate to
the corresponding population characteristic?

The generalizability of sample points to a sam-
ple estimate depends on whether certain conditions
required by statistical methods are satisfied: In our
case, one condition is that the sampling must be done
in a properly randomized way, and another condition
is that the population being sampled must be nor-
mally distributed if the sample size is small and the
student’s t distribution is to be used instead of the
normal distribution for calibrating statistical signifi-
cance. (Of course, other statistical methods, pertain-
ing to other forms of statistical inference, would pose
other conditions to be satisfied.) If such conditions are
ignored or otherwise not satisfied, the sample points
could not then be properly generalized to a valid sam-
ple estimate. However, if such conditions are satisfied,
an increase in the sample size can, as previously dis-
cussed, lead to an increase in generalizability in the
following way: The generalizability of one sample to
other samples that could be taken from the same pop-
ulation would increase (i.e., there would be improved
generalizability in the sense of reliability) and the gen-
eralizability of the sample points to the sample esti-
mate would increase. An improved level of statistical
significance (i.e., a smaller p-value) would signify this.

The generalizability of a sample estimate to its
corresponding population characteristic is a different
matter altogether. Hume’s truism, as discussed ear-
lier, prohibits the conclusion that an increase in sam-
ple size leads to an increase in the generalizability of
any sample estimate to its corresponding population
characteristic. To conclude otherwise would require
application of the uniformity of nature proposition,
the attempted proof of which would trigger the infi-
nite regress in reasoning identified by Hume. Hence,
with regard to Type EE generalizability in statistical,
sampling-based inference, an increase in the sample
size can increase the generalizability of the sample

points to a sample estimate, but does not increase the
generalizability of the sample estimate to the corre-
sponding population characteristic.

A second example of Type EE generalizability
involves the data or empirical statements describing
a research subject’s responses to the different items
in a measurement instrument, such as one for mea-
suring perceived usefulness, U . A research subject’s
answers (e.g., numerical values on a scale from 1
to 5) to these items would be inputs to the process
of generalizing, from which the output would be a
generalized empirical statement describing the mea-
surement (e.g., “perceived usefulness = 4.17”) for this
person. The generalizability of the data to the mea-
surement depends on whether the requirements of
instrument-validation procedures have been satisfied.
These requirements involve pretest and pilot stud-
ies, content and construct validities, and reliability
(Boudreau et al. 2001, Smith et al. 1996). In the situa-
tion where the measurement instrument has not been
validated, the data collected from a research subject
would lack generalizability to any valid measurement
for that individual.

For a third example of Type EE generalizability, we
turn to ethnography. Van Maanen (1983) recounts his
participant-observation work with some police offi-
cers who made a point of waiting outside a tavern so
as to be in a good position to arrest drunk patrons
who left the tavern by driving away. The officers
explained to Van Maanen that these arrests were nec-
essary for “getting the drunk-hunting sergeant off our
backs for awhile” (p. 45); interestingly, however, in
their previous conversations with Van Maanen they
had presented themselves as autonomous, indepen-
dent actors. From this particular set of field data, an
ethnographer could generalize the description that, in
the world of these officers, autonomy is indeed highly
valued—so much so, in fact, that the officers will con-
jure up busywork to satisfy their sergeant, distract
his attention, and thereby otherwise preserve their
autonomy. Regarding generalizability, the concern is
whether the presentational data (what the informants
say directly in answer to questions from the ethno-
grapher) and operational data (what the ethnogra-
pher observes in the actions and behaviors of the
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informants) can be generalized into a valid, empir-
ical statement. An example of the ethnographer’s
resulting empirical statement could be “autonomy is
highly valued in the eyes of the officers.” Van Maanen
states that “the ethnographer must continually assess
the believability of talk-based information harvested
over the course of a study, an evaluation depen-
dent upon the fieldworker’s interest, skill, and good
fortune in uncovering lies, areas of ignorance, and
the various taken-for-granted features of the studied
organization” (pp. 50–51). Data receiving the ethnog-
rapher’s favorable assessment would be generalizable
to a valid descriptive statement (which, in turn, could
become part of a larger thick description). In contrast,
data receiving no such assessment would lack gener-
alizability to any valid descriptive statement.

The generalizability of data to a descriptive state-
ment is distinct from the generalizability of the
descriptive statement to portions of the domain that
the ethnographer has not observed. Specifically, in our
example, would an increase in the number of offi-
cers whom the ethnographer observes serve either
to establish or improve the generalizability of the
descriptive statement, “autonomy is highly valued in
the eyes of the officers,” to all those other officers
whom the ethnographer has not observed? An affir-
mative answer would trigger the infinite regress iden-
tified in Hume’s truism. In other words, no descrip-
tive statement (whether quantitative or qualitative) is
generalizable beyond the domain that the researcher
has actually observed.

Finally, Yin’s concept of Level-1 inference (see
Figure 1) also falls under the heading of Type EE
generalizability. Level-1 inference can involve using
sample estimates (such as the sample mean) as mea-
surements of the corresponding population charac-
teristics (such as the population mean)—where our
earlier discussion concluded that a large sample size
does not establish the generalizability of sample esti-
mates to population characteristics, but can only
establish the generalizability of the sample points
to the sample estimate. Level-1 inference can also
involve the use of data describing the attributes of
research subjects in an experiment as a basis on which
to generalize empirical statements about the exper-
imental findings. To the extent that an experiment

uses statistical, sampling-based methods where each
research subject represents a sample point, our dis-
cussion of statistical, sampling-based generalizability
applies: Increasing the size of the sample of research
subjects does not improve or even help to establish
the generalizability of the experimental findings to
the population from which the research subjects are
sampled, but can only help to improve or establish
the generalizability of the data describing the research
subjects to the findings of this particular experiment.

All of the preceding examples illustrate how
Type EE generalizability recognizes and differenti-
ates the generalizability of the data forming the basis
of a measurement, observation, or other description
and the generalizability of the resulting measurement,
observation, or other description beyond the domain
from which the data were collected.

Type EE generalizability nonetheless provides a
useful perspective for exposing the very limited realm
where statistical, sampling-based generalizability is
relevant. Not only is statistical, sampling-based gen-
eralizability a subset of Type EE generalizability, but
also, Type EE generalizability itself is, in turn, a sub-
set of the overall generalizability framework (as pre-
sented in Figure 5), where it is one of four types
of generalizability. The framework is therefore use-
ful for, among other things, summarily demonstrating
that statistical, sampling-based generalizability is not
a general form of generalizability. It is a special case
of generalizability. For many IS researchers, such as
those identified in Table 1 above, this demonstration
has the benefit of liberating them to take advantage
of additional forms of generalizability.

Type ET Generalizability: Generalizing from
Description to Theory
In Type ET generalizability, the researcher generalizes
from empirical statements (as inputs to generalizing)
to theoretical statements (as outputs of generaliz-
ing). Under this category of generalizability, we may
classify certain conceptions of generalizability offered
by Yin (1984, 1994); Walsham (1995b); Klein and
Myers (1999); Glaser and Strauss (1967); Strauss and
Corbin (1998); and Eisenhardt (1989). Analogous to
our discussion on Type EE reasoning, we pose that
Type ET reasoning can also involve generalizability
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in two ways: The generalizability of measurements,
observations, or other descriptions to theory, and the
generalizability of the resulting theory beyond the
sample or domain that the researcher observes (such
as the unsampled portion of the population or the
parts of the organization where the field worker has
neither conducted interviews nor collected data in
other ways).

Yin (1984, 1994) provides three synonyms for gen-
eralizing from empirical to theoretical statements:
“Analytical generalization,” “Level-2 inference,” and
“generalizing to theory.” Yin offers the following
examples of generalizing from empirical to theoretical
statements (see Figure 1): Generalizing from exper-
imental findings to theory, generalizing from case
study findings to theory, and generalizing from pop-
ulation characteristics to theory. We add the follow-
ing details to Yin’s examples: Empirical descriptions
serving as inputs to the process of generalizing could
specify, for example, the measurements of the effect of
a treatment administered in a particular field experi-
ment; the rich details in a case study of a particular
corporate headquarters; or the sample estimates of the
population characteristics of workers in a particular
geographic region. The resulting theoretical state-
ments could comprise, respectively, a theory posit-
ing new variables and the relationships among them
that would explain the experimental effect that was
measured in the field experiment; a theory explaining
the corporate headquarters’ social structure and cul-
ture that would account for the behaviors and actions
noted in the thick description of the case study; or a
theory explaining the underlying labor market forces
that would result in the levels of the population char-
acteristics that the sample estimated.

Yin focuses on case studies. For empirical descrip-
tions in a case study to be generalizable to a valid the-
ory, Yin prescribes the use of procedures that involve
what he calls multiple sources of evidence, a case
study database, and member checking—all of which
would help to ensure the quality of the descriptions.
However, the generalizability of the resulting theory
beyond the case actually observed is a different mat-
ter. To claim that a theory will remain valid beyond
the observed case (i.e., capable of generalizing valid
descriptions of field settings not yet observed) would

require accepting the uniformity of nature proposi-
tion, the validity of which is unestablished and the
attempted proof of which would trigger the infinite
regress identified in Hume’s truism. Hence, a theory
generalized from the empirical descriptions in a par-
ticular case study has no generalizability beyond the
given case. This particular lack of generalizability is
not only a feature of qualitative studies, but also sta-
tistical, sampling-based studies. Generalizing beyond
the given field setting in case research corresponds
to generalizing beyond the given population in sta-
tistical research. Sample points may be generalized
to sample estimates of population characteristics, but
certainly have no generalizability beyond the given
population.

Although Yin’s case research method is consid-
ered to be positivist, his concept of analytical gen-
eralization has received attention and approval from
a prominent interpretive IS researcher, Walsham
(1995b). Walsham accepts Yin’s notion of generalizing
to theory and extends it to four types of general-
ization. Walsham explains (pp. 70–80) that, begin-
ning with the facts or the rich description of a case,
the researcher can generalize to concepts, to a the-
ory, to specific implications, or to rich insight. All
four of Walsham’s examples involve generalizing
from empirical statements (reflecting the observations
made in a case study) to theoretical statements (con-
cepts, theory, specific implications, and rich insight).

Klein and Myers (1999) also recognize the process
of generalizing from empirical statements to theo-
retical statements. Whereas they acknowledge that
“interpretive research values the documentation of
unique circumstances,” they also emphasize, “it is
important that theoretical abstractions and general-
izations should be carefully related to the case study
details as they were experienced and/or collected
by the researcher � � � �” They add: “The key point
here is that theory plays a crucial role in interpre-
tive research, and clearly distinguishes it from just
anecdotes” (p. 75). For them, generalizing from idio-
graphic details to theory is so important that they ele-
vate it to one of their seven principles for assessing
interpretive field work: The principle of abstraction
and generalization.
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Long before the work of Yin, of Walsham, and
of Klein and Myers, there was the qualitative
method that Glaser and Strauss (1967) established,
“grounded theory.” It embodies the idea that theory
is grounded in descriptive categories and relation-
ships that emerge from properly collected and coded
data, where the use of theoretical preconceptions or
prior theory is minimized so as not to force the
emergence of a theory. This squarely fits the phrase
“generalizing to theory” and the phrase “generalizing
from empirical statements to theoretical statements.”
Grounded theory has evolved in different directions
(Glaser 1992, Strauss and Corbin 1998), where the dif-
ferences reside in how to operationalize the emer-
gence or grounding of theory, not in the idea that
theory emerges from observations.

Eisenhardt (1989) describes how to build theories in
case study research, where she explicitly subscribes to
Yin’s case study method and to Glaser and Strauss’s
grounded theory. Paré and Elam (1997) operational-
ize Eisenhardt’s theory-building framework for IS
research. Eisenhardt’s framework for building theo-
ries is a framework for generalizing empirical descrip-
tions to theory.

In summary, the notion of the generalizability of
empirical descriptions to theory is well developed.
Hence, criticisms that case studies and qualitative
studies are not generalizable would be incorrectly rul-
ing out the generalizability of empirical descriptions
to theory. Furthermore, such criticism could be incor-
rectly presuming that statistical generalizability is the
only form of generalizability.

Type TE Generalizability: Generalizing
from Theory to Description
Business-school researchers are interested not only in
pure or basic research—the development, testing, and
confirmation of theories—but also in the utility of
their theories in the actual business settings of exec-
utives, managers, consultants, and other practition-
ers. The particular organization where a practitioner
wishes to apply an academically developed theory
is likely not to be the same setting where the aca-
demic researcher collected her data when developing
and testing her theory. Hence, the generalizability of

a theory to a description of the results that the practi-
tioner would observe if he were to use the theory in a
new setting—i.e., a setting other than the one(s) where
the theory was empirically tested and confirmed—
is arguably the most important form of generaliz-
ability in business-school research. Figure 5 refers to
this as Type TE generalizability, which involves gen-
eralizing from theoretical statements (in particular, a
theory that has already been developed, tested, and
confirmed, such as one reported in a published jour-
nal article) to empirical statements (here, descriptions
of what the practitioner can expect to observe in his
specific organization if he were to apply the theory).

Type TE generalizability happens to be closely
related to empirical testing in the following way. The
empirical testing of a theory can involve applying
the theory (as the major premise in a syllogism) to a
set of initial conditions (i.e., the minor premise, con-
sisting of empirical statements that describe the con-
ditions observed in the experimental or field setting
before the experimental treatment is administered),
resulting in the conclusion (i.e., predictions, which
are empirical statements describing what should be
observed at the end of the experiment if the theory
is true). In IS research, the experimental treatment
is often the introduction of an information technol-
ogy (e.g., an enterprise software, a group support sys-
tem, a CASE technology). However, the validity of
the theory in a new setting (e.g., a field setting other
than the one[s] where the theory has been empiri-
cally tested) would remain an open question. On what
basis may a researcher (or a practitioner reading about
the researcher’s theory in a published journal arti-
cle) justify the claim that a theory, already empirically
tested and confirmed in one setting, is generalizable
to the new setting?

The only way in which a researcher (or practitioner)
may properly claim that the theory is indeed general-
izable to the new setting would be for the theory to be
actually tested and confirmed in the new setting. This
would involve making a comparison between what
the theory would describe as happening in the new
setting and what is actually observed as happening in
the new setting. This is the procedure advocated by
Lee (1989), who attributes it to Campbell (1975).
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However, practitioners who read a theory reported
in a journal article do not necessarily have the time,
resources, or desire to perform a scientific test of
the theory in the setting of their own companies
prior to their actual application of it. The neces-
sity and urgency of managing real-world problems,
hence, suggest a look at the possibility of relaxing
the requirements of strict scientific procedures. For
instance, this could involve assuming that the unifor-
mity of nature proposition is correct (which, in turn,
would obviate the need to retest a previously con-
firmed theory in a new but similar setting), but mak-
ing this assumption would mean violating Hume’s
truism and, hence, also accepting the responsibility
for the possibility that the assumption fails. And,
whereas this discussion has concentrated on positivist
theory, Hume’s truism makes no distinction between
positivism and interpretivism and, therefore, is no
less problematic for an interpretive theory that faces
real-world application in a new context (i.e., a set-
ting where it was not developed or tested).10 An irony
is that a scientific researcher’s departure from any
scientific requirement can give the appearance that
university-based scientific researchers, who appeal to
the authority of science to legitimize their voice in
the practitioner world, are not practicing what they
preach. In the section, “Discussion and Illustration,”
we will return to a discussion of the responsibility
that the practitioner and the researcher both need to
take in applying theory to new settings—in particu-
lar, settings where a theory has not been empirically
tested and confirmed.

Type TT Generalizability: Generalizing from
Concepts to Theory
In Type TT generalizability, a researcher generalizes
from theoretical propositions in the form of concepts

10 In older disciplines such as anthropology and sociology, which
are pure rather than applied sciences, interpretive theories have
been crafted to be idiographic rather than nomothetic, so the gener-
alizability issue that Hume’s truism raises has not been a concern.
However, for business-school disciplines such as information sys-
tems, the utility of theories in the management of real-world prob-
lems is the raison d’être of much research, whether the theories are
positivist or interpretive. This renders Hume’s truism both relevant
to and problematic for interpretive IS research.

(such as a variable, an a priori construct, or another
concept) to the theoretical propositions that make
up a theory (specifically, a set of logically consis-
tent propositions that, pending the results of empir-
ical testing, could qualify as a theory). DeLone and
McLean (1992) draw attention to a problem, spe-
cific to IS research, in Type TT generalizability. They
observe six very different ways in which different IS
research studies have conceptualized the dependent
variable, IS success; they are system quality, informa-
tion quality, information use, user satisfaction, indi-
vidual impact, and organizational impact. Because of
the inconsistent or unreconciled conceptualizations of
this dependent variable, one may argue that it is not
yet capable of supporting theoretical generalizations
across different studies or even within a study. Much
the same can be said about information technology
in the role of the independent variable in IS theo-
ries. The wide-ranging instantiations of information
technology (e.g., the Internet, ERP systems, word-
processing packages, fax machines, telephones, and
even nonelectronic information technologies such as
written text) may lead one to question if this variable
indeed refers to the same phenomenon across differ-
ent IS research studies. Because of the varied concep-
tualizations or underconceptualization of information
technology as a variable, one may argue that it too is
as yet incapable of supporting theoretical generaliza-
tions, either within a study or across different studies.

Another form of generalizing from concepts to the-
ory would be the formulation of a theory based on the
synthesis of ideas from a literature review. Such theo-
ries can appear in what Zmud (1998) calls “pure the-
ory” manuscripts, where Zmud points to the Academy
of Management Review for examples. However, there
are presently no explicit, general criteria for assessing
the capability of variables, constructs, or other con-
cepts to be generalized or otherwise developed into a
theory.

6. Discussion and Illustration
A study useful for anchoring a discussion and illus-
tration of the generalizability framework is “Gender
Differences in the Perception of E-Mail: An Extension
to the Technology Acceptance Model,” conducted by
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Gefen and Straub (1997). It “extends the TAM model
(Davis 1989) and the SPIR addendum (Straub 1994)
by adding gender to an IT diffusion model” (p. 389).
The resulting theory (henceforth, the extended the-
ory), formulated and tested by Gefen and Straub, has
these variables: Perceived usefulness, perceived ease
of use, level of system use (from Davis 1989), social
presence/information richness or SPIR (from Straub
1994), and gender. The extended theory posits specific
direct relationships among these variables. Gefen and
Straub’s claim is that gender makes a difference in
the level of system use. In testing the extended theory
with evidence from “only” three firms, the Gefen and
Straub study opens itself up to the same criticisms
regarding generalizability as did the qualitative case
studies cited in Table 1. At the same time, the Gefen
and Straub study also uses quantitative data for statis-
tical hypothesis testing. Hence, the Gefen and Straub
study is useful for addressing a number of different
aspects of generalizability. Using survey evidence on
the use of e-mail, Gefen and Straub conclude that gen-
der does make a difference to system use.

Because of the importance that Type TE generalizabil-
ity (which involves generalizing from theory to descrip-
tion) has for real-world applications of theory, we
will emphasize this type of generalizability in our
discussion of Gefen’s and Straub’s (1997) example.
This refers to the capability to generalize Gefen’s
and Straub’s extended theory to descriptions of what
would happen in settings other than the three firms
that they observed. On this note, Gefen and Straub
themselves are not encouraging: “From the stand-
point of external validity, the study gathered data
from three firms in one industry across three coun-
tries, which, per force, limits the generality of the
results.” Their logic is that if they had sufficiently
increased the number of firms11 from which they col-
lected their data, then the problem of the limited
“generality of the results” could have been resolved.
There are two caveats that we add to their logic.

First, even if Gefen and Straub (1997) had empiri-
cally tested and confirmed their extended theory in an
overwhelming number of different firms, one would

11 One may say the same about the number of industries and the
number of countries.

be able to claim only that the theory is generaliz-
able to these firms and no others. This is a conse-
quence of Hume’s truism. For scientific researchers to
go beyond this claim—for example, by applying the
unfounded uniformity of nature proposition to assert
that the theory is generalizable to other organizational
settings that are similar to any of the firms where the
theory was confirmed—would require the researchers
to depart from the authority of science as the basis
for their expertise and the basis for action. It would
be the ethical responsibility of editors and authors to
make this caveat explicit to practitioners, who are the
intended recipients of the research. At the same time,
it would be ironic for scientific researchers to violate
their allegiance to science when recommending their
research to practitioners. This is a dilemma that can-
not be resolved in this essay, but action research sug-
gests how it could be managed—a matter to which
we will return at the end of this section.

The second caveat is that Gefen and Straub (1997)
would need to redo their empirical testing so that it
examines just one firm at a time. In their study, they
tested their hypotheses with data combined across
the three organizations. The combining of the data,
however, makes it possible for the extended theory
to survive hypothesis testing in the situation where,
for instance, the extended theory is false in one set-
ting but true in the two others, with the evidence
in the latter two overwhelming the evidence in the
first. To make the claim that a theory can be general-
ized to a particular setting requires that it be empir-
ically tested in that setting. For Gefen and Straub’s
study, this would mean breaking up their overall sam-
ple into three parts, where each part contains sample
points collected from just one of the three firms. This
would necessarily result in three samples sizes, each
one of which is smaller than the total sample size that
Gefen and Straub used in their study. For Gefen and
Straub, this would lead to the additional complica-
tion in which the smaller sample sizes would have the
unfavorable effect of diminishing the generalizabil-
ity of the sample points to the sample estimate (i.e.,
worsened levels of statistical significance), which is
an instance of the larger category of Type EE generaliz-
ability and which involves the generalizability of data to
measurement, observation, or other descriptions. Statistical
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methods themselves do not prohibit the combining
of data across organizational settings; however, the
added requirement of establishing Type TE general-
izability requires that empirical testing be conducted
within, not across, individual organizational settings.
This in turn would require, for each organizational
setting, a sample size sufficiently large to allow for
statistical significance. Note, however, that neither
increasing the sample size in each organizational set-
ting nor increasing the number of such organizational
settings may ever overcome Hume’s truism. A theory
may never be scientifically generalized to a setting where
it has not yet been empirically tested and confirmed.

Though Gefen’s and Straub’s (1997) study is posi-
tivist, two major points in our discussion so far also
apply to interpretive research. First, a necessary step
in making a theory generalizable to different organi-
zational settings is that the theory—whether positivist
or interpretive—be examined in each of these orga-
nizational settings separately. Second, the dilemma
between scientific validity (complying with Hume’s
truism) and practical impact (applying a theory in
a new organizational setting) makes no distinction
between positivist theory and interpretive theory.

A third major point is that statistical, sampling-
based generalizability remains as valid a concept as
ever. However, the Gefen and Straub example illus-
trates the limits of the domain of this concept: It is
relevant when considering Type EE generalizability,
not TE generalizability.

A few more remarks about Type EE generalizabil-
ity are in order. First, Gefen and Straub (1997) do
not report how random or representative their sample
is. Hence, the generalizability of their sample points
to sample estimates (which are “betas” measured
through the statistical technique of PLS) is unknown.
Second, if their sample is indeed representative, then
one may claim that the sample points are generaliz-
able to the sample estimates in three of the four cases
of Gefen’s and Straub’s hypothesis testing; in these
three cases, the levels of statistical significance were
0.05 or better. Third, because Gefen and Straub were
careful to use validated instruments in their survey,
the data that they collected from each survey respon-
dent were generalizable to valid measurements for
that individual.

Also requiring discussion are Type ET generalizability
and Type TT generalizability, the explicit consideration
of which could benefit Gefen’s and Straub’s (1997)
extended theory. There are a number of ways in which
Type ET generalizability—which involves generalizing
from empirical statements to theoretical statements—can
be relevant to Gefen’s and Straub’s research. First, one
might suggest that they could have conducted a field
study (resulting in rich empirical statements) so as
to formulate a better model (better theoretical state-
ments, resulting from the rich empirical statements)
prior to their quantitative data collection and statis-
tical testing. Such a suggestion, however, would run
counter to established positivist conventions and be
inappropriate and simply unfair—as would be a sug-
gestion that an interpretive case study be reframed
as a statistical experiment. A better suggestion would
be for a follow-up case study that focuses on how
and why Gefen’s and Straub’s fourth hypothesis
(“Women’s use of e-mail will be greater than that of
men”) received no empirical support. If the case study
is performed in a recognized manner (e.g., accord-
ing to Yin’s case study procedures), then the result-
ing empirical statements could be considered valid,
and hence constitute material from which to general-
ize theoretical statements that embody a refinement
of Gefen and Straub’s original extended theory. The
validity and generalizability of the new theory would,
of course, then need to be established (perhaps in
yet another study, which could be statistical) through
empirical testing.

Type TT generalizability, which involves general-
izing a variable, construct, or other concept to a the-
ory, becomes relevant to Gefen and Straub (1997) in
their generalizing of different concepts taken from
the research literature (concepts such as gender, cul-
ture, and perceived usefulness) to their extended
model. One might question how ready these concepts
are for being generalized to a new theory; however,
research methodologists have not yet provided a way
to answer such a question.

Finally, what might scientific researchers do so that
they may recommend their theories for application in
new settings, where the theories have not yet been
empirically tested and confirmed in those settings?
One possibility would be for the researchers who
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make, and the practitioners who accept, such rec-
ommendations to share responsibility for any unfa-
vorable outcome. Providing a model for this would
be action research, where practitioners and scien-
tific researchers work as a team, share responsibil-
ity, regard the theory as tentative, apply it, and then
improve it over successive cycles of application and
reflection until the practitioner-defined problem is
adequately addressed. Examples of action research
in information systems are Straub and Welke (1998)
and Baskerville and Stage (1996). The process of
action research suggests that the ability of a the-
ory to be generalized to a new setting could also
depend on factors outside the theory itself: The suc-
cessful forming of a researcher-practitioner team; the
sharing of responsibility by the team members; the
ability of the researchers to express the scientific
theory in practitioner-understandable ways; the abil-
ity of the practitioners to express the business prob-
lem in researcher-understandable ways; the sharing
of the understanding that their application of the the-
ory serves both as an empirical test of it and as a
means of solving the practitioner-defined problem;
and the sharing of the attitude that they have the
purpose of learning from the application-reflection
cycles and continually refining the theory, at least
until the practitioner problem is solved. In this man-
ner of using theory in practice, there is a social process
for testing, refining, and hence circumspectly gener-
alizing the theory to a setting where it was not pre-
viously developed or tested. For the future, action
research teams might consider additionally reflecting
on their experience in generalizing a scientific theory
to descriptions (i.e., descriptions of what the action
research team expects to observe in their organization
upon applying the theory) so as to contribute to the
eventual development of guidelines that other action
research teams, or even practitioners alone, could use
for applying theory in new settings. The development
and the “beta testing” of such guidelines might even
justify a new, major research stream.

7. Conclusion
In a case study, the researcher may appropriately
strive to develop a theory that is generalizable within

the case setting. In a statistical study, the researcher
may appropriately test a theory with the help of mea-
surements of population characteristics through sam-
ple points that are generalizable to sample estimates.
In neither case, however, would it be appropriate
to criticize a theory for a lack of generalizability to
other settings; the reason is that, as a consequence
of Hume’s truism, a theory may never be general-
ized to a setting where it has not yet been empir-
ically tested and confirmed. Along the same lines,
neither an increase in the sample size in a statis-
tical study nor an increase in the number of sites
in a multisite case study would be an indicator of
greater generalizability of a theory to new settings.
And the suggestion that a theory developed in a qual-
itative case study can achieve greater generalizability
to new settings through an increase in its sample size
would involve the double error of violating Hume’s
truism and conflating Type TE generalizability and
Type EE generalizability. Whether research is con-
ducted quantitatively or qualitatively, there is only
one scientifically acceptable way to establish a the-
ory’s generalizability to a new setting: It is for the
theory to survive an empirical test in that setting.

Researchers have been using (or, in effect, gener-
alizing) the term “generalizability” to refer to many
different concepts, some of which go beyond the
Oxford English Dictionary’s definition and have caused
considerable confusion. Consider that the type of
generalizability that case studies have been incor-
rectly singled out for lacking—Type TE generalizabil-
ity, which involves generalizing a theory confirmed
in one setting to descriptions of other settings—refers
to reasoning from theoretical statements to empirical
statements, which is actually deduction, not induc-
tion. Indeed, such reasoning is the opposite of the
OED definition of generalize, which is “to form gen-
eral notions by abstraction from particular instances.”
In this light, if there is a quality of case studies that
might merit criticism, it would be a lack of “par-
ticularizability,” as it were, rather than generalizabil-
ity. Our generalizability framework is an attempt to
bring some clarity to the many different concepts in
the scholarly discourse on generalizability. Additional
methodological research on generalizability itself can
be helpful in advancing the development of scientific
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theories, particularly the development of theories rel-
evant in real-world settings.
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