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#### Abstract

Random regular graphs play a central role in combinatorics and theoretical computer science. In this paper, we analyze a simple algorithm introduced by Steger and Wormald [10] and prove that it produces an asymptotically uniform random regular graph in a polynomial time. Precisely, for fixed $d$ and $n$ with $d=O\left(n^{1 / 3-\varepsilon}\right)$, it is shown that the algorithm generates an asymptotically uniform random $d$-regular graph on $n$ vertices in time $O\left(n d^{2}\right)$. This confirms a conjecture of Wormald. The key ingredient in the proof is a recently developed concentration inequality by the second author.

The algorithm works for relatively large $d$ in practical (quadratic) time and can be used to derive many properties of uniform random regular graphs.


## 1 Introduction

One of the most important and interesting models for random graphs is the model of random regular graphs. The study of this model has been pursued by a large number of researchers for decades. Random regular graphs have been playing a crucial role in theoretical computer science, especially in the theory of expanders. For instance, it is now known that a uniform random $d$-regular graph has asymptotically the best possible expansion rate, namely, the second eigenvalue of it is almost surely $(2+o(1)) \sqrt{d}$, for any constant $d$ (see [3]). For more information, the reader is referred to a recent survey by Wormald [12], which contains lots of results, questions, and more than one hundred references. Here and later, by graphs we always mean simple graphs, that is, without loops and parallel edges.

Fix a pair of positive integers $1 \leq d<n$ and let $S(n, d)$ be the set of all simple $d$-regular graphs on a set of $n$ vertices. The uniform random $d$-regular graph $G_{n, d}$ is obtained by sampling with respect to the uniform distribution from $S(n, d)$. The probability of each simple $d$-regular graph is thus $1 /|S(n, d)|$. Since $n d$ is twice the number of edges in $G_{n, d}$, we always assume $n d$ is even.

Despite an extensive study, a very fundamental, and perhaps practically the most important, question concerning random regular graphs has not yet been answered in a satisfactory way:

[^0]Question. How do we generate a uniform random regular graph?
Besides its obvious practical importance, the above question is also critical from the theoretical point of view, as it is difficult to study properties of random regular graphs (or any random objects) without knowing how to generate them.

By definition, the most straightforward method is making a list of all (simple) regular graphs and then choosing one uniformly at random from the list. This, unfortunately, could never be done in practice, as the number of regular graphs is huge (see Section 3 for an asymptotic estimate).

A better approach is to follow the configuration model proposed by Bollobás [1], and Bender and Canfield [2]. In order to generate a uniform random $d$-regular graph on $n$ vertices, we consider a family of $n$ sets of size $d$. Each set may be regarded as a set of $d$ copies of each vertex. All together there are $n d$ points, or $n d$ copies of the vertices. Draw a uniform random perfect matching on these copies and connect two vertices $i$ and $j$ if the matching contains an edge consisting of copies of $i$ and $j$. It is easy to see that the resulting multigraph is $d$ regular and the distribution, conditioned on the graph being simple, is uniform. It is known that if $d$ is a constant then the probability of being simple is bounded by a positive constant, uniformly in $n$. This, however, is no longer true if $d$ is large, for instance $\log n$ or $n^{a}$, so that most of the time one gets a non-simple graph. More precisely, it has been shown [12] that the probability is about $\exp \left(-\frac{d^{2}}{4}\right)$, which tends to 0 extremely fast in $d$. Even for a modest parameter such as $d=14$, one, in expectation, has to try $e^{49}>10^{20}$ times until he or she obtains a simple graph. This clearly rules out the possibility of using this approach in practice unless $d$ is very small. From the theoretical point of view, the configuration model is not very useful if $d \gg \log n$, as one has to beat the failure probability $\exp \left(-\frac{d^{2}}{4}\right)$. For more discussion about this point, we refer to Wormald's survey [12]. In [7], McKay and Wormald gave an algorithm with polynomial running time which generates uniform random regular graph with degree $d=O\left(n^{1 / 3}\right)$. However, Steger and Wormald [10] pointed out that this algorithm is rather complicated to implement.

For many practical and theoretical purposes, it is usually sufficient to generate random $d$-regular graphs which are asymptotically uniform. After all, most statements we want to prove about a random model are of an asymptotic nature. It has turned out that allowing asymptotically uniform distributions makes the problem more feasible.

A natural way to generate an asymptotically uniform random regular graph is to use the Markov chain technique. This was done by Jerrum and Sinclair [4], using their algorithm for generating random perfect matchings in dense graphs. On the other hand, although the algorithm is proved to be in $\mathbf{P}$, its running time is $\Omega\left(n^{10}\right)$, which is only theoretically polynomial. Moreover, it seems to us that it is very hard to prove properties of random regular graphs based on this algorithm.

More recently, a faster and very practical algorithm was analyzed by Steger and Wormald [10], following an earlier work of Ruciński and Wormald [9]. This algorithm is a natural refinement of the configuration model algorithm of Bollobás, and Bender and Canfield. Again let us consider a set $V$ of $n d$ points which is the union of $n$ disjoint sets of size $d$. We want to construct a perfect matching which does not give rise to loops and parallel edges. We achieve this by building the matching one edge at a time. First of all, we never pick
an edge which creates a loop. Namely, we never pick an edge with both ends in the same set of size $d$. Assume that a bunch of edges are picked. In the next step, we only pick an edge which does not create a parallel edge, namely, we ignore all the edges connecting two sets $I$ and $J$ after some $i \in I$ and $j \in J$ are connected for the first time. An edge is called suitable if it creates neither a loop nor a parallel edge. When we pick an edge, we pick it with respect to the uniform distribution over the set of all suitable edges. At the end, we obtain a random perfect matching, which provides a simple, $d$-regular random graph. The implementation of the algorithm is straightforward and its running time is only $O\left(n d^{2}\right)$ (see [10]), which is sub-quadratic for $d \ll n^{1 / 2}$. The only matter here is the distribution of this random graph.

Steger and Wormald [10] proved that if $d=o\left(n^{1 / 28}\right)$, then the distribution in question is asymptotically uniform. Wormald [12] conjectured that the distribution is still asymptotically uniform for any $d$ significantly less than $n^{1 / 3}$.

The first purpose of this paper is to prove this conjecture. This way, we obtain a very fast method to generate asymptotically uniform random regular graphs with degree up to $n^{1 / 3-\varepsilon}$, for any positive constant $\varepsilon$. Our result also has a considerable theoretical value, as we can rely on the algorithm to prove many highly non-trivial properties of uniform random regular graphs. In fact, it was shown, using a weaker version of this result, that if $\log n \ll d \leq n^{1 / 3-\varepsilon}$, then the random regular graph $G_{n, d}$ behaves very much like the (non-regular) Erdős-Rényi's random graph $G(n, p)$ of the same density [6]. Among others, it follows immediately that in this range of $d, G_{n, d}$ almost surely contains a hamiltonian cycle, since the Erdős-Rényi graph with density significantly $\operatorname{larger}$ than $\log n / n$ has this property. The interested reader is referred to [6] for a precise statement.

The other purpose of the paper is to introduce a further application, via the proof, of a recently developed concentration inequality by the second author [11], which can be applied for functions with large Lipchitz coefficients, a situation where standard tools such as Azuma's and Talagrand's are ineffective. This concentration result plays a critical role in the proof. We will partly follow the somewhat natural approaches in [10] and then use the concentration result together with more sophisticated analysis.

In the whole paper, $\operatorname{Pr}$ denotes probability and $\mathbb{E}$ denotes expectation. $1_{X}$ is the characteristic function of the event $X: 1_{X}=1$ if $X$ occurs and $1_{X}=0$ otherwise. The asymptotic notation is used under the assumption that $n$ tends to infinity. All logarithms have the natural base.

## 2 The algorithm and the result

Let $N(d, n)$ be the number of $d$-regular graphs on $n$ vertices. McKay and Wormald [8] have shown that for $d=o\left(n^{1 / 2}\right)$

$$
N(d, n)=\frac{(n d)!}{\left(\frac{1}{2} n d\right)!2^{n d / 2}(d!)^{n}} \exp \left(\frac{1-d^{2}}{4}-\frac{d^{3}}{12 n}+O\left(\frac{d^{2}}{n}\right)\right)
$$

Consider the set $S(n, d)$ of all $d$-regular graphs on $n$ points equipped with the uniform distribution. The (uniform) probability of each graph in $S(n, d)$ is $p_{u}=1 / N(d, n)$.

Let us now describe the algorithm:

## Algorithm $A$.

(I) Start with a set $\mathbf{U}$ of $n d$ points ( $n d$ even) partitioned into $n$ groups of size $d$.
(II) Repeat the following until no suitable pair can be found. Choose two random points $i$ and $j$ in $\mathbf{U}$ and if $i j$ is suitable, pair $i$ with $j$ and delete them from $\mathbf{U}$.
(III) Create a graph $G$ with an edge from $r$ to $s$ if and only if there is a pair containing points in the $r^{t h}$ and $s^{t h}$ groups. If $G$ is regular, output it, otherwise return to step (I).

Throughout the paper, $\operatorname{Pr}_{A}(G)$ denotes the probability that the output of $A$ is a particular graph $G$. In [10], Steger and Wormald analyzed the above algorithm and proved the following theorem.

Theorem 2.1 If $d=o\left(n^{1 / 28}\right)$, then for every simple $d$-regular graph $G$ on $n$ vertices

$$
\operatorname{Pr}_{A}(G)=(1+o(1)) p_{u}
$$

Our goal is to extend the above result for larger $d$. We shall prove
Theorem 2.2 For any positive constant $\varepsilon<1 / 3$ the following holds. For any $d \leq n^{1 / 3-\varepsilon}$ and any simple d-regular graph $G$ on $n$ vertices

$$
\operatorname{Pr}_{A}(G)=(1+o(1)) p_{u}
$$

The rest of the paper is devoted to the proof of Theorem 2.2. The next two sections describe the main ideas of the proof. In particular, we shall state a series of properties which imply Theorem 2.2 (see Section 4). The essential technical ingredient, the new large deviation inequality, will be presented in Section 5. The remaining sections of the paper are devoted to the proofs of the properties stated in Section 4.

## 3 Preliminaries

It is well-known (and easy to check) that for each $d$-regular graph $G$, there are exactly $(d!)^{n}$ different simple perfect matchings on $\mathbf{U}$ which give rise to $G$. (A perfect matching is simple if it gives rise to a simple regular graph.) So to prove Theorem 2.2, it suffices to show that if $d$ satisfies the assumption of the theorem, then for any simple perfect matching $M$

$$
\begin{equation*}
\operatorname{Pr}_{A}(M)=(1+o(1)) \frac{\left(\frac{1}{2} n d\right)!2^{n d / 2}}{(n d)!} \exp \left(\frac{d^{2}-1}{4}\right) \tag{1}
\end{equation*}
$$

Consider an ordering $\mathcal{M}=x_{1}, \ldots, x_{n d / 2}$ where $x_{m}$ are the edges of $M$. Assume that the first $m$ edges of $\mathcal{M}$ are obtained and let $G_{m}(\mathcal{M})$ be the graph formed by the projection of these edges. Thus $G_{m}(\mathcal{M})$ is a subgraph of $G$. To count the number of suitable edges, notice that there are $\binom{n d-2 m}{2}$ ways to form an edge. However, an edge is suitable if and only if it does not join two vertices that come from the same group or two vertices that come from two already adjacent groups. The number of edges of the first type is $\Delta_{m}^{[1]}(\mathcal{M})=\sum_{u}\binom{d-d_{u}}{2}$ and the number of unsuitable edges of the second type is $\Delta_{m}^{[2]}(\mathcal{M})=\sum_{u \sim_{G_{m}(\mathcal{M})}}\left(d-d_{u}\right)\left(d-d_{v}\right)$,
where $d_{u}$ is the degree of $u$ in $G_{m}(\mathcal{M})$. Set $\Delta_{m}(\mathcal{M})=\Delta_{m}^{[1]}(\mathcal{M})+\Delta_{m}^{[2]}(\mathcal{M})$. Then the number of suitable edges is $\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})$. It follows that

$$
\begin{equation*}
\operatorname{Pr}_{A}(\mathcal{M})=\prod_{m=0}^{n d / 2-1} \frac{1}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})} \tag{2}
\end{equation*}
$$

Set $\delta_{m}^{[1]}=\frac{1}{2}(n d-2 m)^{2} \frac{(d-1)}{n d}$ and $\delta_{m}^{[2]}=(n d-2 m)^{2} \frac{m(d-1)^{2}}{n^{2} d^{2}}$. It will be useful to think of $\delta_{m}^{[i]}$ as a sort of expectation of $\Delta_{m}^{[i]}$ with respect to a random choice of $\mathcal{M}$. Define $\delta_{m}=\delta_{m}^{[1]}+\delta_{m}^{[2]}$. A routine, but somewhat tedious, calculation shows that for $d=o\left(n^{1 / 3}\right)$ (one may refer Lemma 3.6 of [10] for the details)

$$
\begin{equation*}
\prod_{m=0}^{n d / 2-1} \frac{\binom{n d-2 m}{2}}{\binom{n d-2 m}{2}-\delta_{m}}=\exp \left(\frac{d^{2}-1}{4}+o(1)\right) . \tag{3}
\end{equation*}
$$

Also notice that

$$
\begin{equation*}
\prod_{m=0}^{n d / 2-1}\binom{n d-2 m}{2}=\frac{(n d)!}{2^{n d / 2}} \tag{4}
\end{equation*}
$$

Define

$$
f(\mathcal{M})=\prod_{m=0}^{n d / 2-1} \frac{\left(\begin{array}{c}
n d-2 m
\end{array}\right)-\delta_{m}}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})} .
$$

Using $(2,3,4)$, it is clear that to prove (1) it suffices to show

$$
\begin{equation*}
\sum_{\mathcal{M} \in \mathcal{S}(M)} f(\mathcal{M})=(1+o(1))(n d / 2)!, \tag{5}
\end{equation*}
$$

where $\mathcal{S}(M)$ denotes the set of all orderings of the edges of $M$. Notice that $\mathcal{S}(M)$ has exactly ( $n d / 2$ )! elements, so (5) is equivalent to saying that the expectation of $f(\mathcal{M})$ with respect to the uniform distribution on $\mathcal{S}(M)$ is $1+o(1)$, that is,

$$
\begin{equation*}
\mathbb{E}(f(\mathcal{M}))=1+o(1) \tag{6}
\end{equation*}
$$

In [10], this is shown for $d=O\left(n^{1 / 28}\right)$. To prove (6) for $d=o\left(n^{1 / 3}\right)$, we shall show the upper bound and the lower bound separately;

$$
\begin{equation*}
\mathbb{E}(f(\mathcal{M})) \leq 1+o(1) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}(f(\mathcal{M})) \geq 1-o(1) \tag{8}
\end{equation*}
$$

The proof of (7) is rather difficult and occupies most of the rest of the paper, including Sections 3,4 and 5 . The proof of (8) follows easily from a lemma developed for the proof of (7) and is presented in Section 7.

The general idea for proving (7) is the following: we first partition $\mathcal{S}(M)$ into many classes according to the order of magnitude of $f(\mathcal{M})$. Next, we upper bound the measures
of these classes with respect to the uniform distribution on $\mathcal{S}(M)$. There will be one main class which contributes $1-o(1)$; all other classes together contribute $o(1)$.

The partition is non-trivial and bounding the measures is not at all easy. We need very strong tools and the key one is a recent concentration result, proved in [11]. This result provides a very tight control on the deviation tail $\Delta_{m}(\mathcal{M})-\delta_{m}$, where $\mathcal{M}$ is sampled randomly from $\Omega(M)$. Consequently, we obtain a sufficiently good bound on the measures of the classes in the partition.

## 4 Partition

Let $\omega=\log ^{0.01} n$. Set $\lambda_{0}=\omega \log n$ and $\lambda_{i}=2 \lambda_{i-1}$ for all $i=1,2, \ldots, L$, where $L$ is the smallest integer such that $\lambda_{L} \geq c d^{2} \log n$, where $c$ is a sufficiently large constant. For each $0 \leq m \leq n d / 2$, we will define a function $T_{m}$ so that the sequence $\left\{T_{m}\left(\lambda_{0}\right)<T_{m}\left(\lambda_{1}\right) \leq \ldots \leq\right.$ $\left.T_{m}\left(\lambda_{L}\right)\right\}$ satisfies certain properties. We first present the properties and then define $T_{m}$.

Let $\varepsilon \leq 1 / 3$ be an arbitrarily small positive constant and let $\mathcal{S}^{*}(M)$ be the set of all orderings $\mathcal{M}$ with $\Delta_{m}(\mathcal{M}) \leq(1-\varepsilon / 2)\binom{n d-2 m}{2}$ for all $m=1,2, \ldots, n d / 2$. In order to prove (6), we will show that

$$
\begin{equation*}
\mathbb{E}\left(f(\mathcal{M}) 1_{\mathcal{S}^{*}(M)}\right)=1-o(1) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left(f(\mathcal{M}) 1_{\mathcal{S}(M) \backslash \mathcal{S}^{*}(M)}\right)=o(1) \tag{10}
\end{equation*}
$$

where the expectations are taken over the uniform random ordering of $M$.
Here and later $1_{\mathcal{S}^{*}(M)}$ is the characteristic function of the event $\mathcal{M} \in \mathcal{S}^{*}(M): 1_{\mathcal{S}^{*}(M)}=1$ if $\mathcal{M} \in \mathcal{S}^{*}(M)$ and $1_{\mathcal{S}^{*}(M)}=0$ otherwise. Similarly, $1_{\mathcal{S}(M) \backslash \mathcal{S}^{*}(M)}$ is the the characteristic function of the event $\mathcal{M} \in \mathcal{S}(M) \backslash \mathcal{S}^{*}(M)$.

To bound the contribution of $\mathcal{S}^{*}(M)$, we partition $\mathcal{S}^{*}(M)$ as follows. For $i=1,2, \ldots, L$, let $A_{i}$ be the set of all orderings $\mathcal{M}$ satisfying

$$
\Delta_{m}(\mathcal{M})-\delta_{m}<T_{m}\left(\lambda_{i}\right) \text { for all } m
$$

and $A_{\infty}$ be the set of $\mathcal{M}$ such that there is some $m$ such that $\Delta_{m}(\mathcal{M})-\delta_{m} \geq T_{m}\left(\Delta_{L}\right)$. We further partition $A_{0}$ : For each $j=0,1,2, \ldots, K$, where $K$ is the smallest integer satisfying $2^{K} \geq \lambda_{0} \log n+1$, let $B_{j}$ be the set of all orderings $\mathcal{M} \in A_{0}$ with $\Delta_{m}(\mathcal{M})<2^{j}$ for all $m \geq\left(n d-\omega \lambda_{0}\right) / 2$. Let $C=B_{0}$. Then $\mathcal{M} \in C$ yields $\Delta_{m}(\mathcal{M})=0$ for all $m \geq\left(n d-\omega \lambda_{0}\right) / 2$ since $\Delta_{m}(\mathcal{M})$ is a nonnegative integer. The desired properties of $T_{m}$ are as follows.
Property 4.0 For all $m$,

$$
T_{m}\left(\lambda_{0}\right) \leq \lambda_{0} \log n \quad \forall m \geq\left(n d-\omega \lambda_{0}\right) / 2
$$

This property implies that

$$
\Delta_{m}(\mathcal{M}) \leq T_{m}\left(\lambda_{0}\right)+\delta_{m} \leq \lambda_{0} \log n+\delta_{m}
$$

for $\mathcal{M} \in A_{0}$ and $m \geq\left(n d-\omega \lambda_{0}\right) / 2$. Since $A_{0}=\left(\cup_{j=1}^{K} B_{j}\right) \cup C$, we have

$$
\begin{equation*}
\mathcal{S}^{*}(M)=A_{\infty} \cup\left(\cup_{i=1}^{L} A_{i} \backslash A_{i-1}\right) \cup\left(\cup_{j=1}^{K} B_{j} \backslash B_{j-1}\right) \cup C \tag{11}
\end{equation*}
$$

For (9), let us consider

$$
\begin{align*}
\mathbb{E}\left(f(\mathcal{M}) 1_{\mathcal{S}^{*}(M)}\right)= & \mathbb{E}\left(f(\mathcal{M}) 1_{A_{\infty}}\right)+\sum_{i=1}^{L} \mathbb{E}\left(f(\mathcal{M}) 1_{A_{i} \backslash A_{j-1}}\right) \\
& +\sum_{j=1}^{K} \mathbb{E}\left(f(\mathcal{M}) 1_{B_{j} \backslash B_{j-1}}\right)+\mathbb{E}\left(f(\mathcal{M}) 1_{C}\right) \tag{12}
\end{align*}
$$

We will show that $\mathbb{E}\left(f(\mathcal{M}) 1_{C}\right) \leq 1+o(1)$ and the other terms are $o(1)$. These estimates are direct consequences of the following properties for the uniform random ordering of $M$ :

Property 4.1 For all $\mathcal{M} \in C, f(\mathcal{M}) \leq 1+o(1)$.
Property 4.2 (a) $\operatorname{Pr}\left(A_{i} \backslash A_{i-1}\right) \leq \exp \left(-\Omega\left(\lambda_{i}\right)\right)$, for all $1 \leq i \leq L$
(b) $f(\mathcal{M}) \leq \exp \left(o\left(\lambda_{i}\right)\right)$ for $\mathcal{M} \in A_{i} \backslash A_{i-1}$.

Property 4.3 (a) $\operatorname{Pr}\left(B_{j} \backslash B_{j-1}\right) \leq \exp \left(-\Omega\left(2^{j / 2} \log n\right)\right.$ ) for all $1 \leq j \leq K$
(b) $f(\mathcal{M}) \leq \exp \left(O\left(2^{3 j / 4}\right)\right)$ for $\mathcal{M} \in B_{j} \backslash B_{j-1}$.

Property 4.4 (a) $\operatorname{Pr}\left(A_{\infty}\right) \leq \exp \left(-5 d^{2} \log n\right)$,
(b) $f(\mathcal{M}) \leq \exp \left(4 d^{2} \log n\right)$ for all $\mathcal{M} \in A_{\infty}$.

Now we define the critical parameters $T_{m}(a)$. The heart of the proof is to show that $T_{m}(a)$ 's satisfy certain properties that easily imply Properties 4.1-4.4.

Definition 4.5 First set $q_{m}=(n d-2 m) / n d$ and $p_{m}=1-q_{m}$ for all $m=0,1, \ldots, n d / 2-1$. Next, let

$$
\begin{aligned}
\alpha_{m}(a) & =c \sqrt{a\left(n d^{2} q_{m}^{2}+a^{2}\right)\left(d q_{m}+a\right)} \\
\beta_{m}(a) & =c \sqrt{a\left(n d^{3} q_{m}^{2}+a^{2}\right)\left(d^{2} q_{m}+a\right)} \\
\gamma_{m}(a) & =c \sqrt{a\left(n d^{3} q_{m}^{3}+a^{3}\right)\left(d^{2} q_{m}^{2}+a^{2}\right)} \\
\nu_{m} & =
\end{aligned}
$$

where $c$ is a sufficiently large constant. Define

$$
T_{m}(a)= \begin{cases}\min \left(\alpha_{m}(a)+\beta_{m}(a)+\gamma_{m}(a), \alpha_{m}(a)+\beta_{m}(a)+\nu_{m}\right) & \text { if } n d-2 m \geq \omega a \\ a^{2} / \omega & \text { otherwise }\end{cases}
$$

Property 4.0 follows from the definition. The function $T_{m}$ arises naturally from the large deviation consideration in the next section. Technically speaking, $T_{m}$ has been set so that we can conveniently derive the large deviation parts, or parts (a), of Properties 4.2-4.4 from a general concentration result. On the other hand, it turns out that this definition of $T_{m}$ does satisfy the second parts of the properties (see Section 5).

The proofs of the properties will be presented in the next two sections. These properties together with (12) imply that $\mathbb{E}\left(f(\mathcal{M}) 1_{\mathcal{S}^{*}(M)}\right) \leq 1+o(1)$. In Section 8, we prove (10) and (7). The proof of (8) is presented in Section 7. This proof follows relatively easily from certain estimates in Section 6.

## 5 Large deviation

In this section, we prove the large deviation part of Properties 4.2-4.4. The most difficult proof is that of Property 4.2 and the vital tool for this proof is the following concentration result, proved by the second author in [11]. This result refines an earlier result by the authors in [5].

Consider independent random variables $t_{1}, \ldots, t_{n}$ with arbitrary distributions on the interval $[0,1]$. For a polynomial $Y=Y\left(t_{1}, \ldots, t_{n}\right)$ of degree $k$ and a multi-set $A$ of size at most $k, \partial_{A} Y$ denotes the partial derivative of $Y$ with respect to $A$. For instance, if $Y=t_{1}^{2} t_{2}^{2} t_{3}+t_{4}^{5}$ and $A_{1}=\{1,2\}, A_{2}=\{1,1,3\}$, then $\partial_{A_{1}}(F)=4 t_{1} t_{2} t_{3}$ and $\partial_{A_{2}}(F)=2 t_{2}^{2}$, respectively. If the set $A$ is empty then $\partial_{A} Y=Y$. For all $0 \leq j \leq k$, let

$$
\mathbb{E}_{j}(Y)=\max _{|A| \geq j} \mathbb{E}\left(\partial_{A}(Y)\right)
$$

be the maximum expectation of a partial derivative of order at least $j$ of $Y$.
Theorem 5.1 Let $Y$ be a polynomial of degree $k$ with positive coefficients at most 1. For any collection of positive numbers $\mathcal{E}_{0}>\mathcal{E}_{1}>\ldots>\mathcal{E}_{k}=1$ and $\lambda$ satisfying

- $\mathcal{E}_{j} \geq \mathbb{E}_{j}(Y)$
- $\mathcal{E}_{j} / \mathcal{E}_{j+1} \geq \lambda+4 j \log n, 0 \leq j \leq k-1$,
the following holds

$$
\operatorname{Pr}\left(|Y-\mathbb{E}(Y)| \geq \sqrt{\lambda \mathcal{E}_{0} \mathcal{E}_{1}}\right) \leq 2 e^{-\Omega(\lambda)},
$$

where the constant in $\Omega(\lambda)$ depends on $k$.
In our present application, $t_{i}$ 's are i.i.d binary random variables and each monomial in the polynomials of interest is a product of distinct $t_{i}$ 's. While partial derivatives are convenient to use symbolically, the reader could also interpret the quantities $\mathbb{E}_{j}(Y)$ in a combinatorial way as follows. For $j \geq 1, \mathbb{E}_{j}(Y)$ is the maximum average effect of a group of at least $j$ atom variables. In other words, changing the value of any group of at least $j$ variables would change $Y$, in expectation with respect to the random variables outside the group, by at most $\mathbb{E}_{j}(Y)$.

The crucial advantage of Theorem 5.1 is that the average effects are usually much less than the maximum effect (or maximum martingale difference) one needs to consider when apply an Azuma type inequality. This advantage thus enables us to often derive a tighter concentration result, compared to what one has from Azuma's. (It would be useful for
the reader to try to use Azuma's inequality instead of Theorem 5.1 and see what he or she obtains.) Theorem 5.1 and many variants are discussed in details in [11], which also contains a variety of applications.

Since a sum of independent random variables can be seen as a polynomial of degree one, one can also view Theorem 5.1 as an extension of Chernoff's bound.

### 5.1 Proof of Property 4.2, part (a)

We need to show

$$
\operatorname{Pr}\left(A_{i} \backslash A_{i-1}\right) \leq \exp \left(-\Omega\left(\lambda_{i}\right)\right)
$$

Since $\lambda_{i}=2 \lambda_{i-1}, T_{m}\left(\lambda_{i}\right) \leq 8 T_{m}\left(\lambda_{i-1}\right)$ by definition. Given the definition of the set $A_{i}$ and the fact that $\lambda_{i} \gg \log n$, it suffices to prove the following two lemmas

Lemma 5.2 For any $m$ such that $n d-2 m \geq \omega \lambda_{i}$
$\operatorname{Pr}\left(\Delta_{m}(\mathcal{M})-\delta_{m} \geq \frac{1}{8} \min \left(\alpha_{m}\left(\lambda_{i}\right)+\beta_{m}\left(\lambda_{i}\right)+\gamma_{m}\left(\lambda_{i}\right), \alpha_{m}\left(\lambda_{i}\right)+\beta_{m}\left(\lambda_{i}\right)+\nu_{m}\right)\right) \leq \exp \left(-\Omega\left(\lambda_{i}\right)\right)$.
Lemma 5.3 For any $m$ such that $n d-2 m<\omega \lambda_{i}$

$$
\begin{equation*}
\operatorname{Pr}\left(\Delta_{m}(\mathcal{M}) \geq \lambda_{i}^{2} / 4 \omega\right) \leq \exp \left(-\Omega\left(\lambda_{i}\right)\right) \tag{13}
\end{equation*}
$$

Part (a) of Property 4.4 also follows instantly from Lemma 5.2 by adjusting the constant $c$ in the definition of $\lambda_{L}$.

Proof of Lemma 5.2 It is more convenient to consider the following model: $G_{p_{m}}$ is the random subgraph of $G=G_{n d / 2}(\mathcal{M})$ obtained by keeping each edge of $G$ with probability $p_{m}=2 m / n d$, independently. A standard calculation shows that with probability at least $1 / n d, G_{p_{m}}$ has exactly $m$ edges. Since $\lambda_{i} \gg \log n d$, to prove the lemma, it suffices to show that for each $m$
$\operatorname{Pr}_{G_{p_{m}}}\left(\Delta_{m}(\mathcal{M})-\delta_{m} \geq \frac{1}{8} \min \left(\alpha_{m}\left(\lambda_{i}\right)+\beta_{m}\left(\lambda_{i}\right)+\gamma_{m}\left(\lambda_{i}\right), \alpha_{m}\left(\lambda_{i}\right)+\beta_{m}\left(\lambda_{i}\right)+\nu_{m}\right)\right) \leq \exp \left(-\Omega\left(\lambda_{i}\right)\right)$.
Till the end of this proof, we fix $m$ and $i$ and ignore the subscripts $i$ and $m$ in all other relevant quantities; $\operatorname{Pr}$ means $\operatorname{Pr}_{G_{p_{m}}}$, and $\lambda$ means $\lambda_{i}$.

Notice that $\delta$ has been defined (on purpose) to be exactly the expectation of $\Delta\left(G_{p}\right)$ (and $\delta^{[1]}, \delta^{[2]}$ the expectations of $\Delta^{[1]}\left(G_{p}\right), \Delta^{[2]}\left(G_{p}\right)$, respectively). Therefore, (14) is a corollary of the following fact

Lemma 5.4 We have

$$
\begin{gather*}
\operatorname{Pr}\left(\Delta^{[1]}\left(G_{p}\right)-\mathbb{E}\left(\Delta^{[1]}\left(G_{p}\right)\right) \geq \alpha / 8\right) \leq \exp (-\Omega(\lambda))  \tag{15}\\
\operatorname{Pr}\left(\Delta^{[2]}\left(G_{p}\right)-\mathbb{E}\left(\Delta^{[2]}\left(G_{p}\right)\right) \geq \min \left(\frac{\beta+\gamma}{8}, \frac{\beta+\nu}{8}\right)\right) \leq \exp (-\Omega(\lambda))
\end{gather*}
$$

For each edge $e$ of $G$, define a random variable $t_{e}$ as follows: $t_{e}=1$ if $e$ is not chosen in $G_{p}$ and 0 otherwise. Obviously, the $t_{e}$ 's are i.i.d. binary random variables with mean $q=q_{m}=(n d-2 m) / n d$. Clearly,

$$
\Delta^{[1]}=\frac{1}{2} \sum_{u} \sum_{\substack{e \ni u, f \ni u \\ e \neq f}} t_{e} t_{f} .
$$

First, we have $\mathbb{E}\left(\Delta^{[1]}\right) \leq \frac{1}{2} n d^{2} q^{2}$; there are $n$ choices for $u$, each $u$ provides at most $\binom{d}{2}<d^{2} / 2$ pairs $e, f$ and each product $t_{e} t_{f}$ has expectation $q^{2}$. Next, for each $t_{e}, \partial_{t_{e}} \Delta^{[1]}=$ $\sum_{f: f \cap e \neq \emptyset, f \neq e} t_{f}$; there are $2(d-1)<2 d$ terms in the sum, so the expectation of a partial derivative of order 1 is less than $2 d q$. Finally, any partial derivative of order 2 of $\Delta^{[1]}$ is 0 or 1. So

$$
\mathbb{E}_{0}\left(\Delta^{[1]}\right) \leq \max \left(\frac{1}{2} n d^{2} q^{2}, 2 d q, 1\right), \quad \mathbb{E}_{1}\left(\Delta_{1}\right) \leq \max (2 d q, 1)
$$

and $\mathbb{E}_{2}\left(\Delta^{[1]}\right)=1$. Now set $\mathcal{E}_{0}=n d^{2} q^{2}+2 \lambda^{2}, \mathcal{E}_{1}=2 d q+\lambda$ and $\mathcal{E}_{2}=1$. Since $\lambda \gg \log n$, it is easy to show that the conditions of Theorem 5.1 are satisfied. On the other hand, setting the constant $c$ in Definition 4.5 large enough, one can guarantee that $\sqrt{\lambda \mathcal{E}_{0} \mathcal{E}_{1}} \leq \alpha / 8$. Theorem 5.1 yields

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\Delta^{[1]}\left(G_{p}\right)-\mathbb{E}\left(\Delta^{[1]}\left(G_{p}\right)\right)\right| \geq \alpha / 8\right) & \leq \operatorname{Pr}\left(\left|\Delta^{[1]}\left(G_{p}\right)-\mathbb{E}\left(\Delta^{[1]}\left(G_{p}\right)\right)\right| \geq \sqrt{\lambda \mathcal{E}_{0} \mathcal{E}_{1}}\right) \\
& \leq \exp (-\Omega(\lambda)),
\end{aligned}
$$

completing the proof of (15).
For the proof of the second statement, we need to verify the following two inequalities

$$
\begin{equation*}
\operatorname{Pr}\left(\Delta^{[2]}\left(G_{p}\right)-\mathbb{E}\left(\Delta^{[2]}\left(G_{p}\right)\right) \geq \frac{\beta+\gamma}{8}\right) \leq \exp (-\Omega(\lambda)) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left(\Delta^{[2]}\left(G_{p}\right)-\mathbb{E}\left(\Delta^{[2]}\left(G_{p}\right)\right) \geq \frac{\beta+\nu}{8}\right) \leq \exp (-\Omega(\lambda)) \tag{17}
\end{equation*}
$$

Consider the set $X$ of all triples $(e, g, f)$ where $e, g, f$ are edges of $G$ and they (in this order) form a path of length 3 in $G$. A short consideration shows that $\Delta^{[2]}=\sum_{u \sim_{G_{p}} v}\left(d-d_{u}\right)\left(d-d_{v}\right)$ can be expressed as

$$
\sum_{(e, g, f) \in X} t_{e} t_{f}\left(1-t_{g}\right)=Y_{1}-Y_{2},
$$

where $Y_{1}=\sum_{(e, g, f) \in X} t_{e} t_{f}$ and $Y_{2}=\sum_{(e, g, f) \in X} t_{e} t_{f} t_{g}$. (Cf. Lemma 3.5 of [10]). A routine argument (similar to the one presented for $\Delta^{[1]}$ ) shows that $\mathbb{E}_{0}\left(Y_{1}\right) \leq \max \left(n d^{3} q^{2}, 2 d^{2} q, 1\right)$ and $\mathbb{E}_{1}\left(Y_{1}\right) \leq \max \left(2 d^{2} q, 1\right)$. Set $\mathcal{E}_{0}=n d^{3} q^{2}+2 \lambda^{2}, \mathcal{E}_{1}=2 d^{2} q+\lambda$ and verify that they satisfy the conditions of Theorem 5.1. By adjusting the constant $c$ in Definition 4.5, we can assume that $\sqrt{\lambda \mathcal{E}_{0} \mathcal{E}_{1}} \leq \beta / 8$ (where $\lambda$ is the constant in Theorem 5.1). Theorem 5.1 yields

$$
\begin{align*}
\operatorname{Pr}\left(\left|Y_{1}-\mathbb{E}\left(Y_{1}\right)\right| \geq \beta / 8\right) & \leq \operatorname{Pr}\left(\left|Y_{1}-\mathbb{E}\left(Y_{1}\right)\right| \geq \sqrt{\lambda \mathcal{E}_{0} \mathcal{E}_{1}}\right) \\
& \leq \exp (-\Omega(\lambda)) . \tag{18}
\end{align*}
$$

For $Y_{2}$, one can show that $\mathbb{E}_{0}\left(Y_{2}\right) \leq \max \left(n d^{3} q^{3}, 2 d^{2} q^{2}, d q, 1\right), \mathbb{E}_{1}\left(Y_{2}\right) \leq \max \left(2 d^{2} q^{2}, d q, 1\right)$ and $\mathbb{E}_{2}\left(Y_{2}\right) \leq \max (d q, 1)$. We define $\mathcal{E}_{0}=n d^{3} q^{3}+3 \lambda^{3}, \mathcal{E}_{1}=2 d^{2} q^{2}+2 \lambda^{2}$ and $\mathcal{E}_{2}=d q+\lambda$
and verify the conditions in Theorem 5.1. Again by adjusting the constant $c$ in Definition 4.5, we can assume that $\sqrt{\lambda \mathcal{E}_{0} \mathcal{E}_{1}} \leq \gamma / 8$ (where is the constant in Theorem 5.1). Similarly to (18), we have

$$
\begin{align*}
\operatorname{Pr}\left(\left|Y_{2}-\mathbb{E}\left(Y_{2}\right)\right| \geq \gamma / 8\right) & \leq \operatorname{Pr}\left(\left|Y_{2}-\mathbb{E}\left(Y_{2}\right)\right| \geq \sqrt{\lambda \mathcal{E}_{0} \mathcal{E}_{1}}\right) \\
& \leq \exp (-\Omega(\lambda)) \tag{19}
\end{align*}
$$

(18) and (19) imply (16); (17) follows from (18) and the following simple observation

$$
\begin{aligned}
\Delta^{[2]}-\mathbb{E}\left(\Delta^{[2]}\right) & \leq\left|Y_{1}-\mathbb{E}\left(Y_{1}\right)\right|+\mathbb{E}\left(Y_{2}\right) \\
& \leq\left|Y_{1}-\mathbb{E}\left(Y_{1}\right)\right|+n d^{3} q^{3} \\
& =\left|Y_{1}-\mathbb{E}\left(Y_{1}\right)\right|+\nu / 8
\end{aligned}
$$

Our proof of Lemma 5.3 is thus completed.
Proof of Lemma 5.3. In this lemma, $n d-2 m$ is small so that $G_{p}$ is very dense. Consider its complement $G_{q}$. Let $N_{0}(u)=N_{G_{p}}(u) \cup\{u\}$. Then

$$
\Delta\left(G_{p}\right) \leq \sum_{u} d_{G_{q}}(u) \sum_{v \in N_{0}(u)} d_{G_{q}}(v)
$$

If $\Delta\left(G_{p}\right) \geq \lambda^{2} / 4 \omega$ then one of the following should hold

$$
\begin{equation*}
G_{q} \text { has more than } \frac{1}{4} \omega^{2} \lambda \text { edges } \tag{20}
\end{equation*}
$$

$$
\begin{equation*}
\text { For some } u, \quad \sum_{v \in N_{0}(u)} d_{G_{q}}(v) \geq \lambda / \omega^{3} \tag{21}
\end{equation*}
$$

The probability that (20) holds is at most

$$
\begin{equation*}
\binom{n d / 2}{\frac{1}{4} \omega^{2} \lambda} q^{\frac{1}{4} \omega^{2} \lambda} \leq\left(\frac{2 e n d}{\omega^{2} \lambda} q\right)^{\frac{1}{4} \omega^{2} \lambda} \tag{22}
\end{equation*}
$$

Recall that $q \leq \omega \lambda / n d$; it follows that the right hand side in (22) is at most

$$
\begin{equation*}
\exp \left(-\frac{1}{4} \omega^{2} \lambda\right)=\exp (-\Omega(\lambda)) \tag{23}
\end{equation*}
$$

For (21), notice that there are at most $d^{2}$ edges in $G$ that contain at least one vertex in $N_{0}(u)$, and each edge contributes at most two in the sum $\sum_{v \in N_{0}(u)} d_{G_{q}}(v)$. In particular,

$$
\begin{align*}
\operatorname{Pr}\left(\sum_{v \in N_{0}(u)} d_{G_{q}}(v) \geq \lambda / \omega^{3}\right) & \leq\binom{ d^{2}}{\lambda / 2 \omega^{3}} q^{\lambda / 2 \omega^{3}} \\
& \leq n\left(\frac{e d^{2}}{\lambda / 2 \omega^{3}} q\right)^{\lambda / 2 \omega^{3}} \\
& \leq n\left(\frac{2 e d \omega^{4}}{n}\right)^{\lambda / 2 \omega^{3}} \\
& \leq \exp \left(-\Omega\left(\frac{\lambda}{\omega^{3}} \log n\right)\right) \\
& =\exp (-\Omega(\lambda)) \tag{24}
\end{align*}
$$

as we have chosen $\omega \ll \log ^{1 / 3} n$.

### 5.2 Proof of Properties 4.3 and 4.4, parts (a)

This proof is more or less identical to the proof of Lemma 5.3. Again we omit the sub-index $m$, but let us remark that we are interested in only those $m$ in the range $n d-2 m \leq \omega \lambda_{0}$. Since $\omega \lambda_{0}=\omega^{2} \log n \ll \log ^{2} n$, there are only $o\left(\log ^{2} n\right)$ such indices. Therefore, it is enough to prove the bound for each individual $m$.

Similarly to (20) and (21), if $\Delta\left(G_{p}\right) \geq 2^{j-1}$ then one of the following should hold

$$
G_{q} \text { has more than } 2^{j / 2} / 2 \text { edges }
$$

$$
\text { For some } u, \sum_{v \in N_{0}(u)} d_{G_{q}}(v) \geq 2^{j / 2} .
$$

The rest of the proof can be easily worked out along the lines of $(22,23,24)$.
By repeating the proof of Property 4.2 for the special case $i=L$, we have that

$$
\operatorname{Pr}\left(A_{\infty}\right) \leq \exp \left(-\Omega\left(\lambda_{L}\right)\right)=\exp \left(-\Omega\left(\bar{c} d^{2} \log n\right)\right)
$$

where $\bar{c}$ is the constant in the definition of $\lambda_{L}$. The hidden constant in $\Omega$ does not depend on $\bar{c}$, so by setting $\bar{c}$ sufficiently large, we can have $\left.\Omega\left(c d^{2} \log n\right)\right) \geq 5 d^{2} \log n$ and

$$
\operatorname{Pr}\left(A_{\infty}\right) \leq \exp \left(-5 d^{2} \log n\right)
$$

as claimed.
Remark. In fact, by increasing $\bar{c}$ we can have that

$$
\operatorname{Pr}\left(A_{\infty}\right) \leq \exp \left(-a d^{2} \log n\right)
$$

for any constant $a$. This fact will be important in the proof of (10).

## 6 Bounds

In this section, we prove the second half of Properties $4.1,4.2,4.3$ and 4.4. All the proofs here are quite elementary and are presented here for the sake of completeness.

Recall

$$
f(\mathcal{M})=\prod_{m=0}^{n d / 2-1}\left(1+\frac{\Delta_{m}(\mathcal{M})-\delta_{m}}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})}\right)
$$

Since $\binom{n d-2 m}{2} \geq(1-\varepsilon / 2)^{-1} \Delta_{m}(\mathcal{M})$ for $\mathcal{M} \in S^{*}(M)$, we have

$$
\begin{equation*}
f(\mathcal{M}) \leq \prod_{m=0}^{n d / 2-1}\left(1+\frac{(3 / \varepsilon) \max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}\right) \tag{25}
\end{equation*}
$$

### 6.1 Property 4.2, part (b)

It is sufficient to show that for any $\mathcal{M} \in A_{i}$

$$
\sum_{m=0}^{n d / 2-1} \frac{\max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}=o\left(\lambda_{i}\right)
$$

To this end, we omit the sub-index $i$ and use the short hand $g(m)$ for $\frac{\max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}$. Since $g(m)=O(1)$ for any $m, \sum_{n d-2 m=2}^{\lambda / \omega^{1 / 2}} g(m)=o(\lambda)$, so we only have to consider the sub-sum starting from $n d-2 m=\lambda / \omega^{1 / 2}$. Notice that the numerator in $g(m)$ is at most $T_{m}(\lambda)$, so due to the definition of $T_{m}(\lambda)$ we have

$$
\begin{gather*}
\sum_{n d-2 m=\lambda / \omega^{1 / 2}}^{n d} g(m) \leq \sum_{n d-2 m=\lambda / \omega^{1 / 2}}^{\omega \lambda} \frac{\lambda^{2}}{\omega(n d-2 m)^{2}}+\sum_{n d-2 m=\omega \lambda}^{\omega \lambda^{2}} \frac{\alpha_{m}(\lambda)+\beta_{m}(\lambda)+\nu_{m}}{(n d-2 m)^{2}}+ \\
\sum_{n d-2 m=\omega \lambda^{2}}^{n d / 2} \frac{\alpha_{m}(\lambda)+\beta_{m}(\lambda)+\gamma_{m}(\lambda)}{(n d-2 m)^{2}} \tag{26}
\end{gather*}
$$

To bound the three sums on the right hand side, we require a series of elementary estimates, presented below. The need for these estimates will be justified in the rest of the proof. In the following we use the fact that $q_{m}=(n d-2 m) / n d$

$$
\begin{align*}
\sum_{n d-2 m=2}^{n d} \frac{\left(\lambda n d^{3} q_{m}^{3}\right)^{1 / 2}}{(n d-2 m)^{2}} & =\frac{\lambda^{1 / 2}}{n} \sum_{n d-2 m=2}^{n d} \frac{1}{\sqrt{n d-2 m}} \\
= & O\left(\frac{\lambda^{1 / 2}}{n} \int_{x=2}^{n d / 2} \frac{1}{\sqrt{x}} \partial x\right)=O\left(\frac{\lambda^{1 / 2}}{n} \sqrt{n d}\right) .  \tag{27}\\
\sum_{n d-2 m=2}^{n d} \frac{\lambda\left(n d^{2} q_{m}^{2}\right)^{1 / 2}}{(n d-2 m)^{2}} & =O\left(\frac{\lambda}{n^{1 / 2}} \sum_{n d-2 m=2}^{n d} \frac{1}{n d-2 m}\right) \\
& =O\left(\frac{\lambda}{n^{1 / 2}} \log n d\right)  \tag{28}\\
& =O\left(\frac{\lambda^{3 / 2}}{n^{1 / 2}}\right) \\
\sum_{n d-2 m=2}^{n d} \frac{\left(\lambda^{3} d q_{m}\right)^{1 / 2}}{(n d-2 m)^{2}} & =O\left(\frac{\lambda^{3 / 2}}{n^{1 / 2}} \sum_{n d-2 m=2}^{n d} \frac{1}{(n d-2 m)^{3 / 2}}\right)  \tag{29}\\
\sum_{n d-2 m=\omega \lambda}^{n d} \frac{\lambda^{2}}{(n d-2 m)^{2}} & \leq \lambda^{2} \int_{x=\omega \lambda}^{n d} x^{-2}=o(\lambda) . \tag{30}
\end{align*}
$$

$(27,28,29)$ imply the next three estimates, respectively.

$$
\begin{align*}
& \sum_{n d-2 m=2}^{n d} \frac{\left(\lambda n d^{5} q_{m}^{3}\right)^{1 / 2}}{(n d-2 m)^{2}}=O\left(\lambda^{1 / 2} \sqrt{\frac{d^{3}}{n}}\right)  \tag{31}\\
& \sum_{n d-2 m=2}^{n d} \frac{\lambda\left(n d^{3} q_{m}^{2}\right)^{1 / 2}}{(n d-2 m)^{2}}=O\left(\lambda \frac{d^{1 / 2} \log n d}{n^{1 / 2}}\right)  \tag{32}\\
& \sum_{n d-2 m=2}^{n d} \frac{\left(\lambda^{3} d^{2} q_{m}\right)^{1 / 2}}{(n d-2 m)^{2}}=O\left(\frac{\lambda^{3 / 2} d^{1 / 2}}{n^{1 / 2}}\right) \tag{33}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
\sum_{n d-2 m=2}^{n d} \frac{\left(\lambda^{3} n d^{3} q_{m}^{3}\right)^{1 / 2}}{(n d-2 m)^{2}} O\left(\lambda^{3 / 2} \sqrt{\frac{d}{n}}\right) \tag{34}
\end{equation*}
$$

by (27), and

$$
\begin{align*}
& \sum_{n d-2 m=2}^{n d} \frac{\lambda^{2} d q_{m}}{(n d-2 m)^{2}}=O\left(\frac{\lambda^{2}}{n} \sum \frac{1}{n d-2 m}\right) \\
&=O\left(\frac{\lambda^{2} \log n}{n}\right)  \tag{35}\\
& \sum_{n d-2 m=w \lambda^{2}}^{n d} \frac{\lambda^{3}}{(n d-2 m)^{2}}=O\left(\lambda^{3} \int_{w \lambda^{2}}^{\infty} x^{-2} \partial x\right) \\
&=O\left(\frac{\lambda^{3}}{\omega \lambda^{2}}\right)=o(\lambda)  \tag{36}\\
& \sum_{n d-2 m=2}^{w \lambda^{2}} \frac{n d^{3} q_{m}^{3}}{(n d-2 m)^{2}}=\sum_{n d-2 m=2}^{w \lambda^{2}} \frac{n d-2 m}{n^{2}}=O\left(\frac{\omega^{2} \lambda^{4}}{n^{2}}\right) . \tag{37}
\end{align*}
$$

Important remark. Notice $\lambda \leq \lambda_{L}=O\left(d^{2} \log n\right)$, so for $d=o\left(n^{1 / 3} / \omega^{1 / 3} \log ^{1 / 2} n\right)$ the right most formula in (27)-(37) is $o(\lambda)$. In fact, only in (37) we need this bound on $d$. The stronger assumption $d \leq n^{1 / 3-\varepsilon}$ is required only for an estimate in Section 8.

Due to the basic inequality $\sqrt{A+B} \leq \sqrt{A}+\sqrt{B}$ for any two non-negative numbers $A$ and $B$, we have

$$
\begin{aligned}
& \alpha_{m}(\lambda)=O\left(\left(\lambda n d^{3} q_{m}^{3}\right)^{1 / 2}+\lambda\left(n d^{2} q_{m}^{2}\right)^{1 / 2}+\left(\lambda^{3} d q_{m}\right)^{1 / 2}+\lambda^{2}\right) \\
& \beta_{m}(\lambda)=O\left(\left(\lambda n d^{5} q_{m}^{3}\right)^{1 / 2}+\lambda\left(n d^{3} q_{m}^{2}\right)^{1 / 2}+\lambda\left(\lambda d^{2} q_{m}\right)^{1 / 2}+\lambda^{2}\right) \\
& \gamma_{m}(\lambda)=O\left(\left(\lambda\left(n d^{5} q_{m}^{5}\right)^{1 / 2}+\left(\lambda^{3} n d^{3} q_{m}^{3}\right)^{1 / 2}+\left(\lambda^{4} d^{2} q_{m}^{2}\right)^{1 / 2}+\lambda^{3}\right) .\right.
\end{aligned}
$$

It follows from $(27,28,29,30)$ that

$$
\begin{equation*}
\sum_{n d-2 m=\omega \lambda}^{n d / 2} \frac{\alpha_{m}}{(n d-2 m)^{2}}=o(\lambda) \tag{38}
\end{equation*}
$$

Similarly, it follows from $(30,31,32,33)$ that

$$
\begin{equation*}
\sum_{n d-2 m=\omega \lambda}^{n d / 2} \frac{\beta_{m}}{(n d-2 m)^{2}}=o(\lambda) \tag{39}
\end{equation*}
$$

Notice that in $(38,39)$, the sum start from $\omega \lambda$. We need the bound $n d-2 m \geq w \lambda^{2}$ only for $\gamma$ (see (36)). Using (34, 35, 36), we have that

$$
\begin{equation*}
\sum_{n d-2 m=\omega \lambda^{2}}^{n d / 2} \frac{\gamma_{m}}{(n d-2 m)^{2}}=o(\lambda) \tag{40}
\end{equation*}
$$

$(38,39,40)$ shows that last sum of $(26)$ is $o(\lambda)$. To handle the second sum, given (38) and (39), we need only show

$$
\sum_{n d-2 m=\omega \lambda}^{\omega \lambda^{2}} \frac{\nu_{m}}{(n d-2 m)^{2}}=o(\lambda)
$$

This follows trivially from (37) and the fact that we can set $\omega$ so that $\omega^{2} \lambda^{3}=o\left(n^{2}\right)$.
Clearly, the first sum of $(26)$ is $O\left(\frac{\lambda^{2}}{w} \frac{\omega^{1 / 2}}{\lambda}\right)=o(\lambda)$, which completes the proof.

### 6.2 Property 4.1

By the definition of the set $C, \sum_{n d-2 m=2}^{\omega \lambda_{0}} g(m)=0$. It remains to show that if $\Delta_{m}(\mathcal{M})-$ $\delta_{m} \leq T_{m}\left(\lambda_{0}\right)$ for all $m$ such that $n d-2 m \geq \omega \lambda_{0}$ then

$$
\sum_{n d-2 m=\omega \lambda_{0}}^{n d / 2} g(m)=o(1)
$$

Clearly it is sufficient to prove that

$$
\begin{equation*}
\sum_{n d-2 m=\omega \lambda_{0}}^{n d / 2} \frac{T_{m}\left(\lambda_{0}\right)}{(n d-2 m)^{2}}=o(1) \tag{41}
\end{equation*}
$$

The proof of this is similar to the proof in the previous subsection, with a slight modification. Instead of (36) and (37), we shall use

$$
\begin{aligned}
\sum_{n d-2 m=w \lambda_{0}^{3}}^{n d} \frac{\lambda_{0}^{3}}{(n d-2 m)^{2}} & =O\left(\lambda_{0}^{3} \int_{w \lambda^{3}}^{\infty} x^{-2} \partial x\right) \\
& =O\left(\frac{\lambda_{0}^{3}}{\omega \lambda_{0}^{3}}\right)=o(1)
\end{aligned}
$$

$$
\sum_{n d-2 m=2}^{w \lambda_{0}^{3}} \frac{n d^{3} q^{3}}{(n d-2 m)^{2}}=\sum \frac{(n d-2 m)}{n^{2}}=O\left(\frac{\omega^{2} \lambda_{0}^{6}}{n^{2}}\right)=o(1)
$$

respectively. In all other estimates, the right most formula is $o(1)$ for $\lambda=\lambda_{0}$. We invite the reader to work out the rest of the proof.

### 6.3 Properties 4.3 and 4.4 , parts (b)

By the definition of the set $B_{j}$,

$$
\sum_{n d-2 m=2}^{\omega \lambda_{0}} g(m) \leq \sum_{n d-2 m=2}^{\omega \lambda_{0}} \frac{2^{j}}{(n d-2 m)^{2}} \leq 2^{j},
$$

completing the proof.
Part (b) of Property 4.4 was proved in [10].

## $7 \quad$ Proof for the lower bound

In this section we prove (8). Due to $(13,18,19)$

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\Delta_{m}-\delta_{m}\right| \geq \alpha_{m}\left(\lambda_{0}\right)+\beta_{m}\left(\lambda_{0}\right)+\gamma_{m}\left(\lambda_{0}\right)\right)=o(1) \tag{42}
\end{equation*}
$$

(recall $\delta_{m}=\frac{1}{2}(n d-2 m)^{2} \frac{(d-1)}{n d}+(n d-2 m)^{2} \frac{m(d-1)^{2}}{n^{2} d^{2}}$ ), for all $m$ such that $n d-2 m \geq \omega \lambda_{0}$. Consider an ordering $\mathcal{M}$ where $\left|\Delta_{m}-\delta_{m}\right| \leq \alpha_{m}\left(\lambda_{0}\right)+\beta_{m}\left(\lambda_{0}\right)+\gamma_{m}\left(\lambda_{0}\right)$ for these $m$. We have

$$
\begin{align*}
& f(\mathcal{M}) \geq \prod_{n d-2 m=\omega \lambda_{0}^{3}}^{n d}\left(1-(3 / \varepsilon) \frac{\alpha_{m}\left(\lambda_{0}\right)+\beta_{m}\left(\lambda_{0}\right)+\gamma_{m}\left(\lambda_{0}\right)}{(n d-2 m)^{2}}\right) \\
& \times \prod_{n d-2 m=2}^{n d-2 m=\omega \lambda_{0}^{3}}\left(1-(3 / \varepsilon) \frac{\delta_{m}}{(n d-2 m)^{2}}\right) \tag{43}
\end{align*}
$$

Part of the proof of (41) shows that $\sum_{n d-2 m=\omega \lambda_{0}^{3}}^{n d} \frac{\alpha_{m}\left(\lambda_{0}\right)+\beta_{m}\left(\lambda_{0}\right)+\gamma_{m}\left(\lambda_{0}\right)}{(n d-2 m)^{2}}=o(1)$. This implies that the first product is $1-o(1)$. The second product is also $1-o(1)$ since $\delta_{m}=$ $O\left((n d-2 m)^{2}\left(\frac{1}{n}+\frac{m}{n^{2}}\right)\right)$ and $\omega \lambda_{0}=o\left(\log ^{2} n\right)$. These together with (42) yield that

$$
\begin{equation*}
\mathbb{E}(f(\mathcal{M})) \geq 1-o(1), \tag{44}
\end{equation*}
$$

completing the proof.
Remark. The proofs in this and the previous sections yield the following corollary, which will be useful in the next section.

Corollary 7.1 By setting the constant $\bar{c}$ in the definition of $\lambda_{L}$ sufficiently large, we have

$$
\begin{equation*}
\mathbb{E}\left(\exp \left(\frac{10}{\varepsilon^{2}} \sum_{m=0}^{n d / 2-1} \frac{\max \left(\Delta_{m}-\delta_{m}(\mathcal{M}), 0\right)}{(n d-2 m)^{2}}\right)\right)=1+o(1) \tag{45}
\end{equation*}
$$

In fact, $\frac{10}{\varepsilon^{2}}$ can be replaced by any constant.
To prove (45), it suffices to notice the following:

- In the proofs of the (b) part of the Property 4.2, we actually bound

$$
\exp \left(\sum_{m=0}^{n d / 2-1} \frac{\max \left(\Delta_{m}-\delta_{m}(\mathcal{M}), 0\right)}{(n d-2 m)^{2}}\right)
$$

instead of $f(\mathcal{M})$. We first upper bound $f(\mathcal{M})$ by $\prod_{m=0}^{n d / 2-1}\left(1+\frac{(3 / \varepsilon) \max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}\right)$ (see (25)). Next, we upper bound this product by

$$
\exp \left((3 / \varepsilon) \sum_{m=0}^{n d / 2-1} \frac{\max \left(\Delta_{m}-\delta_{m}(\mathcal{M}), 0\right)}{(n d-2 m)^{2}}\right)
$$

Then we actually prove that the sum in the exponent is $o\left(\lambda_{i}\right)$. This, together with the (a) part of Property 4.2 , implies that the contribution of the sets $A_{i} \backslash A_{i-1}$ in the expectation in (45) is $o(1)$. The extra factor $10 / \varepsilon^{2}$ does not really matter since $10 / \varepsilon^{2} \times o\left(\lambda_{i}\right)$ is still $o\left(\lambda_{i}\right)$.

- Similarly, one can show that the contribution from the sets $B_{i} \backslash B_{i-1}$ is also $o(1)$ and the contribution from $C$ is $1+o(1)$. Here the factor $10 / \varepsilon^{2}$ is swallowed by the extra $\log n$ term in the (a) part of Property 4.3.
- To bound the contribution from $A_{\infty}$, it is not enough to use the stated bounds in Property 4.4, because of the extra factor $10 / \varepsilon^{2}$. To handle this extra factor, we invoke the remark at the end of subsection 5.3. This remark allows us to replace the bound $\exp \left(-5 d^{2} \log n\right)$ in part (a) of Property 4.4 by $\exp \left(-\frac{50}{\varepsilon^{2}} d^{2} \log n\right)$. Following the proof of the (b) part of this property we have that

$$
\exp \left(\frac{10}{\varepsilon^{2}} \sum_{m=0}^{n d / 2-1} \frac{\max \left(\Delta_{m}-\delta_{m}(\mathcal{M}), 0\right)}{(n d-2 m)^{2}}\right) \leq \exp \left(\frac{40}{\varepsilon^{2}} d^{2} \log n\right)
$$

Thus, the contribution of $A_{\infty}$ is at most $\exp \left(-\frac{50}{\varepsilon^{2}} d^{2} \log n+\frac{40}{\varepsilon^{2}} d^{2} \log n\right)=o(1)$.

## 8 Proof of (10)

Let us recall the definition of $\mathcal{S}^{*}(M): \mathcal{S}^{*}(M)$ is the set of all orderings $\mathcal{M}$ with $\Delta_{m}(\mathcal{M}) \leq$ $(1-\varepsilon / 2)\binom{n d-2 m}{2}$ for all $m=1,2, \ldots, n d / 2$, where $\varepsilon$ is an arbitrarily small positive constant. We assume that $d \leq n^{1 / 3-\varepsilon}$. In this section, we deal with the set $\mathcal{S}(M) \backslash \mathcal{S}^{*}(M)$ which contains those $\mathcal{M}$ where the condition $\Delta_{m}(\mathcal{M}) \leq(1-\varepsilon / 2)\binom{n d-2 m}{2}$ is violated for some $m$.

It is known ([10] p.383) and not hard to prove that

$$
\Delta_{m}(\mathcal{M}) \leq d^{2}(n d-2 m) / 2
$$

In particular, if $n d-2 m \geq(1-\varepsilon / 2)^{-1} d^{2}+1$, then $\Delta_{m}(\mathcal{M}) \leq(1-\varepsilon / 2)\binom{n d-2 m}{2}$. Thus, the condition $\Delta_{m}(\mathcal{M}) \leq(1-\varepsilon / 2)\binom{n d-2 m}{2}$ could be violated only when $m$ is relatively close to $n d / 2$, namely, $m \leq n d / 2-(1-\varepsilon / 2)^{-1} d^{2}$. Let $\mathcal{S}_{i}(M), i=1, \ldots,(1-\varepsilon / 2)^{-1} d^{2}$, be the set of all orderings $\mathcal{M}$ of $M$ such that

$$
\Delta_{m}(\mathcal{M}) \leq(1-\varepsilon / 2)\binom{n d-2 m}{2} \quad \forall m<n d / 2-i
$$

and

$$
\Delta_{m}(\mathcal{M})>(1-\varepsilon / 2)\binom{n d-2 m}{2} \text { for } m=n d / 2-i
$$

Since $\sum_{i=1}^{\infty} n^{-\varepsilon i}=o(1)$, in order to prove (10), it suffices to show that

$$
\mathbb{E}\left(f(\mathcal{M}) 1_{S_{i}}\right) \leq(1+o(1)) n^{-\varepsilon i} \text { for all } i=1, \ldots,(1-\varepsilon / 2)^{-1} d^{2}
$$

Notice that $\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})$ is at least $n d / 2-m$, for $n d / 2-m$ edges in $M$ remain to be selected. This yields

$$
\frac{\binom{n d-2 m}{2}}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})} \leq n d-2 m
$$

and hence

$$
\prod_{m=n d / 2-i}^{n d / 2-1} \frac{\binom{n d-2 m}{2}}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})} \leq 2^{i} i!\leq 2 i^{i}
$$

where the last inequality $2^{i} i!\leq 2 i^{i}$ can be verified by induction. Moreover, the fact that $\Delta_{m}(\mathcal{M}) \leq(1-\varepsilon / 2)\binom{n d-2 m}{2}$ for all $m<n d / 2-i$ yields

$$
\begin{aligned}
\prod_{m=0}^{n d / 2-i-1} \frac{\binom{n d-2 m}{2}-\delta_{m}}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})} & =\prod_{m=0}^{n d / 2-i-1}\left(1+\frac{\Delta_{m}(\mathcal{M})-\delta_{m}}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})}\right) \\
& \leq \exp \left(\frac{5}{\varepsilon} \sum_{m=0}^{n d / 2-i-1} \frac{\max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
f(\mathcal{M}) 1_{\mathcal{S}_{i}} & =1_{\mathcal{S}_{i}} \prod_{m=0}^{n d / 2-1} \frac{\binom{n d-2 m}{2}-\delta_{m}}{\binom{n d-2 m}{2}-\Delta_{m}(\mathcal{M})} \\
& \leq 2 i^{i} 1_{\mathcal{S}_{i}} \exp \left(\frac{5}{\varepsilon} \sum_{m=0}^{n d / 2-i-1} \frac{\max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}\right)
\end{aligned}
$$

and Hölder's inequality gives

$$
\begin{aligned}
\mathbb{E}\left(f(\mathcal{M}) 1_{\mathcal{S}_{i}}\right) & \leq 2 i^{i} \mathbb{E}\left(1_{\mathcal{S}_{i}} \exp \left(\frac{5}{\varepsilon} \sum_{m=0}^{n d / 2-i-1} \frac{\max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}\right)\right) \\
& \leq 2 i^{i} \mathbb{E}\left(1_{\mathcal{S}_{i}}\right)^{1-\varepsilon / 2} \mathbb{E}\left(\exp \left(\frac{10}{\varepsilon^{2}} \sum_{m=0}^{n d / 2-i-1} \frac{\max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}\right)\right)^{\varepsilon / 2}
\end{aligned}
$$

Since (45) gives

$$
\mathbb{E}\left(\exp \left(\frac{10}{\varepsilon^{2}} \sum_{m=0}^{n d / 2-i-1} \frac{\max \left(\Delta_{m}(\mathcal{M})-\delta_{m}, 0\right)}{(n d-2 m)^{2}}\right)\right)^{\varepsilon / 2}=1+o(1)
$$

we only need to show that

$$
2 i^{i} \operatorname{Pr}\left(\mathcal{S}_{i}\right)^{1-\varepsilon / 2} \leq(1+o(1)) n^{-\varepsilon i}
$$

Let $m=n d / 2-i$ and $\Gamma(u)=\Gamma_{\mathcal{M}, m}(u)$ be the set of all neighbors of $u$ (excluding $u$ ) in the graph generated by first $m$ edges of $\mathcal{M}$. Since

$$
\Delta_{m}(\mathcal{M})=\frac{1}{2} \sum_{u}\left(d-d_{u}\right) \sum_{v \in \Gamma(u) \cup\{u\}}\left(d-d_{v}-1_{\{u=v\}}\right)
$$

and

$$
\binom{n d / 2-m}{2}=\frac{1}{2} \sum_{u}\left(d-d_{u}\right) \sum_{v}\left(d-d_{v}-1_{\{u=v\}}\right)
$$

$\Delta_{m}(\mathcal{M})>(1-\varepsilon / 2)\binom{n d / 2-m}{2}$ implies that there is a vertex $u$ with $d-d_{u}>0$ such that

$$
\sum_{v \in \Gamma(u) \cup\{u\}}\left(d-d_{v}-1_{\{u=v\}}\right) \geq(1-\varepsilon / 2) \sum_{v}\left(d-d_{v}-1_{\{u=v\}}\right),
$$

or equivalently

$$
\begin{align*}
\sum_{v \notin \Gamma(u) \cup\{u\}}\left(d-d_{v}\right) & \leq \frac{\varepsilon}{2} \sum_{v}\left(d-d_{v}-1_{\{u=v\}}\right) \\
& =\frac{\varepsilon}{2}(n d-2 m-1) \leq \varepsilon i \tag{46}
\end{align*}
$$

Notice that $d_{u}=|\Gamma(u)|$ and $d-d_{u}>0$ means $|\Gamma(u)|<d$. Moreover, any of the last $i$ edges of $\mathcal{M}$ that is not entirley in $\Gamma(u)$ contributes at least 1 in the first sum of (46). Hence the number of such edges is at most $\varepsilon i$, or all but at most $\varepsilon i$ of the last $i$ edges of $\mathcal{M}$ are entirely in $\Gamma(u)$. Let $j=d-|\Gamma(u)|$ and $l$ be the number of edges entirely in $\Gamma(u)$. Then it is required that $j \geq 1$ and $l \geq(1-\varepsilon) i$. The probability that $d-d_{u}>0$ and (46) without the two middle steps occur for a (fixed) vertex $u$ is upper bounded by

$$
\sum_{j \geq 1} \sum_{l \geq(1-\varepsilon) i} \frac{\binom{d}{j}\binom{\binom{d-j}{2}}{l}\left(\begin{array}{c}
n d / 2-d-\binom{d-j}{i-j-l}
\end{array}\binom{n d / 2}{i}\right.}{}
$$

and hence

$$
\operatorname{Pr}\left(\mathcal{S}_{i}\right) \leq \operatorname{Pr}(\exists \text { such a } u) \leq n \sum_{j \geq 1} \sum_{l \geq(1-\varepsilon) i} \frac{\binom{d}{j}\binom{\binom{d-j}{2}}{l}\left(\begin{array}{c}
n d / 2-d-\binom{d-j}{i-j-l}
\end{array}\right)}{\binom{n d / 2}{i}}
$$

Using

$$
\binom{d}{j} \leq \frac{d^{j}}{j!}, \quad\binom{\binom{d-j}{2}}{l} \leq \frac{\left(d^{2} / 2\right)^{l}}{l!}
$$

$$
\binom{n d / 2-d-\binom{d-j}{2}}{i-j-l} \leq \frac{(n d / 2)^{i-j-l}}{(i-j-l)!}
$$

and, as $i=O\left(d^{2}\right)=o\left((n d)^{1 / 2}\right)$,

$$
\binom{n d / 2}{i}=(1+o(1)) \frac{(n d / 2)^{i}}{i!}
$$

we have that

$$
\begin{aligned}
\operatorname{Pr}\left(\mathcal{S}_{i}\right) & \leq(1+o(1)) n \sum_{j \geq 1} \sum_{l \geq(1-\varepsilon) i}\binom{i}{j l}\left(\frac{2 d}{n d}\right)^{j}\left(\frac{d^{2}}{n d}\right)^{l} \\
& =(1+o(1)) n \sum_{j \geq 1} \sum_{l \geq(1-\varepsilon) i}\binom{i}{j l}\left(\frac{2}{n}\right)^{j}\left(\frac{d}{n}\right)^{l},
\end{aligned}
$$

where $\binom{i}{j l}=\frac{i!}{j!!!(i-j-l)!}$. Since the summand decreases at least geometrically in the ratio $O(i d / n)=o(1)$ as $j$ or $l$ increases, the last double sum asymptotically equals the (first) term with $j=1$ and $l=(1-\varepsilon) i$. So

$$
\operatorname{Pr}\left(\mathcal{S}_{i}\right) \leq(2+o(1)) i\binom{i-1}{(1-\varepsilon) i}\left(\frac{d}{n}\right)^{(1-\varepsilon) i} .
$$

Since $\varepsilon \leq 1 / 3$, we have

$$
\binom{i-1}{(1-\varepsilon) i}\left(\frac{d}{n}\right)^{(1-\varepsilon) i} \leq 2^{i-1}\left(\frac{d}{n}\right)^{(1-\varepsilon) i} \leq\left(\frac{2^{3 / 2} d}{n}\right)^{(1-\varepsilon) i}
$$

which together with $i \leq(1-\varepsilon / 2)^{-1} d^{2}$ and $d \leq n^{1 / 3-\varepsilon}$ implies that

$$
\begin{aligned}
2 i^{i} \operatorname{Pr}\left(\mathcal{S}_{i}\right)^{1-\varepsilon / 2} & \leq(4+o(1)) i\left(\frac{d^{2}}{1-\varepsilon / 2}\left(\frac{2^{3 / 2} d}{n}\right)^{(1-3 \varepsilon / 2)}\right)^{i} \\
& \leq(4+o(1)) i\left(\frac{2^{3 / 2}}{1-\varepsilon / 2} n^{1-3 \varepsilon-(1-3 \varepsilon / 2)}\right)^{i} \\
& \leq(1+o(1)) n^{-\varepsilon i},
\end{aligned}
$$

completing the proof.

## 9 Remarks and Open Questions

To start this section, we would like to make some remark concerning the sharpness of our analysis. The assumption $d \ll n^{1 / 3}$ was used at two places. The first is in the proof of (37) (see the remark in Section 6), where we need to assume that $d=o\left(n^{1 / 3} / \log ^{1 / 2} n\right)$. The second place is the end of the proof of (10) (see the last paragraph of Section 8), where we need to assume that $d \leq n^{1 / 3-\varepsilon}$. Our feeling is that the arguments in Section 8 are somewhat more flexible, so there might be a chance to improve the calculation here. On the other hand, improving the analysis in Section 6 seems like a bigger challenge. Thus, while
we think that our current analysis might be tightened to yield a slightly better bound, say $d \leq n^{1 / 3} /$ polylog $n$, we do not see how one can obtain $d \leq n^{1 / 3+\varepsilon}$.

The next, and natural issue is whether one could really expect the bound $d \leq n^{1 / 3+\varepsilon}$ from by the proposed algorithm (Algorithm A). Wormald [12] conjectures that $n^{1 / 3}$ may be the right threshold for this algorithm. Except Jerrum-Sinclair result (mentioned in the introduction) there is no other result, as far as we know, about generating random regular graphs with degree larger than $n^{1 / 3}$.

In many cases (in both theory and practice), one would be satisfied with a random sample whose probability is comparable to the uniform probability. In other words, the distribution is not uniform, but has a constant torsion factor. Technically, we want $\operatorname{Pr}_{A}(G) / p_{u}=\Theta(1)$ for any $d$-regular graph $G$. In fact, it is already useful to have $\operatorname{Pr}_{A}(G) / p_{u}=\Theta(1)$ for most $d$-regular graphs $G$. The formal question we would like to pose is:

Question. For which $d$ does $\operatorname{Pr}_{A}(G) / p_{u}=\Theta(1)$ hold for all d-regular graph $G$ on $n$ vertices, with a possible exception of a set of measure o(1).

Finally, the random graphs created by Algorithm A, regardless their distribution, form a quite reasonable model for random regular graphs. The study of this model has been suggested by several researchers [9, 12]. In a recent paper [6], the present authors proved that random graphs created by Algorithm A behave very much like Erdős-Rényi graphs $G(n, p)$ of the same density, for all $\log n \ll d \ll n^{1 / 3} / \log ^{2} n$. By comparing with ErdősRényi graphs, one can easily compute several parameters (such as the chromatic number) of the random graphs in the new model.
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