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#### Abstract

This paper describes how high-precision DEMs are obtained over the Wadden Sea using the AeS-1 airborne interferometric radar. The Wadden Sea is an intertidal zone along the coast which has height variations less than 5 m over 30 km and is free of vegetation. The resulting DEM has a grid spacing of 2.5 m and an absolute height accuracy of 5 cm rms , as verified by theodolite measurements. The paper describes the radar system, the processing techniques, the test area, the results, and the verification procedure.
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## 1 Introduction

Interferometric synthetic aperture radar systems (InSAR) have become an important tool for generating digital elevation models (DEM) and orthorectified SAR images. The application field not only covers the tropical areas with absence of topographic maps but also areas in industrial countries. They need high resolution digital elevation models, city models, and the update of the existing cartographic information. High resolution DEMs are mainly obtained from photogrammetric and laser scanner systems that have a height accuracy as good as 15 cm [1].

The airborne InSAR systems CCRS C/X SAR [2], TOPSAR [3], DO-SAR [4], IFSARE [5], E-SAR [6], and EMISAR [7] have demonstrated the capability to generate digital elevation models with a height accuracy in an order of magnitude of meters. This paper presents the experience gained with the AeS-1 system for generation of DEMs of flat terrain with an absolute height error of $5 \mathrm{~cm}(1 \sigma)$.

The SAR data used in this study were acquired over the German Bight near the city of Bremerhaven. This area is a part of the German "Wadden Sea", which is an intertidal zone along the coast. This zone is temporarily flooded and is separated into tidal flats that fall dry, and tidal channels that remain filled with water during a tidal cycle. The topography over this area is usually flat over tens of kilometers. Height variations depend on the distribution of the tidal inlets and the distribution of the typical sediments like mud and sand. Basically, this distribution is effected by tidal currents and wave action.

Due to these currents and wave action the topography of these areas is highly dynamic. Consequently the changes in morphology have to be observed accurately, e.g. to maintain the waterways that connect the harbours at the coast to the North Sea. For those observations hydrodynamic models are maintained, which need the surface topography as one boundary condition. Surveying the topography in that areas is a difficult task. Because the terrain is temporarily flooded, shallow, and very wide spread, it is difficult to conduct a survey neither from the ship nor by terrestrial methods. For this purpose airborne radar interferometry provides the derivation of high precision terrain height over wide areas in a convenient time period.

This paper is organized as follows: the AeS-1 system is presented in the next section, the precision processing is described in section 3 followed by a detailed evaluation of the height accuracy in section 4 . Finally, the results and conclusions are presented.

## 2 The AeS-1 System

### 2.1 System Overview

In the beginning of 1996, Aero-Sensing Radarsysteme GmbH started to design and construct a highresolution X-Band interferometric SAR called AeS-1 [8]. After first test flights in August 1996, the system became operational in October of the same year. Since then, the AeS-1 system has been used for various mapping campaigns all over the world. In the following, an outline of the system design and its actual performance is given.

The AeS-1 system basically consists of a ground and a flight segment. The block diagram in Fig. 1 shows their components and interconnections. The ground segment includes a GPS ground station for differential GPS measurements, a mobile computer for flight planning, and the transcription, archiving and SAR processing subsystems.

The core module of the flight segment is the radar itself (Fig. 2). It operates at a center frequency of 9.55 GHz with a maximum bandwidth of 400 MHz , thus enabling the acquisition of SAR images with a bestcase ground resolution of 0.5 m . The transmitter/receiver unit uses a high precision local oscillator, a digital chirp generator and a TWT based output amplifier. High speed circulators allow a fully interferometric operation up to a pulse repetition frequency of 16 kHz . Raw data are stored on-board on hard disk arrays with a capacity of 432 GByte. With a maximum recording data rate of $32 \mathrm{MByte} / \mathrm{s}$ a total acquisition time of nearly 4 hours can be realized.

Three antennas are mounted on the aircraft, forming interferometric baselines of 0.6 and 2.4 m (Fig. 3). Currently, only two of them can be operated simultaneously, but in the near future a third channel will be implemented for further flexibility regarding to the operating modes as well as system calibration. The radar is automatically controlled by a flight control system which delivers the aircraft position in real-time with an absolute accuracy of 1 m so that the pilot can keep the position error between real and nominal track below 10 m during the entire flight.

Typically, AeS-1 is flown on a Rockwell Aero Commander 690 at flight heights of 3000 ... 8000 m . Operating costs can be kept low by the use of such a small aircraft, which can be flown by one pilot only. Nevertheless, high flexibility in selecting the flight height for specific purposes (e.g. lower altitudes for high resolution, high altitudes for wide swaths and less air turbulence) is guaranteed.

Tab. 1 summarizes the main parameters of the AeS- 1 system.

### 2.2 Radar Accuracy

For obtaining high precision digital elevation models one has to fulfill three main criteria:

- low radar phase noise: The phase noise is mainly caused by the internal phase jitter of the radar and by the thermal noise. The phase jitter of the AeS-1 has a standard deviation of $0.5^{\circ}$ and was measured by analysing the raw data of the backscattered signal of a corner reflector by a stationary measurement. The phase noise caused by the thermal noise depends on the signal-to-noise ratio (SNR). We have designed the system for having a nominal SNR over the Wadden Sea of 30 dB . A value of 30 dB causes an interferometric phase noise with a standard deviation of $5.5^{\circ}$ (Fig. 4, [9]).
- accurate and large baseline: The three antennas for forming the small and large baselines are mounted in a rigid steel structure. On this structure the inertial navigation system (INS) is also mounted. The phase center of the antennas was measured in a near field antenna laboratory with an accuracy of 0.1 mm . The determination of the position and axis orientation of the measurement center of the INS was carried out using a precision table and the theodolite technique to achieve an accuracy of $0.01^{\circ}$ in the axis orientation and 0.1 mm in the position. The baseline between the antennas and the INS was measured using the theodolite technique that also has an accuracy of 0.1 mm . The in-flight baseline changes due to the temperature variations are calculated by measuring the temperature in different parts of the structure. The large baseline, which was used for this experiment, has a length of 2.4 m and was the largest one that could be built for this aircraft. For low resolution applications the small baseline of around 0.6 m is used.
- accurate motion data: Both position and rotation of the antenna structure have to be measured so that the position and the Doppler centroid of the antennas can be determined accurately. We use the INS and the global positioning system (GPS) techniques as a combined solution. Using two GPS ground stations and carrying out differential and coherent GPS processing (D-GPS) one gets after post-processing an absolute position accuracy of around $3 \mathrm{~cm}(1 \sigma)$ for a range between aircraft and GPS groundstation lower than 50 km and a good satellite constellation. The bandwidth of the GPS data is around 0.5 Hz and it is quite low for the SAR requirements [10]. The INS, which is based on accelerometers and dry tuned gyroscopes, is the source of accurate information of the rotation and the relative position, as it has a high bandwidth, for example 20 Hz in our case. A processing algorithm
then merges the data of both systems and the final absolute position and rotation data are related to a certain point fixed somewhere on the structure. The absolute accuracy of the final position data is the same as that of the D-GPS. The absolute accuracy of the rotation data is $0.003^{\circ}$ and the relative one is $0.0003^{\circ}$ (both values supplied by the manufacturer). This relative accuracy is valid over a time period of 10 minutes. By analysing the height information obtained by several corner reflectors placed over the range swath we can compensate the rotation offset and achieve an absolute accuracy of the rotation data of $0.0003^{\circ}$. This procedure is presented in section 3.4.


## 3 Precision Processing

The block diagram of the processor is shown in Fig. 5. The following subsections explain the individual steps, which are: SAR processing, interferometric processing, phase filtering, absolute phase estimation, geocoding, and mosaicking.

### 3.1 SAR Processing

The SAR processor has the following steps:

1. Demultiplexing the raw data: The raw data are first demultiplexed in order to separate the raw data of each antenna. Both antenna signals are first processed separately to be combined later on at the interferometric step.
2. Antenna position and Doppler centroid calculation: The position and rotation data of the navigation system are used to calculate the position of the phase center of both antennas by using the respective lever arms. The Doppler centroid is range dependent and calculated separately for both antennas.
3. Range Compression: It is carried out in the frequency domain and uses the chirp replica as a reference function.
4. Primary motion compensation: It is called primary due to the fact that the terrain model is not known and the topography used is given by the earth ellipsoid including the local mean terrain height. This approximation is corrected later after obtaining the first order DEM by applying a secondary motion compensation. The correction method of the primary motion compensation is given in [11].
5. Azimuth Compression: A hybrid correlation algorithm is used for the azimuth compression. This algorithm uses a frequency domain fast correlation in the azimuth direction, with a time domain convolution operation in the range dimension, in order to handle the finite amount of dispersion of the azimuth reference function due to the range migration. It works in the squinted geometry, which is defined by the range dependent Doppler centroid calculated before. The output of the azimuth compression is a single look complex (SLC) image.

### 3.2 Interferometric Processing

After SAR focusing, two SLC datasets enter the interferometric processor. Its task is to extract each target's phase signature from both channels and combine them coherently to form an unwrapped phase difference image (interferogram) with the best possible SNR. The basic processing steps are image co-registration, interferogram formation, and phase unwrapping, which are implemented using standard algorithms. Note, that unlike the typical satellite case no spectral shift filtering [12] is necessary since the interferometric baseline is only $3 \%$ of its critical value ( $\simeq 80 \mathrm{~m}$ for 3 km flight height and $30^{\circ}$ incidence angle (near range)). Furthermore, spectral filtering in azimuth is not needed since both antennas have the same pointing with respect to the flight direction.

However, in order to achieve the required high phase accuracy, the conventional co-registration step had to be modified. As will be discussed later (4.1.1) a geometric misregistration can introduce a significant phase bias (and hence height error) in the case of a squinted observation geometry. Therefore, a very accurate estimation of the slave image shift had to be achieved. In order to reduce errors in the measurement of the image shift the following strategy was applied:

1. In a first step the registration parameters are estimated for each part of each track ( $\simeq 2 \mathrm{~km} \times 2 \mathrm{~km}$ ) separately. Here a conventional correlation technique in the time domain is applied, yet with the restriction that the shift parameters are constant over azimuth. This assumption holds as long as both antenna tracks are parallel to each other and have a constant height over ground. Both requirements are fulfilled for the Wadden Sea data: in the motion compensation the ideal tracks are defined to be parallel to each other, they are defined to have a constant height over the reference ellipsoid, and the terrain showed extremely low height variations (less than 5 m over the entire area) so that it can be considered as flat.
2. Again exploiting the fact that the imaging geometry is constant along the azimuth direction, the individual shift parameters are then averaged in order to reduce statistical measurement errors.

### 3.3 Phase Filtering

The raw interferometric phase, which is represented in slant range geometry, contains artifacts and noisy areas that are inconvenient for the end user. The aim of this filter is to prepare the raw interferometric phase in such a form that the resulting DEM is as close as possible to the real topography.

For that purpose we developed a filter that is optimized for filtering the interferometric phase obtained from the flat area of the Wadden Sea. Other terrain types will certainly require another filter configuration.

The Wadden Sea area itself is flat having a height variation of less than 5 m over 30 km . Phase unwrapping errors are not present, which is a reliable assumption. However, the following interferometric phase features do not correspond to the real topography:

1. Phase spikes: The Wadden Sea area has innumerous tidal inlets, whose structure is formed like that of small "canyons". If their orientation is parallel to the flight direction the radar signal suffers from multiple reflections. The corresponding interferometric phase looses the relationship to the real topography. This phenomenon comes out in the form of phase spikes, which have several radians of amplitude.
2. Phase with high thermal noise: Due to the periodic flooding, the slicky areas remain wet forming a kind of dense suspension. This leads to a very smooth surface for most wind conditions. In an extreme situation one can find nearly a specular reflection in that area. As a consequence, the backscattered signal has a low amplitude and the thermal noise influence becomes remarkable and the standard deviation of the phase error increases.

For the above mentioned phase features we have implemented the corresponding filters:

1. Spike filter: This filter consists of a sigma filter, a coherence threshold operator, and an interpolator. The sigma filter detects the phase spikes and masks the corresponding pixels. The coherence threshold operator masks all pixels which are lower than a certain coherence threshold and are in the neighbourhood of the pixels masked by the sigma filter in order to eliminate phase errors in these
surroundings. For this threshold we chose a value of 0.85 which guarantees that all unreliable phase information is discarded. Thereafter a triangulation algorithm interpolates the masked areas.

The phase spikes themselves are small spots (typically of 10 m diameter) and their number is small as well so that the percentage of the area masked is less than $1 \%$. Note, that the accuracy of the DEM is not decreased due to this filtering since the spatial bandwidth of the topography is at least twenty times lower than the DEM sampling of 2.5 m .
2. Thermal noise filter: It is implemented after the phase is spike-filtered. The thermal noise filter is a low pass filter whose cutoff frequency depends on the standard deviation of the thermal noise. By adjusting the cutoff frequency according to the standard deviation of the thermal noise, one can obtain an interferometric phase whose error has a constant standard deviation.

If the area has a high backscatter coefficient, the cutoff frequency is set to infinity, i.e. the low pass filter is turned off. In this case the output phase remains unfiltered and presents a phase error with a nominal standard deviation. The nominal standard deviation is derived in 4.1.3. The complex interferogram is low pass filtered with a cutoff spatial frequency of $1 / 5 \mathrm{~m}^{-1}$ obtaining 100 looks from the original interferogram with 0.5 m geometric resolution. Finally, we obtain a standard deviation which is equal to $0.56^{\circ}$ (see section 4.1.3).

If the area has a low backscatter coefficient, the cutoff frequency is set to such a value, that the standard deviation of the phase noise remains constant to $0.56^{\circ}$ degrees. This compensation degrades the geometric resolution. By defining a lower limit of geometric resolution we determine the lowest coherence where the filter is effective. The lowest acceptable geometric resolution was set to $60 \mathrm{~m} \times$ 60 m , i.e. to a number of looks of 14,400 . Now, the operating range of the filter can be derived. With 14,400 looks one is able to reduce a maximum phase standard deviation of $66^{\circ}$ to $0.56^{\circ}$. According to [9] we get this phase noise for a SNR of 3.15 dB , see Fig. 4. For this SNR level we get a correlation coefficient of 0.33 . That means, that the cutoff spatial frequency varies in a range of $1 / 5 \mathrm{~m}^{-1}$ to $1 / 60$ $\mathrm{m}^{-1}$ for a coherence range of 0.99 to 0.33 .

### 3.4 Absolute Phase Estimation

The phase offset for estimating the absolute phase is an essential parameter in interferometry and has to be determined very accurately. Starting point is a precisely known trigonometric point close to the region of interest. This point is used for determining the position of the corner reflectors which are placed along the range direction of one of the flight tracks. The measurement of the corner positions is done using the static D-GPS technique, where a long measuring time guarantees a high accuracy down to 1 cm . In this way we obtain precise reference points which are used for the phase offset calculation of the so-called "corner track" by forward or backward geocoding (Eqs. 1... 5 in section 3.5).

In the absence of corner reflectors the phase offset is determined using the elevation information of an overlapping geocoded track that serves as a reference DEM. A final adjustment of the phase offset is done by an iterative procedure until the slope of the difference between geocoded and reference DEM is less than 5 cm in 2 km . This criterion can only be reached if the roll angle does not have an offset higher than $0.0003^{\circ}$, which is necessary for achieving the 5 cm DEM accuracy (see section 4.2). The roll angle offset which is given by the absolute angle accuracy, i.e. it can be within $\pm 0.003^{\circ}$, is in turn determined by the residual slope according to Eq. 9. Thereafter, a final adjustment of the phase offset eventually needs to be carried out.

Following these calibration steps, a secondary motion compensation has to be done since the primary motion compensation (3.1) was carried out without considering the topography. For this secondary motion compensation three steps have to be performed:

1. conversion of the interferometric phase into height
2. compensation of the remaining height errors:

- The interferometric phase errors caused by the primary motion compensation are calculated by comparing the slant range height with the mean terrain height
- The interferometric phase errors are converted into height and used to correct the slant range height

3. conversion of the improved slant range height image into a cartographic reference system

### 3.5 Height Derivation and Geocoding

The derivation of geocoded height information is carried out by solving the standard range/Doppler equations and the ellipsoid equation [13]:

$$
\begin{gather*}
2\left(\vec{P}-\vec{S}_{1}\right)\left(\dot{\vec{P}}-\dot{\vec{S}}_{1}\right)=\lambda r_{1} f_{D C_{1}}  \tag{1}\\
\left|\vec{P}-\vec{S}_{1}\right|=r_{1}  \tag{2}\\
2\left(\vec{P}-\vec{S}_{2}\right)\left(\dot{\vec{P}}-\dot{\vec{S}}_{2}\right)=\lambda r_{2} f_{D C_{2}}  \tag{3}\\
\left|\vec{P}-\vec{S}_{2}\right|=r_{1}+\frac{\lambda}{4 \pi} \Phi  \tag{4}\\
\frac{P_{x}^{2}+P_{y}^{2}}{a^{2}}+\frac{P_{z}^{2}}{b^{2}}=1 \tag{5}
\end{gather*}
$$

$$
\text { where } \begin{array}{ll}
\lambda & =\text { radar wavelength } \\
f_{D C_{1,2}} & =\text { Doppler centroid frequencies } \\
r_{1} & =\text { range distance of master image pixel } \\
\vec{P} & =\text { requested pixel's location } \\
\vec{S}_{1,2} & \text { antenna positions } \\
{\overrightarrow{\vec{P}}, \vec{S}_{1,2}} & =\text { derivatives with respect to time } \\
\Phi & \text { pixel's interferometric phase } \\
a, b & =\text { semi-major and semi-minor ellipsoid axis }
\end{array}
$$

Simultaneous solution of Eqs. 1... 4 for each image pixel directly leads to its location in the preselected geodetic reference frame. Alternatively, a two-step procedure consisting of phase-to-height conversion (Eqs. 1, 2, and 5) and subsequent backward geocoding (Eq. 3) can be applied if the slant range height is required.

### 3.6 Mosaicking

The investigated area was imaged with two orthogonal crossing tracks, each of them flown three times (for results see section 5). Accordingly, each region was mapped three times at least and six times at best.

The final elevation model is composed by mosaicking and averaging the stack of these individual elevation layers, using weights in order to further improve the height accuracy. In addition to the final DEM, a height accuracy map and a reliability map is generated.

### 3.6.1 Mosaicked DEM

For each final image pixel the ultimate height value is calculated from all available input values using the following two-step procedure:

1. first the values are arranged according to their magnitude, then all values with deviations from the centre value (median) larger than a certain threshold are discarded from the stack. In that way possible outliers are rejected from the averaging process.
2. the remaining values are weighted according to their accuracy, and the final result is calculated as the weighted average of the input values. The input accuracy is taken from the local coherence of the interferogram, which is a measure for the statistical rms height accuracy of the data. Values with systematic errors, which still may be present in the single height layers, are expected to be discarded by the previous median operation.

The mosaicked elevation map then is finally corrected by subtracting the geoid undulations which specify the height difference between the geoidal and ellipsoidal heights. Although only in the cm-range, the geoid undulations have to be removed to allow a comparison to theodolite measurements (section 5).

### 3.6.2 Height accuracy map

The height accuracy of the mosaicked and averaged DEM is calculated as a weighted mean of the individual improvements $v_{i}=\bar{x}-x_{i}$ :

$$
\begin{equation*}
\sigma=\sqrt{\frac{\sum_{i=1}^{n} p_{i} v_{i} v_{i}}{(n-1) \sum_{i=1}^{n} p_{i}}} \tag{6}
\end{equation*}
$$

where $n=$ number of observations
$x_{i}=$ single height value
$\bar{x}=$ mean height value
$p_{i}=$ weight

### 3.6.3 Reliability map

The so-called reliability has been introduced as a further quality criterion which, besides the weighting of the individual measurements, additionally incorporates the number of observations. A low reliability indicates a high probability for one (or more) of the observations to be outliers. Reliability estimation is based on $\chi^{2}$ statistics and is reported in detail in [14].

## 4 Evaluation of the Height Accuracy

We distinguish between errors coming from the radar itself and errors that are induced by the navigation system.

### 4.1 Radar-induced Phase Errors

Radar phase errors and their impact on the accuracy of the interferometric height can be divided into two classes:

- systematic phase errors, causing a phase bias
- statistical phase errors, which reduce the phase SNR and can be decreased by adequate low-pass filtering


### 4.1.1 Systematic phase errors

The geometric misregistration of the SLCs can be identified as the main systematic error for AeS-1 data. In the typical airborne case of a squinted imaging geometry and squint processing, the system's impulse response function is characterized by a linear phase ramp which causes an interferometric phase bias $\delta \Phi$ if both channels are not perfectly registered [15]:

$$
\begin{equation*}
\delta \Phi=\frac{4 \pi}{\lambda} \delta x(1-\cos \beta) \tag{7}
\end{equation*}
$$

where $\delta x \quad=$ misregistration
$\beta \quad=$ squint angle

Subsequently, a misregistration of only $1 / 10$ of the resolution cell of AeS-1 ( 0.5 m ) already results in a phase bias of $18^{\circ}$ at a squint value of $10^{\circ}$. Accordingly, accurate co-registration is an absolute requirement for precise elevation derivation. Using the improved registration algorithm (section 3.2), a registration accuracy better than 0.01 resolution cells (i.e., 5 mm ) has been realized. With the actually flown squint angles of $2.5^{\circ}$, a phase error of $0.45^{\circ} \mathrm{rms}$ was obtained. Note, that co-registration for terrain types with significant slopes may require modified algorithms in order to achieve the 0.01 accuracy value (e.g. coregistration using a first-order interferometric DEM).

### 4.1.2 Statistical phase errors

Statistical errors in AeS-1 data mainly emerge from three sources:

- Receiver phase noise: has been proven to be less than $0.5^{\circ}$ (see section 2.2).
- Defocusing of SLCs: phase noise introduced through imperfect processing of the raw data [9] has been measured to be less than $0.5^{\circ}$.
- Decorrelation of echoes from both antennas: due to the single-pass characteristic of AeS-1, no temporal decorrelation is present. However, signal decorrelation may occur for the following reasons:
- thermal noise: over the Wadden Sea area a signal-to-noise ratio of 30 dB is obtained. Following the investigations of [9] a phase standard deviation of $5.5^{\circ}$ results (Fig. 4).
- layover/shadowing effects: areas affected by these events are identified during image processing, and dummy values are assigned to them in the single elevation layers. In the final mosaicking step (see section 3.6) gaps are filled with data from opposite look directions.
- volume decorrelation: is only of minor importance for the small X-Band wavelength. Generally, coherence is lowered slightly in forested areas, however those are not present in the investigated area.


### 4.1.3 Phase error budget

Combining all radar-induced phase errors, we obtain a total rms value of $5.56^{\circ}$, which is only slightly higher than its main contribution ( $5.5^{\circ}$ coming from the signal-to-noise ratio). This value reduces to $0.56^{\circ}$ due to the fact that the image resolution is decreased to $5 \mathrm{~m} \times 5 \mathrm{~m}$ by interferogram multilooking.

The impact of interferometric phase errors on the height accuracy is described by the following relation between phase noise $\delta \Phi$ and resulting height error $\delta h$ [16]:

$$
\begin{equation*}
\delta h=\frac{\lambda r\left(\sin \theta+\cos \theta \tan \tau_{y}\right)}{4 \pi B_{\perp}} \delta \Phi \tag{8}
\end{equation*}
$$

where $\quad r=$ slant range between sensor and target $(\simeq 4.2 \mathrm{~km})$
$\theta=$ look angle of observation $\left(\simeq 45^{\circ}\right)$
$\tau_{y}=$ terrain slope in range direction $\left(\simeq 0^{\circ}\right)$
$\lambda=$ radar wavelength $(3.1 \mathrm{~cm})$
$B_{\perp}=$ baseline orthogonal to look direction (1.9 m)
(the values indicated in parenthesis are representative for AeS-1, mid range, Wadden Sea data)

Accordingly, a rms height error of 3.7 cm is caused by radar-induced phase errors.

### 4.2 Navigation System-induced Phase Errors

The main error sources of the navigation system that cause a height degradation in the final terrain model are the absolute height and the absolute roll angle errors [17]:

- Aircraft absolute height: it has a direct influence on the height of the final terrain model. The navigation system based on D-GPS/INS data can deliver the absolute height with an error less than 3 $\mathrm{cm}(1 \sigma)$, which is mainly defined by the D-GPS height error, if it operates under optimum conditions.
- Aircraft roll angle: the roll angle error strongly influences the height accuracy due to the long lever arm between the radar and the ground. A roll angle error $\delta \gamma$ causes a rotation of the entire DEM with lever arm $r$ about the roll axis. Accordingly, the height error $\delta h$ results as the projection of this displacement onto the vertical:

$$
\begin{equation*}
\delta h=\sin \theta_{i} r \delta \gamma \tag{9}
\end{equation*}
$$

where $\theta_{i}$ indicates the incidence angle. $\delta \gamma$ has a standard deviation of $0.0003^{\circ}$ for the case that we determine the roll angle offset through several corner reflectors or through a precise terrain model. If there is no calibration of the roll offset angle, the standard deviation of $\delta \gamma$ is $0.003^{\circ}$. Considering the
system as calibrated and the mid range case, i.e. a range of 4200 m and an incidence angle of $45^{\circ}$, the standard deviation of the height error $\delta h$ due to roll angle errors is 1.6 cm .

### 4.3 Total Height Error Budget

Combining all error sources discussed in the previous sections, which we summarize as

- radar-induced noise $\Rightarrow 3.7 \mathrm{~cm}$
- GPS error $\quad \Rightarrow \quad 3 \mathrm{~cm}$
- roll angle error $\quad \Rightarrow \quad 1.6 \mathrm{~cm}$
a total height error of 5.02 cm results.


## 5 Results

The data presented in this paper were acquired on a flight in September 22, 1998 over the Wadden Sea near to the city of Bremerhaven in northern Germany. Two different tracks crossing each other were recorded. Each track was flown three times at different flight altitudes ( $1500 \mathrm{~m}, 2200 \mathrm{~m}$, and 3000 m ) to ensure data redundancy, which is used for quality improvement. Fig. 6 shows the ortho-rectified SAR amplitude of one of the tracks, extending over $2 \mathrm{~km} \times 6 \mathrm{~km}$ and indicating the typical characteristics of the area with its numerous tidal channels. In Fig. 7 the interferometric phase of a $2 \mathrm{~km} \times 2 \mathrm{~km}$ part of the area is displayed, Fig. 8 shows the corresponding coherence. Note that particularly the inundated parts are characterized by low coherence, whereas most of the dry areas show coherence values close to 1 .

The tracks were geocoded and finally mosaicked to obtain a DEM whose outer dimensions extend over a $5 \mathrm{~km} \times 5 \mathrm{~km}$ area. The DEM's grid size was set to 2.5 m according to the customer's requirements. In Fig. 9 the mosaicked elevation map consisting of the two crossing tracks is shown. The terrain height over the entire area varies between -3 m and +2 m . Fig. 10 displays height contour lines that have been automatically derived from the DEM. Their contour interval is 20 cm .

Four profiles taken from the AeS-1 DEM are indicated in Figs. 9 and 10. They are plotted in Fig. 11
along with reference profiles obtained by theodolite measurements. These reference measurements were carried out by the Federal Waterway Engineering and Research Institute (BAW) two weeks before the radar acquisition, a time period which is sufficiently short in order to guarantee comparable measurements. The black line in Fig. 11 represents the reference profile obtained with the theodolite, the upper and lower blue lines denote a respective $\pm 10 \mathrm{~cm}$ offset. It can be seen that the AeS-1 DEM measurements, shown in red, are within the $\pm 10 \mathrm{~cm}$ limits over almost the entire range, and they never exceed a 20 cm deviation. The standard deviations of the difference between the AeS-1 profiles and the theodolite measurements are reported in Tab. 2. A mean standard deviation of 5.9 cm is obtained by combining all difference measurements.

## 6 Experience with other Terrain Types

Although the paper is focused on the DEM generation of flat and vegetation-free intertidal zones like the Wadden Sea, which is a rather ideal testsite for interferometric DEM generation, we want to give a brief overview over the obtainable accuracy over other terrain types.

Tab. 3 reports the height accuracies that have been obtained with AeS-1 data over terrain with different kinds of vegetation coverage and topographic characteristics. During flight campaigns in Switzerland, Brazil, and The Netherlands, vegetated areas with flat as well as hilly topography have been imaged. A vertical accuracy between 17 cm and 25 cm has been obtained. The DEMs have been validated against different kinds of reference information, namely D-GPS measurements, trigonometric points, and laser scanning measurements.

## 7 Conclusions

The airborne interferometric SAR technique, in this paper represented by the AeS-1 system, shows an unique capability for obtaining exceptionally high precision DEMs of relatively flat and vegetation-free terrain like the Wadden Sea area. No other remote sensing sensors like the photogrammetric and laser scanner systems are capable of getting such a height accuracy and geometric resolution in this type of terrain [18][19]. Also the all-weather capability and automated procedure for processing and geocoding the radar raw data lead to low costs for the production of such high accurate DEMs.

For obtaining such a height accuracy the following conditions have to be fulfilled:

- accurate position and angle data from the navigation system
- radar with low phase noise and with well-known antenna baselines
- motion compensation procedure has to consider the effects of the topography
- flat terrain with only sparse vegetation coverage (e.g. intertidal areas, grassland)

The height accuracy over land is typically degraded by the presence of vegetation and topography. Despite the advantage of significantly higher reflection over vegetated areas, topography variations prevent the usage of strong interferometric filters, e.g. $5 \mathrm{~m} \times 5 \mathrm{~m}$ as used for the Wadden Sea case, leading to height accuracies in the order of 20 cm .
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## Figure and Table Captions

Figure 1: Block diagram of AeS-1 ground and flight segments

Figure 2: AeS-1 flight segment

Figure 3: Aero Commander with 3 X -Band antennas

Figure 4: Interferometric phase standard deviation vs. signal-to-noise ratio

Figure 5: Block diagram of SAR and InSAR processor

Figure 6: SAR amplitude of a $2 \mathrm{~km} \times 6 \mathrm{~km}$ strip of the Wadden Sea

Figure 7: Interferometric phase of a $2 \mathrm{~km} \times 2 \mathrm{~km}$ part of the Wadden Sea area; scaling is from $-\pi$ to $\pi$ Figure 8: Coherence of same area as shown in Fig. 7; scaling is from 0 to 1

Figure 9: AeS-1 DEM

Figure 10: Height contour lines derived from the AeS-1 DEM with a contour interval of 20 cm
Figure 11: Height profiles taken from AeS-1 DEM (red) and from theodolite measurements (black)

Table 1: System parameters of AeS-1 X-Band system
Table 2: Standard deviation of height differences between AeS-1 DEM and theodolite profiles
Table 3: Height accuracy of AeS-1 DEMs obtained over different types of terrain
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