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Abstract—In this paper, three generic RAM-based architectures
are proposed to efficiently construct the corresponding two-dimen-
sional architectures by use of the line-based method for any given
hardware architecture of one-dimensional (1-D) wavelet filters, in-
cluding conventional convolution-based and lifting-based architec-
tures. An exhaustive analysis of two-dimensional architectures for
discrete wavelet transform in the system view is also given. The first
proposed architecture is for 1-level decomposition, which is pre-
sented by introducing the categories of internal line buffers, the
strategy of optimizing the line buffer size, and the method of in-
tegrating any 1-D wavelet filter. The other two proposed architec-
tures are for multi-level decomposition. One applies the recursive
pyramid algorithm directly to the proposed 1-level architecture,
and the other one combines the two previously proposed architec-
tures to increase the hardware utilization. According to the com-
parison results, the proposed architecture outperforms previous
architectures in the aspects of line buffer size, hardware cost, hard-
ware utilization, and flexibility.

Index Terms—Discrete wavelet transform (DWT), lifting
scheme, line-based method, recursive pyramid algorithm, VLSI
architecture.

I. INTRODUCTION

D ISCRETE wavelet transform (DWT) has been developed
as an effective tool of multi-resolution analysis since it

was presented by Mallat [1]. Due to its good time-frequency
characteristics, DWT has been widely used for signal analysis
and compression. For example, the well-known image coding
standards, MPEG-4 still texture coding and JPEG 2000 still
image coding, have adopted DWT as their transform coder.
However, DWT usually requires heavy arithmetic computation
because it is essentially a two-channel filter bank. The lifting
scheme [2] can be used to reduce the arithmetic complexity and
provide in-place implementation. A tutorial lifting factorization
is given in [3].

For two-dimensional (2-D) DWT, there have been many
VLSI architectures proposed [4]–[8]. Nevertheless, only
RAM-based architectures are the most practical for real-life de-
signs because of their greater regularity and density of storage,
compared to systolic or semisystolic routing [9]. Furthermore,
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the memory issues dominate the hardware cost and complexity
of the architectures for 2-D DWT, instead of multipliers that
decide the performance of one-dimensional (1-D) DWT archi-
tectures.

The simplest method of implementing separable 2-D DWT
is to directly perform 1-D DWT in the row direction and then
in the column direction. However, this direct method needs a
frame buffer which is usually off-chip to store the intermediate
data. According to the evaluation in [9], external memory access
consumes the most power in the 2-D DWT hardware implemen-
tation. The line-based method [10] may be preferred because of
the smaller external memory access. But the line-based method
requires some internal line buffer which increases the die area
and control complexity, and the buffer size is proportional to
the image width. As a result, how to minimize the line buffer
becomes a critical problem.

In order to solve the problem of internal memory access, a
generic RAM-based architecture for 1-level 2-D DWT is pro-
posed. The basic idea is to categorize the internal line buffers
into data buffer and temporal buffer. A data flow for the former
is proposed to give the minimal data buffer size, and a generic
architecture of the latter is proposed to flexibly adopt any kind
of 1-D DWT modules. Thus, the lifting-based 1-D DWT mod-
ules can be easily integrated into the 2-D architectures so as to
decrease the temporal buffer size and the hardware complexity.
Furthermore, two multi-level architectures based on the 1-level
architecture are proposed by allocating decomposition tasks to
two and three 1-D DWT modules, respectively, to meet different
requirements of computing time, throughput, and hardware uti-
lization.

This paper is organized as follows. An extensive analysis of
RAM-based architectures for 2-D DWT is given in Section II.
Then three generic line-based architectures for 2-D DWT are
proposed in Section III. In Section IV, comparisons of the
proposed architectures with the previous studies are shown to
demonstrate the efficiency. Finally, conclusions of this paper
are given in Section V.

II. ANALYSIS FOR RAM-BASED 2-D DWT ARCHITECTURES

For the implementation of 2-D DWT architectures, the
memory issues, including internal memory size and external
frame memory access, are the most critical problems. The in-
ternal memory generally dominates the hardware cost, whereas
the external frame memory access consumes the most power. In
this section, we will present several RAM-based architectures
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Fig. 1. Direct 2-D implementation. (a) System architecture (the number in brackets represents the memory size in terms of words). (b) Data flow of external
memory access (J = 3; white and grey parts represent external frame memory reads and writes, respectively).

for 2-D DWT, which are categorized in the aspects of the men-
tioned memory issues. More specifically, these architectures
are designed for separable 2-D DWT of the dyadic decompo-
sition type, whose mathematical formulas can be expressed
recursively as follows:

(1)

where and represent the low-pass and high-pass filters,
respectively, is the DWT decomposition level, and is the
input image. In the following, four categories of 2-D DWT ar-
chitectures, including direct, row-column-column-row (RCCR),
1-level line-based, and multi-level line-based, are presented and
discussed about the memory issues. A frame memory is as-
sumed to be used for storing the original image and the DWT
decomposition result.

A. Direct Architecture

The most straightforward implementation of (1) is to perform
1-D DWT in one direction and store the intermediate coeffi-
cients in the frame memory, and then to perform 1-D DWT with
these intermediate coefficients in the other direction to complete
1-level 2-D DWT. For the other decomposition levels, the low-
pass-lowpass (LL) subband of the current level is treated as the
input signals of the next level, and the above steps are then per-
formed recursively. As illustrated in Fig. 1(a), this direct archi-
tecture requires the least hardware cost and no internal memory
due to its simplicity, but it requires much external memory ac-
cess. For example, if the decomposition level is three, the data

flow of the external memory access will be as shown in Fig. 1(b).
Thus, the bandwidth of external memory access, including both
reads and writes, can be expressed as

words image

(2)

where is the width and height of the image.

B. RCCR Architecture

According to (1), the priorities of row and column directions
are identical. Therefore, it is unnecessary to process the row co-
efficients first for every level decomposition all the time, such as
the direct architecture. Instead, the priority can be assumed as
row-column for the odd-level decompositions and column-row
for the even-level decompositions [11]. Then, the successive
two row-wise or column-wise 1-D DWT decompositions can
be performed simultaneously. The DWT module of this RCCR
architecture can be implemented by two approaches. One is
to fold the two successive decompositions into one 1-D DWT
module by recursive pyramid algorithm (RPA) scheduling [12]
without any line buffer. The other one is to perform the former
level decomposition and store the coefficients in a line buffer
of size , and then to perform the latter level decomposition
with the stored coefficients. The RCCR architecture is shown
in Fig. 2(a), and the data flow of external memory access is
shown in Fig. 2(b). The merging of two successive decomposi-
tions in the same direction can decrease the external memory ac-
cess bandwidth by one half for every level, except the first level
decomposition. The external memory access bandwidth can be
formulated by

(words image).

(3)
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Fig. 2. RCCR 2-D implementation (a) System architecture. (b) Data flow of external memory access (J = 3).

Fig. 3. 1-level line-based implementation. (a) System architecture. (b) Data flow of external memory access (J = 3).

C. 1-Level Line-Based Architecture

Unlike the direction-by-direction approach of direct and
RCCR architectures, each level of the DWT decomposition can
be performed at a time, and the multi-level decompositions can
be achieved by using the level-by-level approach. However,
this approach may require some internal memory, whose size is
proportional to the image width, to store the intermediate DWT
coefficients of one direction and to supply the input signals for
the DWT decomposition in the other direction [10]. The pro-
posed architectures of [7] and [13] are based on this approach
as shown in Fig. 3(a). The size of the required internal memory,
called line buffer is , where represents how many line
buffers are used and depends on both the adopted 1-D DWT
architecture and the implementation method of the line-based
architecture. Fig. 3(b) shows the data flow of external memory

access, and the external memory bandwidth can be expressed
by

words image

(4)

The external memory bandwidth of this 1-level line-based
architecture is exactly one half of that of the direct architecture.
This is due to the utilization of internal line buffers which
store exactly one half of the intermediate DWT coefficients.
Furthermore, unlike the direct architecture that uses the whole
frame buffer of size as the intermediate coefficient buffer,
the 1-level line-based architecture only uses one-quarter of the
frame buffer.
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Fig. 4. Multi-level line-based implementation. (a) System architecture.
(b) Data flow of external memory access (J = 3).

TABLE I
SUMMARY OF RAM-BASED 2-D ARCHITECTURES (J !1)

D. Multi-Level Line-Based Architecture

Beyond the level-by-level approach, we can perform all of
the decomposition levels simultaneously as the multi-level 2-D
architecture in Fig. 4(a). However, using cascaded 1-level
line-based architectures to implement directly will result in very
low hardware utilization. Generally, the tasks of all decomposi-
tion levels will be allocated to a few 1-D DWT modules [5], [4]
and the size of required internal line buffers is as follows:

words (5)

where is the number of line buffers if this kind of architecture
is degenerated into the 1-level line-based architecture.

As described above, the data flow of external memory ac-
cess is simple and regular as shown in Fig. 4(b). Although this
multi-level 2-D architecture requires more internal buffer and
suitable task assignments for 1-D DWT modules, it can reduce
the external memory access bandwidth to the minimum .

E. Summary

The above presented architectures of 2-D DWT are sum-
marized in Table I. The issue of system integration is mainly
influenced by the bandwidth requirement of external memory,
whereas the control complexity indicates how difficult it is for
the control circuits with proper data flow to be implemented.
Based on Table I, the multi-level line-based architecture re-
quires the most hardware cost, including the internal line
buffer, multiple 1-D DWT modules, and complex control cir-
cuits. However, it requires the least external memory bandwidth
without using the external frame buffer to store intermediate

Fig. 5. Proposed generic architecture for 1-level line-based method.

data. Thus, it will be the preferred candidate if the external
memory bandwidth is very limited or if no external frame buffer
can be used. Furthermore, it should be noted that the access
of external memory consumes the most power in the hardware
implementation of 2-D DWT [9].

Table I shows the tradeoff of these 2-D DWT architectures
exactly. The simplest direct architecture has the least hardware
cost but requires the most external memory bandwidth. The
RCCR architecture can decrease the external memory band-
width of the direct architecture by using one small line buffer
or adopting RPA scheduling. The 1-level line-based architec-
ture uses a few line buffers to reduce a great deal of the external
memory bandwidth. The minimum of external memory band-
width can be achieved by using multi-level line-based architec-
ture, which requires more line buffers and very complex control
circuits.

The described comparisons among these architectures are in-
dependent of the adopted 1-D DWT modules and the implemen-
tation details of 2-D architectures. Those important characteris-
tics, such as throughput, hardware utilization, and the exact size
of line buffers, are related to the implementation details and will
be discussed later.

III. PROPOSED LINE-BASED ARCHITECTURES

In the previously mentioned 2-D DWT architectures, direct
and RCCR architectures can be implemented very trivially. In
this section, generic line-based architectures for 2-D DWT will
be proposed for both 1-level and multi-level methods. In addi-
tion to convolution-based 1-D DWT architectures, lifting-based
ones can be easily integrated into the proposed 2-D DWT
architectures to construct an optimal hardware implementa-
tion. For supporting the lifting-based DWT architectures, the
throughput of the adopted 1-D DWT module is assumed to
be two-input/two-output per clock cycle in the following. It is
also assumed that the image pixels are inputted in a raster scan
order.

A. Proposed 1-Level Line-Based Architecture

As shown in Fig. 5, the proposed 1-level line-based architec-
ture for 2-D DWT is basically composed of some line buffers and
two 1-D DWT modules, one for row-wise decomposition and the
other one for column-wise decomposition. These line buffers can
be classified into two categories: data buffer and temporal buffer.
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Fig. 6. (a) Original circuits. (b) Modified line-based circuits (R: register).

Thedatabufferisusedtostoretheintermediatedecompositionco-
efficients after 1-D DWT in the row direction and to provide the
inputsignalsofthecolumn1-DDWTmodule.Thus,thedatabuffer
is independent of 1-D DWT architectures and only related to the
throughput. On the other hand, the temporal buffer is highly de-
pendent on the adopted 1-D DWT architecture. If the original cir-
cuits in the adopted 1-D DWT architecture are as constructed as
Fig. 6(a), the column 1-D DWT module and the temporal buffer
need to be modified as Fig. 6(b). That is, use the temporal buffer
to store the data, which should originally be stored in the regis-
ters, for the column 1-D DWT module. Because the memory ac-
cess of temporal buffer is very regular and simple, copies of
two-port RAMs of size can be used to implement it, where
is thenumberof registers in theadopted1-DDWTmodule.More-
over, these RAMs can be merged into a single RAM of size

for higher density. The memory address of these temporal
buffers can be generated easily by a rotation-like address calcu-
lator. As for the data buffer, the lower bound of its size is be-
cause the data flow always keeps two-input/two-output per clock
cycle after the 1-D DWT coefficients of the first row are obtained.
However, extremely high complexity will be required with this
minimal data buffer size. In the following, we will present the fea-
sible data flows for data buffer of sizes and
by using two-port RAM, followed by a numerical analysis of the
realistic data buffer size in the aspect of implementation. It is pos-
sible toeliminate twomultipliers if theadopted1-DDWTmodule
is lifting-based, as discussed at the end of this section.

1) Data Flow for Data Buffer of Size : Since the
adopted 1-D DWT module is defined as two-input/two-output
per clock cycle, the column DWT module requires that two
lines of signals are inputted simultaneously. However, the row

DWT module gives the output signals in a line-by-line way. The
first line of these two lines of signals which are immediately
required by the column DWT module is defined as LINE 1,
and the second line is defined as LINE 2. The data flow of
these signals should be designed carefully by using the data
buffer and its address generator. Contrary to [14] where first-in
first-out (FIFO) is used, the proposed data flow uses feasible
two-port RAM, which can provide high regularity and density.

The proposed data flow is described as follows. As shown in
Fig. 7, one RAM, called RAM A, of size is used for storing
the coefficients of LINE 1, and the other one, called RAM B,
of size is for LINE 2. After the LINE 1 coefficients fill
up RAM A, as Fig. 7(a), the data flow can be performed as
the following steps. From Fig. 7(a)–(d), the LINE 2 coefficients
enter RAM B while the column 1-D DWT module consumes
data from both RAM A and RAM B. Fig. 7(b)–(d) represent
that , and all of the LINE 2 coefficients are filled into
RAM B, respectively. Then the next LINE 1 coefficients feed
RAM A from Fig. 7(d)–(e), and the data flow continues from
Fig. 7(b), recursively. In summary, the data flow is illustrated
by Fig. 7 in the order of (a) (b) (c) (d) (e)
(b) (c)

This data flow is without conflict because the speed of writing
data is double that of reading data for each line buffer. The
above steps illustrate only the main idea of the data flow. In fact,
RAM A and RAM B should both be composed of two two-port
RAMs, one for low-pass signals and the other for high-pass sig-
nals. Nonetheless, the data flow can work well after this modi-
fication.

2) Complete Data Flow for Data Buffer of Size
: In this subsection, we present how to be close to

the lower bound of the data buffer. For this data flow,
split RAMs of size are required, where is an arbitrary
integer. At first, the LINE 1 coefficients are filled into split
RAMs. Then the data flow can be recursively performed for
every two new lines of coefficients as follows. The first
of the entering LINE 2 coefficients are filled into the left split
RAM as the RAM B from Fig. 7(b)–(d). Then the following
steps are performed recursively until the next LINE 1 coef-
ficients are filled into split RAMs. In the beginning, take
the two split RAMs, in which the stored data are required by
the column 1-D DWT module immediately, as RAM C and
RAM D while the empty split RAM is called RAM E, as shown
in Fig. 8. Then the data can be transferred from Fig. 8(a)–(d).
Thus, another empty split RAM is obtained as RAM D, and the
entering coefficients are stored in RAM C and RAM E. The
data flow is summarized in Fig. 9.

Although the lower bound can be approached very closely,
the additional control circuits and complex address generators
may become impractical if is too large. Moreover, some ad-
ditional storage devices for controlling data flow would be in-
evitable, and the size of these storage devices will become larger
as increases. In addition to the data flows mentioned above, no
control circuits will be required if a data buffer of size is al-
lowable. In [11], six two-port RAMs, three for low-pass signals
and three for high-pass signals, and a rotation-like address gen-
erator are used to perform the data transfer between the row and
column 1-D DWT modules.
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Fig. 7. Data flow for data buffer of size 1:5N (black: data filled; white: no data).

Fig. 8. Data transfer among the three working split RAMs for the data buffer of size (1 + (1=2) )N .

3) Numerical Analysis of the Data Buffer Size: In the above
discussion of data flows, the memory access is assumed as re-
quiring no delay cycles, and thus the minimum of data buffer,

, can be approached. However, this ideal data flow cannot
be practically implemented because the memory access always
needs some delay cycles in the real-life implementation. To dis-
cover a practical size for the data buffer, the memory access
delay cycle should be defined first as . Thus, the consecutive
memory accesses of the same memory address must be sepa-
rated by more than cycles.

The conflict of memory write and read in the same address
will happen in Fig. 7(d) because the memory writes and reads
of RAM B are overlapped and the write speed is double the
read speed. The realistic memory accesses of the split RAMs
as RAM B from Fig. 7(b)–(d) should be as shown in Fig. 10,
where the numbers represent the operating cycle numbers and

. In this figure, only one half of the split RAM is
shown, where is for the one for low-pass signals and
is for high-pass signals. Thus, the memory write is performed
in every cycle, and the memory reading is performed in every
other cycle. Since the write speed is double the read speed, some
conflict will occur in the writing cycle number, . This
conflict is because the distance between the writing and reading

cycles on the same memory address is less than , and can
be expressed as the following equation:

(6)

and this means that every split RAM, which consists of two
parts for low-pass and high-pass signals, respectively, requires
additional storage of size to prevent
the conflict. So, the real number of total storage size should
be

when (7)

Thus

while

(8)

According to these equations, if the image size becomes larger,
will also be required to be larger for less data buffer size.
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Fig. 9. Data flow for data buffer of (1 + (1=2) )N .

Fig. 10. Memory access of the split RAM (e = 0 for low-pass signals; e = 1
for high-pass signals).

This means that more partitions of split RAMs are beneficial
for reducing the total memory size.

To give more practical comparisons, the method of Sec-
tion III-A.1 and the realistic minimum are tested for four
different conditions. Table II shows the comparison results.
The realistic data buffer size of the method in Section III-A.1
is . In this table, the improvement of the
minimum buffer size is higher as the image size becomes larger.
The control complexity required for the minimum buffer size
is higher than that for the method of Section III-A.1. Since no
additional storage devices for each split RAM will be used at
the same time, two two-port RAMs, for low-pass and high-pass
signals, respectively, afford to serve as all additional storage
devices. Thus, the minimum buffer size can be achieved if the
address controls are well managed.

TABLE II
COMPARISON OF REALISTIC DATA BUFFER SIZES FOR METHODS IN

SECTION III-A.1 AND THE MINIMUM CASE

Fig. 11. Normalization step of 2-D lifting-based DWT.

4) Integration of Lifting-Based DWT Module: If lifting-
based 1-D DWT module is adopted, the number of multipliers
can be further reduced by two because of the scaling effect of
the normalization step in Fig. 11, where is the normalization
coefficient. Originally, two multipliers are required for both
the row and column 1-D DWT modules. However, the nor-
malization multipliers can be taken out of the two 1-D DWT
modules, and instead, two multipliers, and , are used
to implement the normalization step at the output of the column
1-D DWT module.

B. Proposed Multi-Level Line-Based Architectures

The concepts about data buffer and temporal buffer presented
above can be used to construct multi-level architectures with
allocating the multilevel DWT decomposition tasks to a few 1-D
DWT modules. In this subsection, two multi-level line-based
architectures are proposed by using two and three 1-D DWT
modules, and the throughputs are one-input/one-output and two-
input/two-output per clock cycle, respectively.

1) Adopting Two 1-D DWT Modules (2DWTM): The pro-
posed 1-level architecture can be easily extended to the multi-
level architecture by scheduling the multi-level DWT decom-
position tasks to the two 1-D DWT modules with RPA [12], as
shown in Fig. 12. The RPA schedule for three-level 2-D DWT
is shown as an example in Fig. 13, where the numbers repre-
sent which level of DWT decomposition should be performed.
The throughput of this multi-level architecture is one-input/one-
output per clock cycle in average, which is one half that of the
1-level architecture. The number of registers in the row DWT
module should be increased to times the original number in
order to store the intermediate data of level DWT decompo-
sitions. Because the amount of data in the next level is only one
quarter of the current level, the hardware utilization is only

(9)

Authorized licensed use limited to: National Taiwan University. Downloaded on January 15, 2009 at 22:56 from IEEE Xplore.  Restrictions apply.



HUANG et al.: GENERIC RAM-BASED ARCHITECTURES FOR TWO-DIMENSIONAL DISCRETE WAVELET TRANSFORM 917

Fig. 12. Proposed generic architecture for multi-level 2-D DWT using 2DWTM.

Fig. 13. RPA schedule for 3-level 2-D DWT. The numbers represent which level of decomposition is performed, and the “�” means a bubble cycle.

Fig. 14. Proposed generic architecture for multi-level 2-D DWT using 3DWTM.

and the limit is as is indefinitely large. The total size of
data buffer and temporal buffer becomes

words

(10)

where and are the numbers of line buffers for the tem-
poral buffer and data buffer, respectively, in the original 1-level
line-based architecture.

2) Adopting Three 1-D DWT Modules (3DWTM): The
throughput of the 2DWTM architecture is one-input/one-output
because of only using two 1-D DWT modules. Moreover, the
hardware utilization is not high due to the imbalanced task
allocation with RPA scheduling. The problem of the above
RPA scheduling is allocating only one half of the hardware
resources to perform the first level decomposition in which the
arithmetic operations are more than the three-fourths of the
total operations.

To increase the hardware utilization, we propose to allocate
the DWT decomposition tasks to three 1-D DWT modules of
which two are for the first level and one is for all higher levels.
Fig. 14 shows the proposed multi-level line-based architecture
using 3DWTM. This architecture consists of one proposed

1-level architecture, one two-slow and folded 2DWTM ar-
chitecture, and a transfer buffer of size . The two-slow
multi-level 2DWTM architecture folds the row and column
DWT modules into the same module and serves for DWT
decompositions of all levels, except the first level. The transfer
buffer is used to store every line of signals in the LL band from
the 1-level architecture and to provide the input signals to the
two-slow 2DWTM architecture. The throughput can achieve
two-input/two-output again, and the hardware utilization is
increased to

(11)

and the limit is as is indefinitely large. Furthermore, the
total size of data buffer and temporal buffer becomes

words (12)

Compared to (9) and (10), the hardware utilization is increased
by about four-thirds, but the total buffer size should be increased
by for the transfer buffer.
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TABLE III
COMPARISON OF 2-D ARCHITECTURES FOR THE GENERAL CASE. ASSUME J !1 AND THE 1-D DWT MODULE IS CONVOLUTION-BASED. THE DATA BUFFER OF

THE PROPOSED ARCHITECTURES IS ASSUMED TO BE 1:5N ONLY FOR COMPARISONS, AND IT CAN BE FURTHER REDUCED TO ABOUT 1N .
(THE UNIT OF LINE BUFFER SIZE IS WORD)

IV. COMPARISON

In this section, we show the efficiency of the proposed ar-
chitectures by presenting comparison results with different 2-D
DWT line-based architectures. The following comparisons con-
sist of three topics, including the general case, adopting JPEG
2000 default lossy (9, 7) filter, and adopting JPEG 2000 default
lossless (5, 3) filter. The parameter of the proposed architec-
tures is assumed to be 1.5 for comparison because the minimum
data buffer size depends on the image size and the memory ac-
cess delay time.

A. General Case

The comparison results of systolic-parallel [5], parallel-par-
allel [4], 1-level 2-D [7], and the proposed architectures are
given in Table III, where represents the filter length, and is
assumed to be infinitely large. In this table, only general convo-
lution-based 1-D DWT modules are considered, so the required
numbers of multipliers and adders of these architectures are all
proportional to the number of adopted 1-D DWT modules.

Among these architectures, only the proposed 1-level line-
based and the 1-level 2-D architectures are classified in Sec-
tion II-C, whereas the others belong to the Section II-D. The
hardware utilization of the two 1-level architectures can reach
100%. The product of hardware utilization, computing time, and
the number of adopted 1-D DWT modules, should be a con-
stant which is equal to the total decomposition operations. Thus,
raising hardware utilization can lower the computing time if the
numbers of 1-D DWT modules are the same, as described in [7].
In addition, the proposed 1-level line-based architecture outper-
forms the 1-level 2-D one in the aspect of the number of line
buffers due to careful management of the data buffer.

As for the multi-level line-based architectures, the sizes of
line buffers in the proposed architectures are all smaller than
those of the systolic-parallel and parallel-parallel architectures.
Moreover, the proposed architecture using three 1-D DWT mod-
ules can increase the hardware utilization and throughput so as
to decrease the computing time to one half of other multi-level
architectures.

B. JPEG 2000 Default Lossy (9, 7) Filter

The previous architectures for 2-D DWT in the literature are
primarily based on the convolution-based DWT architectures.
Only the simplest lifting scheme, the JPEG 2000 default lossless

TABLE IV
COMPARISON OF MULTILEVEL 2-D ARCHITECTURES FOR (9, 7) FILTER

(J ! 1). THE DATA BUFFER OF THE PROPOSED ARCHITECTURES

IS ASSUMED TO BE 1:5N FOR COMPARISONS. (THE UNIT OF LINE

BUFFER SIZE IS WORD)

(5, 3) filter, is considered in [14]. However, the proposed archi-
tectures can adopt any kind of lifting-based DWT architecture to
obtain the optimal hardware implementation. The popular JPEG
2000 default lossy (9, 7) filter is used as the target 1-D DWT
module for comparison because of its good time-frequency de-
composition. For clarity, only the multi-level line-based archi-
tectures, which adopt the same number of 1-D DWT modules,
are considered. The comparison of the proposed architecture
using two 1-D DWT modules, systolic-parallel architecture, and
parallel-parallel architecture is given in Table IV. The lifting-
based and the convolution-based DWT modules, which adopt
the symmetric property of this linear filter, are from [15].

The systolic and parallel filters also can utilize the symmetric
property. Although the proposed architecture adopting convo-
lution-based module has nearly the same number of multipliers
and adders as those of systolic-parallel and parallel-parallel ar-
chitectures, the details of the implementation of 1-D DWT mod-
ules are extremely different. The multipliers of the proposed ar-
chitectures are all fixed coefficients, whereas those of the other
two all require programmable coefficients. Thus, the hardware
cost of the proposed architecture is much smaller than those of
the other two architectures. In addition, the proposed architec-
ture outperforms those two architectures in terms of the number
of line buffers.

Furthermore, the proposed architecture adopting lifting-
based 1-D DWT module outperforms other architectures in
all aspects. This outstanding performance comes from the
adoption of lifting-based modules, which not only decreases
the number of multipliers and adders but also greatly reduces
the size of the temporal buffer.

C. JPEG 2000 Default Lossless (5, 3) Filter

The above comparison shows that the ability to adopt lifting-
based modules can greatly reduce the size of the temporal buffer.
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TABLE V
COMPARISON OF 2-D ARCHITECTURES FOR (5, 3) FILTER. (a) MULTILEVEL

ARCHITECTURES (J !1). (b) 1-LEVEL ARCHITECTURES. THE DATA BUFFER

OF THE PROPOSED ARCHITECTURES IS ASSUMED TO BE 1:5N FOR

COMPARISONS. (THE UNIT OF LINE BUFFER SIZE IS WORD)

However, we will also show the benefit of the proposed data flow
of data buffers over previous designs. The (5, 3) filter, whose
filter length is very short, is chosen for comparison because the
ratio of data buffer size to temporal buffer size is higher than
that in the case of adopting longer tap filters.

The multi-level and 1-level architectures are listed in
Table V(a) and (b), respectively. Only the line buffer size are
given since the objective is to compare the sizes of line buffers,
and moreover, the (5, 3) filter can be implemented without
multipliers. Clearly, the proposed architectures outperform the
previous designs, especially when the lifting-based module is
adopted.

In the above comparisons, the size of the data buffer in the
proposed architectures is assumed as . If the minimal data
buffer size is adopted, the advantage of the proposed architec-
tures will be more significant.

V. CONCLUSION

In this paper, we have proposed three generic RAM-based ar-
chitectures of high efficiency and feasibility for both 1-level and
multi-level line-based 2-D DWT architectures. The carefully
designed data flow of data buffer and the modified method of
temporal buffer in the proposed architectures can provide a va-
riety of advantages, including easy control circuits, real-life im-
plementation, and minimal internal memory size. Both conven-
tional convolution-based and advanced lifting-based 1-D DWT
modules can be flexibly integrated into the proposed architec-
tures to obtain the optimal hardware design, whereas most pre-
vious studies can only support the former. The outstanding per-
formance of the proposed architectures is demonstrated by the
comparison results of the general case as well as adopting JPEG
2000 default (9, 7) and (5, 3) filters.
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